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Abstract. In this paper, we carry out an a posteriori error analysis of Legendre spectral
approximations to the Stokes/Darcy coupled equations. The spectral approximations
are based on a weak formulation of the coupled equations by using the Beavers-Joseph-
Saffman interface condition. The main contribution of the paper consists of deriving
a number of posteriori error indicators and their upper and lower bounds for the sin-
gle domain case. An extension of the upper bounds to the multi-domain case in the
spectral element framework is also given.
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1 Introduction

The model of the Stokes equations coupled with the Darcy equations has been a subject of
interest in a large variety of different fields, see, e.g. [9-12,14,16]. Recently, we have intro-
duced a new formulation for the Stokes/Darcy coupled equations, subject respectively
to the Beavers-Joseph-Saffman interface condition and an alternative matching interface
condition [22]. Some spectral approximations are proposed and a priori error estimates
are derived therein. In this paper we consider a posteriori error analysis for the above
mentioned spectral approximations. The motivation of this consideration is that a poste-
riori error estimators are computable quantities in terms of the discrete solution, and can
be used to measure the actual approximation errors without the knowledge of exact so-
lutions. They are essential for designing algorithms with adaptive mesh refinement with
minimal computational cost. On the other side, there are few work on a posteriori error
analysis of the spectral method, and it is not clear if the adaptive strategy in the spectral
method can be as efficient as in the finite element framework. Therefore this paper can be
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regarded as a step towards a better understanding about the adaptive spectral method,
with particular attention to the Stokes/Darcy coupled equations.

Some a posteriori error analysis of the finite element approximation to the Stokes Darcy
coupled equations have been carried in [1,8]. The work [1] used the Lagrangian mul-
tiplier in their variational formulation, while [8] replaced the Darcy equations with a
Poisson-like equation. In [1] the finite element subspaces consist of Bernardi-Raugel and
Raviart-Thomas elements for the velocities, piecewise constants for the pressures, and
continuous piecewise linear elements for the Lagrange multiplier defined on the inter-
face. They have derived a residual-based a posteriori error estimate for the Stokes/Darcy
coupled problem. The finite element spaces adopted in [8] are the Hood-Taylor ele-
ment for the velocity and the pressure in the Stokes equation and conforming piecewise
quadratic element for the Darcy pressure. The a posteriori error analysis was based on a
suitable evaluation of the residual of the finite element solution.

In contrast to the lower order methods, a posteriori error estimation for high order
methods such as spectral method is much less developed, although there exist a few pa-
pers on this topic for the elliptic problems (see, e.g., [3,6,13,19]). The purpose of this
work is to carry out an a posteriori error analysis for the spectral approximation of the
Stokes/Darcy coupled equations. The analysis will be based on the formulation intro-
duced in our previous work, which allows to extend the idea from [1,6,8,19] to derive the
residual-based a posteriori error estimator in the framework of spectral element method.

The rest of the paper is organized as follows. In section 2 we briefly recall the formu-
lation proposed in [22] for the Stokes/Darcy coupled problem. The core of the work is
given by section 3 and section 4, where we develop the a posteriori error analysis. In sec-
tion 3 we derive a residual-based a posteriori error estimate. The efficiency of this estimate
is given in section 4. In section 5, we extend the results to the case of multi-domain in the
framework of the spectral element method.

Throughout the paper we use the standard terminology for Sobolev spaces. In partic-
ular, If D is a bounded connected domain and r € R, then |-|, p and ||- ||, p stand for the
semi-norm and norm in the Sobolev spaces H'(D), [H"(D)]?, and [H"(D)]**?. In what
follows, we will use c to mean a generic positive constant independent of any functions
and of any discretization parameters. We also use the expression A < B to mean that
A<cB.

2 The Stokes/Darcy coupled problem

We are interested in the following Stokes/Darcy coupled equations in two dimensions:



W. Wang, C. Xu / J. Math. Study, 47 (2014), pp. 85-110 87

—V-(=psI+2vD(us)) =f£, in(Q;,
V-us =0, inQ;,

u, =0, onlIjy,

w+xVp; =0, inQ)y,

\Y% Uy =0, in Qd,

u;-ng =0, only,

2.1)

where u; =u|q, and p; = p|q,i =s,d, with u and p denoting the velocity and pressure
respectively,

1
D(us):E(Vus—FVusT),

v >0 is the kinematic viscosity of the fluid, f is a given volumetric force, « is defined by

_y

0 Ko !
with x1 and k, parameters associated to the kinematic viscosity of fluid, the permeability
and porosity of the porous media in x and y direction respectively.

In (2.1), the computational domain (2 is assumed to be an open bounded subset of
R?, with Lipschitz boundary 9Q). Q5 and Q) are respectively the fluid and porous media
subdomains of Q, such that QsNQ; =, Q,UQ,; =Q), Ts =00sN0Q), Ty =0Q,;MNY; see
Fig. 1 for an example of such a domain. The unit normal vector n; on the boundary I's is
chosen pointing outwards from (), (similarly for the notation ny).

rs rd
I Q, r Qy Iy
s Iy

Figure 1 : The model computational domain of the coupled problem.

Mathematically, it is known that some suitable conditions on the interface I':=09(;N
dQ); are needed to close Eq. (2.1). Here we consider the following matching conditions
on the interface:

us-ng=—uy;-ny; onl,
((psI—2vD(us))ng) -ng=py onT, (2.2)
uS-T:—§2(D(uS)nS)-T onT,
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where £ =v(xT)- T with T standing for the unit tangent vector on the boundary I', and «
is a dimensionless constant which depends only on the structure of the porous media.

The first condition guarantees that the exchange of fluid between the two domains
is conservative. The second one guarantees the balance of two driving forces. The third
condition is usually called Beavers-Joseph-Saffman interface condition, which has been
derived following the work of [16,17,21,22].

2.1 Weak formulation

To construct the weak formulation of (2.1)-(2.2), we need some basic notations. We use
the notations L?,H', Hjj, and so on, to mean the usual Sobolev spaces. Let (u,v)o= [,uv,
(u,v)r = fruv, L2(0) = (L2(Q)2, H!(Q2) = (H'(Q))?, and L}(Q) = {g:q € L2(Y), (5 ) =
0}. We introduce the following functional spaces:
Xs=A{vs:vs € H' (Qs),vs=00nTs},
Xy= {Vd Vg€ ILZ(Qd)},
X=X,xX,,
M;={gs:q: € L*(Q%)},
Mg={q4:9:€ H'(Qu)},
M={q€L§(Q):q=(45,q4) € Ms X Mg}.

The spaces X and M are respectively equipped with the norms

IVix:=lvsllvo. +lvalloo,,  gllv:=[19sllo0, +lgall1.0,-

Proceeding in the usual way (see, e.g. [22]), we find that the variational formulation
of (2.1)-(2.2) reads: Find (u,p) € X x M such that

a(u,v)+b(v,p)=F(v), VveX,

2.3
b(u,q)=0, VgeM, @3)
where a(-,-) and b(+,-) are two bilinear forms, defined respectively by
a(u,v)::/ 2vD(us): D(vs)dx+ | (x tuy)-vadx
QS . Qd
v
—l—\/%/r(us-'r) (vs-T)dx, Vu,ve X X X; (2.4)

b(v,q)::—/ V-vsqsdx—i—/ vd-qudx—i—/(vS-ns)qdda, Vv,ge€ X x M.
Qs Qd T
F: X — R is the linear functional:

F(v):/ f-vydx, VveX.
Qs
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Theorem 2.1. The weak problem (2.3) admits a unique solution (u,p) € X x M. Moreover
this solution satisfies:

[ullx+{[plla < [Illoo.-

Proof. The well-posedness of (2.3) follows from a straightforward application of the sad-
dle point theory by verifying that a(-,-) and b(-,-) are continuous, a(-,-) is coercive, and
b(-,-) satisfies the following LBB compatibility condition [23]: there exists § >0 such that

sup b||(:|’|i) >Bllglm,  VqeM.
O
Let
A((w,p),(v,q)):=a(u,v)+b(v,p)+b(uq),  V(up),(v.q)€XxM,
then we have
Lemma 2.1. There exists a constant ¢ >0, such that
A \
<u,p§£‘>f<xm(v,q§’§§m<uu||x+||(p(ﬁl£f>)<'ﬁv'|@)+||q||M> =

Proof. The proof is similar to Lemma 2.1 of [8]. O
Lemma 2.2. Let (u,p) € X x M be the unique solution of (2.3), then

1/—0‘(us-~L')‘L'+;t1dn5+(2vD(us)—pSI)nS:0 on T. (2.5)

V&

Proof. Taking v;=0 in the first equation of (2.3) , we get
ZVD(US):D(VS)dX—/ pSV-vsdx+/(Vs-ns)pdd(7+/(V—Dius-r)(vs-'r)dtf
s J Q) T T \/;

Q
:/ f-vgdx.
Qs

Integrating by parts and rearranging the terms, we obtain that

/r(pdns—kv—oi(us-r)TvL(ZvD(us) —psI)ng) -vedo =0,

Vi

from which we conclude (2.5). O]
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2.2 Spectral discretizations

We consider the spectral method to approximate coupled problems (2.3) . For ease of
presentation, let’s first assume that both (); and (); are rectangular domains. Define two
discrete spaces:

Xn=XN(QN(Qs)*xOn(Q)?),  Mn=MnN(Qn-2(Qs) X Qn (1)),

where Qy is the space of algebraic polynomials of degree less than or equal to N with
respect to each single variable x or y. Then the spectral approximation to (2.3) reads: find
(un,pN) € XN X My, such that:

{ an (un,vn) +bn (v, pn) = (£vn)gl,  Vvn € Xy, 2.6)

bn(un,gn) =0, Vgn € M,
where an(+,-), by (-,-) are two bilinear forms, defined by:
aN(uN,vN) = (Kﬁlud,N,Vd’N)(G)I‘; +2V(D(us,N);D(Vs,N))8£

v GL
+ ﬁ <us,N *T,Vs,N* T>F ’

bn(VNgN) =—(qsn,V ‘Vs,N)gs + (V%I,N/Vd,N)gs
+ <qd,erS,N . ns)lng

with (-,-)¢F, (-,-)¢ be evaluations of the continuous inner product (-,-) by the Gauss-
Lobatto and Gauss quadratures respectively.

Theorem 2.2. The spectral discrete problem (2.6) is well posed.

Proof. Similarly to the proof of Theorem 2.1, this theorem can be proved by directly veri-
fying the continuity and coercivity of the form ay (-,-) in X x Xy, the continuity of by (-,-)
in Xy X My, and the following LBB condition (Lemma 3.1 of [22]): there exists a positive
Bn, which may be dependent on N, such that

inf sup bn(v,4)

T 2 BN
7€My yexy [IVI1xlqlla

Moreover, if we define the bilinear form Ay (-,-) by

ANn((un,pN),(vN.9N)) :=an(un,vN) +bn (v, pN) +Dn (un,gn),
V(un,pn), (VN.4N) € XN X MN.

Then, as a consequence of the ellipticity property of the bilinear form ay(-,-) and the
inf-sup condition on by (-,-), we have the following result.
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Lemma 2.3. It holds

inf sup AN((uN’pN)/(VN/QN))

> CN,
TS - SOV AN i s e BT { e e P o

where cy is a positive constant depending on By.

3 A posteriori error estimation

This section is devoted to deriving a posteriori error estimation for the spectral approxi-
mation of the Stokes/Darcy coupled equations.

3.1 Upper bound estimation

Our analysis starts with the upper bound estimation for the error in terms of the error in-
dicator. The analysis makes use of some known results on the polynomial approximation
theory.

e Polynomial approximation theory

We first recall some well-known spectral projection operators, which will play an
important role in the analysis of the error upper bound. Detailed proofs of the results
presented in the following can be found in [2,5,20].

Let O = (-1 1)2. For any v € L?(Q)), we define the orthogonal projection operator
mn : L2(Q)) — Qn () which satisfies

/ﬂ(v—nNU)cpdx:O, V<€ Qn(Q).

It is known (see [5]) that

TTND(X kamLkm , with 9y, = (k+3 )(m+1) /U(X)Lkm(X)dx,
k,m=0 27 Ja

where Ly, (x) = Li(x )L (y), Li is the Legendre polynomial of degree k.
For any v€ H'(Q)), 7}, : H' (Q)) — Qn(Q)) is defined by

/Q(V(v my0) - V+ (v—7N0)p)dx=0, VpeQn(Q).
For any v€ H}(Q)), my°: H3 (Q) — Q% (€)) is defined by
/v o 00) - Vdx=0, VgeQl(Q),
where Q?\](fl) is the subspace of Qn(Q)) of those polynomials that vanish on the bound-

ary. For any f€C?(Q)), we denote by Iy f € Qn(Q)) the interpolation of f based on (N+1)2
Legendre Gauss-Lobatto points.
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Lemma 3.1. [2,5,7,15] For any v € H’”(()),m >0, we have

|lo—mtno|

L SN o]0, 0<1<m,
where o(1) =0if /=0, and ¢(I) =2/ —1 if I > 0. Furthermore, for any v € H!(()), we have
1
lo=7tnollo a0 SN2[2ll -
Ifoe H"(Q)), m>1, then
lo— 7ol SNF [0l ey H=0,1.

Ifoe HY(Q)NH™(C)), m>1, then

1,0 _1
o=y 0llopa SN 22l 0 (3.1a)
1,0 _
lo—my vl o SN*"[0]l,, 0, #=0,1. (3.1b)
1,0

Remark 3.1. The projection operator 77); can also be defined in the space H%D(Q) =

{v:ve H(Q),v|r, =0,Tp C O}, and the estimates (3.1a) and (3.1b) still hold for v €
HL (Q)NH"(Q).

Lemma 3.2. [4] If f € Hm(f)), m>2, then

If=Inflloa SN[ fl],00 (3.2)

where Iy is the Lagrange interpolation operator.

e Upper bound

In the following theorem, we give the main result of the a posteriori error estimation
for the Stokes/Darcy coupled equations.

Theorem 3.1. Assume that the data f belongs to H"(Q)), r > 1. Let (u,p) be the solution
of (2.3), (un,pn) be the solution of (2.6). Then it holds

[u—un|x+I[lp—pnlla < O7+N""[If]lr0.), (3-3)

where
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with
1/2 1/2
m=(N"2 [ (B V- (20D (usn) - ponD)Pax) ", = /Q S(V-us,N)zdx) ,
1/2 1/2
<N 2 Qd (V-uyn) de , 174:(/()d(rc_lule—FVpd,N)zdx) ,
<N 1 /r (f/"% (2vD(us ny) — ps,NI)ns)Zda)m,

. 1/2 » L, \1/2
N / U NN +uy N -Ny) da) , M7= (N / (ugn-1y) da) ,
r I,

and fN: INf.

Proof. Letey=u—uy, ep=p—pn, it follows from Lemma 2.1 that there exists (v,q) € X x M
such that

c(lleullx +[lepllar) CHvilx+igllm)

<A((ewep),(v,q))=a(ew,v)+b(v,ep)+b(ew,q). (3.5
Next, we estimate the terms on the right-hand side. For the last term, we have
b(ew,q) =—b(un,q)- (3.6)

Defining

~ _ 7TN—2%/ lf XEQS/
ﬂNq_{ TIN-194, lf XGQd,

then 7iyg € My, and

bN (uN, ﬁ'Nq) = O
Thus

b(uN,q):b(uN,q—ﬁNq)+(b—bN)(uN,7”th). (37)
Using (3.6), (3.7) and the exactitude of the Gauss-Lobatto quadratures, we obtain

b(eu,q)Z/Q V‘“s,N(‘]s_anZ‘]s)dx_‘/Q uyN-V(qs—N—1q4)dx
s d

- /r(us,N ‘1) (qg—TN-1q4)d0.

Integrating by parts leads to

b(eu,q)Z/Q V'us,N(qs—ﬂN—zfls)dX+/Q VuyN(9q—N-194)dx
S d

-,
/r (ugn-1g)(qa—7TN-144)d0.
d

(s, N -ns+ug N -0g)(gq— TN-144)d0
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By using Lemma 3.1, we get

b(ew,q) S([IV- usN||OQs+N v ug N |lo,0, (3.8)

1
+ N2 g ngug - “2|ug N ngllor,) ] M-

It remains to evaluate the first two terms on the right-hand side of (3.5). We deduce from
(2.3) and (2.6) that, for all vy € Xy,

a(ey,v)+b(v,ep) =a(eq,v—vN)+b(v—vy,ep)+an(un,vn)—a(un,vy)

+by (v, pN ) —b(vN, pn ) + (£ vn) — (£, va) SF.

By using the definition (2.4), we get, for all viy € Xy,

a(ew,v—vN)+b(v—vy,ep)

—/ (2vD(us—usN)):D(vs—VsN) dx+/ Yug—ugn)) - (vg—van)dx
+/ il uS,N)-T)((VS—VS,N)-T)d(T—/QS(ps—pSIN)V-(VS—VS,N)dX
+/Qd Vd_Vd,N)'V(Pd_pd,N)dx+/r(pd_Pd,N>((VS_Vs,N)‘nS)dU-

Applying the integration by parts and (2.5) leads to

a(ey,v—vyN)+b(v—vy,ep)

:/Qs(fﬁv-(2vD(us,N)—ps,NI))-(vs—vs,N)dx+/(25(f—fN).(vs—vs,N)dx

_ /r (L2 (ug - T) T+ panms+ (2vD (g ) — psnI)ns) - (Vs — Vo v )der (3.9)

Vi
—/Q (kK ug N+ Vpan) - (Va—van)dx, Yoy € Xn.
d
Moreover, it is known [20] that
|(Evn) — EViRI SN o, lvalla,  7>2. (3.10)
If we take

1,0 .
TTN_1Vs, 1f XxX€Q,

vN:ﬁNv::{ .
TIN-1V4, Zf XGQd,

then vy € Xy, and

an(un,vn)—a(un,vn) =0,  bn(vn,pn)—b(VvN,pN) =0. (3.11)
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Combining (3.2), (3.5), (3.8), (3.9), (3.10), and (3.11), we deduce

(lleallx+llepllar) (vllx+lgllm)
SN+ V- uD(usn) = psnI) o0, [[vs — 8" Vs [lo0,

+H\/—(usN T)T+panns+ (2vD(usn) — Ps,NI)nsHo,rHVs—N}\}O,leHo,r

+lx g N+ Vpanlloo,Iva— - 1valloa, + NIl o, I vllo,
_ _1

+(Hv'us,N||O,QS+N 1Hv‘ud,N||0,Qd+N 2 |lug N -ns+ug N -ngllor

_1
+N72lugn-ngllor,) 1] m-

Using Lemma 3.1 and some rearrangement, we obtain

(leallx+llep ) (vlx+liglla)
5{N-1HfN+v-<2vD<usN>—ps,N1>||o,os+Hv-us,Nno,os

H\/_ U N T)T+pa,nns+ (2vD (us n) — Ps,NI)nSHO,r

_ _ _1
+ | ug v+ Vpanlloo, N llr0, + N Vougnlloo, + N2 |lugn-ngllor,
_1
+N 2||us,N-ns+ud,N-ndHo,r}(HVHerHqu)-

The desired estimate (3.3) is then obtained by dividing both sides by ||v||x+/g]|m- O

3.2 Lower bound estimation

Now it is interesting to see whether 7 is also a lower bound of |[u—uy||x+||p—pn|lm- Un-
fortunately, it is not true due to the poor inverse inequalities for polynomials. Neverthe-
less, inspired by the existing results on the a posteriori error estimation for hp-FEM of ellip-
tic equations [19], we are able to derive a lower bound for the error |[u—un||x+||p—pn|lm
in term of the modified indicator 7y, 6 € [0,1], to be defined below.

The estimation of the lower bound makes use of some polynomial inverse inequalities
in weighted Sobolev spaces, which we recall below.

e Polynomial inverse estimates

Let A =(—1,1), we define the weight function ®5 = (1—x2). Then there holds the
following inverse estimates.

Lemma 3.3. [3,19] Let —1 <a < B, 6 €[0,1]. Then the following estimates hold for all
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polynomials gy € Qn(A),
J e Poaax SN [ gk
/q%V x)@% (x)dx < N2~ /qN x) P (x (3.12)
/QN (x)20% (x)dx < N22-9) /q ()@, (x)dx,
/q}\,(x)degNz/ g ()@, (x)dx, if additionally gy (&1)=0.
0 0

The generalization of the above inequalities to 2-dimensional case can be done by
introducing the distance function as follows:

D (x) :=dist(x,00).
Then we have some similar inverse inequalities in 2D, as stated in the following lemma.

Lemma 3.4. [19] Let a, € R satisfy —1 <a < and ¢ € [0,1]. Then it holds for all polyno-
mials gn € Qn(Q)),

/ \VqN(x)\ZCDA(x)dx<N2/ 7% (x)dx

/ () D (x)dx S NP / 7 (x) D (x (3.13a)
Van (%) 2% (x)dx < N22-9) / )@, (x)dx. 3.13b

S 1Van (020 (xS RAELAGES (3.13b)

If additionally gy =0 on 9(), then

(0 PAEN? [ gk(x) ! (x)dx.

We will also need a known polynomial lifting result for the extension from an edge to
the domain.

Lemma 3.5. [19] Let é be an edge of (), then for every univariate polynomial g; of degree
Noné, e€(0,1], and a € (1/2,1], there exists an extension g € H! (Q) such that

:=q:Py and g ’aﬁ\é =0,

2 2|12
HEI()HQ,Q < catl|qePA 6,0

IVa 150 < caleN*2= +e71) [0 5,

where ¢, is a constant depending only on «.
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e Lower bound

Let F; (i=s,d) be the mappings from ) to the element Q;, Fr and Fr, be the mappings
from A to I' and I'; respectively. We define the following weight functions:

D=PyoF, !, Py=PnoF;!, Pr=>poF !, Pr,=PpoF "

and the following error indicator 7¢,6 € [0,1]:

o= <é’7£,i>1/2/

where

=
>
I
Z
s
S
=
=
_|_
<
o
<
S
£
z
|
=
Zz
=
S
o
G
[
b
N—
<
N N

_ v 2 1/2
No5= N 1/r(\/%(us,N'T)T—’_pd,an_”(ZVD(us,N)_ps,NI)ns) q)lqd0'> ,

Using the definition of the weight functions and the shape regularity, we can apply
Lemma 3.4 to bound #; by 7 ,;. Indeed, by setting a =0 and =0 in (3.13a) of Lemma 3.4,
we have 7; <N, ;.

The following lemmas are the main results about the lower bound estimates.

Lemma 3.6. Let 6 €[0,1], { >0, then we have

_ _17_p_1
161 SN (lus—us v [l1,0, | ps — Psnlloa,) + NTIE0=2 | £ Iyl 0,

Proof. Letv= (Inf+V-(2vD(usn)—psnI))®¢, then we have

_90
a3, = [ (Inf+ V- (20D (o)~ pon) v

S

= /Q (f+ V- (2vD(usn) —psNT)) -vix— /Q (£ Iyf)-vilx.
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Using —V - (—psI+2vD(us)) =f, we obtain

_9
chpszuglgsz/a —v-(2VD(us—us,N)+(ps—ps,N)1)-vdx—/ﬂ(f—INf)-vdx.

Integrating by parts gives

HVCDs_%H%,QS :/Qs (2vD(us—usN) — (ps—ps,N)I) ~Vvdx—/05(f—INf)-vdx
<(lus —usllo+ 1ps—psnllon,) Vo, + | (F= IvHPE oo, [ve: * oq.
e When 6 > %, we use the inverse estimates (3.13b) to estimate the H'-semi norm of v:
V2o <2 /Q O (V (Inf+ V- (2vD(ugn) — 1)) 2dx
42 /Q (INE+ (2D () = oy ]) (VY
< N22-0) /Q @0 (Inf4+ V- (2vD (s ) — ps.n]) ) 2dx
+ /Q DI+ V- (20D (o) — pinT) x
SN0 v F R,
(Note that Lemma 3.4 is applicable since 20 —2 > —1 for 6 > 7). Thus, we have
V5 % [l SN (f[uts — s illnn, + lps— pollon, ) + 1= Inflor.

(In the above estimation, we have used the fact that the weighted function @ is bounded).

0
By definition, we have 1791 = N1 ||v®; 2||oq,. Therefore
761 SN (lus—us [l + s — psnlloa.) + N7 - Inflloq. (3.14)
e When 0<6< %, using first (3.13a) then (3.14), we get: for f> %,

701 SNP %161
SNPUNYP(lus—us 0, + [ ps—psallon,) +N 1= Inflloa, }-

By setting =3+, { >0, we obtain

0,0.)+ N3 £— Infllo.. (3.15)

101 SN (lus—us N0, +Ips —psn

Combining (3.14) and (3.15) completes the proof. O
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Lemma 3.7. It holds 7y > < ||us —us N1,

Proof. Note that V-u; =0 in (), then

o= [ (Voun)Pdx= [ (Tougn=V-u xS fu—usnlfo,

S

Lemma 3.8. It holds 7793 SN0 |lugs—uy n|l00,-

Proof. Defining v=(V-uyy)®Y, 6 €(0,1], and noting that V-u,; =0 in (), then we find

_0
00, * 30, = [ (V-ugn)odx= [ (V-ugy—V-ugodx.
d

d

Integrating by parts, and using Cauchy-Schwarz inequality, we deduce
0
lo®, * 15,0, = /Q (ug,n —ug)- Vodx < [lugny —ualloo,[0l1,0,- (3.16)
d

Now we want to bound the H'-semi norm of v.
e When 6 > %, using the inverse estimate (3.13a) of Lemma 3.4 and the affine transforma-
tion from the reference element (2 to (), we can get:

offn,= [ 1V(T-ugn®}) Pax
d
<2 [ V(Vougn) PoFdx+2 [ (Tougn)? VOGP
Q4 Qq (3.17)
<2N22-0) / (V- ugn)2@%dx+c / (Vugn) 205 Vax

Qy Qqy
_0
SN2 Do 2|5 ),
In the above estimation, in order to use Lemma 3.4, we let 6 > %, so that 260 —2 > —1.
_0
As by definition 1793 =N"!||o®, ?||o,0,, inserting (3.17) into (3.16), we obtain
103 SN0 lugn —uallo0
eV ’ i ad
e When 0<6< %, using (3.13a) and (3.14): for p > %, we have
163 SNP 13 SN lug—uynlloq,-

This completes the proof.
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Lemma 3.9. For the error indicator 74 4, we have
o4 S llua—ugnlloo,+11pa—panlio,
Proof. Note that k~'uy;+Vp;=0in Qy, then
1794—/ (K uy N+vpd]\])2dx

—/ Yug—ugn)+V(pa—pan))dx

S (lwg—uanllon, +1pa—panllio,)?

Lemma 3.10. For any 6 €[0,1],{ >0, we have

1 _ 1
nos < N™2HE00H NG (|lug—ug w10, + | s — Psnlloq, + 1 pa—Panllio,)
+(N7%+N§72)Hf_INfH0,Qs}'
Proof. Let

va 3
gp:= ((ﬁus,N “T)T+pa,nns+(2vD(us ) —pslNI)nS)Q%-

By using Lemma 3.5 and the affine transformations from the reference element () to Q)

0
and Q)4 respectively, we can construct a function wy € H} (Q2), such that wy|r =gy @2, and
for o€ (3,1], €€ (0,1]:

Iwollo,, <coe?lIgallor, [[VWallon. <co(eN*2~9+e71)2|ggllorr, (3.18)
where ¢y depends on 6. Using (2.5), we obtain
I8el3r= [ wo- (@ *go)do = [ wo-( @D )~ {puy—p D
/We usN u;)- )T+(Pd,N—Pd)ns)dU-
Integrating by parts yields
Iolr= | Fwo: (2vD(usn —us) — (pun—p)
+/ wo- (V- (2vD(usn—us) — (psn—ps)I) ) dx

+/we usN u;)- )T+(pd,N—pd)ns>da.
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Plugging the first equation of (2.1) into the above equation gives
ol = | Fwo: (2vD(usn —us) — (pen—ps) i
+/ wo- (F+V - (2uD (ug ) — ponT) )i
+/w@ usN ug)- )'r+(pd,N—pd)ns>da.

Then by using Cauchy-Schwarz 1nequa1ity and Lemma 3.6 for 6 =0, we obtain

I8l < I Vwalloo, (lus —us nl|1,0,+1ps — psnllon,)
_1
+[[wello,0, (N([us—us n [l1,0.+ | ps — psnlloa,) + (1+ N 2) || — Infl|o.0, )

+Iwall1,0, ([[us —us v |10, + | Pa—Panll1,0.),

where { >0 is from Lemma 3.6. In order to apply Lemma 3.5, we distinguish two cases.
e Case 0> 1. In this case Lemma 3.5 is directly applicable, which, together with the affine
equivalence and (3.18) with e= N2, yields

I86llor SN([lus —usnllva. +lIps—psnlloa + Il pa—panlLa,)
+(NTTENE D) || = Inflo .-

Then by using the relationship 755 = N"z||gg|lor, we get:

0,5 SN2 (|Jus —ug v [0, + [|ps— ps.n oo, + [l pa— panllna,) (3.19)

+(N72 N2 || = Infllo .-
e Case 0<6< % Let ﬁ:%+§,§>0. According to (3.13a) we have 79 5 §N5*917/3,5. Applying
(3.19) to 1745, we obtain
1470 (nsl
705 SN2 TN (Jlus —us |0, 4 | ps = psnlloo, + lpa—panlina,)

+ (N7 NE2) |- Infllo, }- (3.20)
Finally, combining (3.19) and (3.20) leads to the desired estimate. O

Similarly, we will be able to derive some estimates for 7y ¢ and 75 7. These estimates
are stated in the following lemma without a detailed proof.

Lemma 3.11. For any 6 €[0,1],{ >0, we have

g1
0,6 SN0 ([lug—ugn 0.+ [ua—ugnlon,),

77 SN™XIHE03H 1wy —uy v [lo -
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By collecting the above results, we are now in a position to give the main result of this
section, i.e., the error lower bound of the numerical solution, in the following theorem.

Theorem 3.2. For any 6 € [0,1],¢ >0, it holds
1o SNPHECAY ([lu—uy [+ | p— pvl|aa) + NPT I,
Proof. 1t is a direct consequence of Lemma 3.6 to Lemma 3.11. O

Remark 3.2. Compared to the well known classical inverse inequality (see, e.g., [5]), the
weighted inverse inequalities given in the lemma 3.3 have much weaker powers on the
polynomial degree N. These better inequalities have allowed us to derive shaper lower
bounds for the error indicators 7, ;. Obviously, the bigger is 6 the shaper is the estimate.
On the other side bigger 6 means heavier weight. In general there does not exist opti-
mal choice of 8 and . It depends on both the boundary distance function and solution
regularity.

Remark 3.3. By using the inequality 7 < N%;j, we can easily derive the lower bound of
the error with the indicator 7.

4 Numerical tests

We now carry out some numerical tests to investigate the behavior of the numerical so-
lution with respect to polynomial degree N. The main purpose is to verify the error
indicators provided in the previous section.

The computational domain is Q= (—1,3) x (—1,1) with Qs =(—1,1) x(-1,1), Q4=
(1,3) x (—1,1). By using the nodal basis for the discrete spaces Xy and My, the spectral
approximation (2.6) results in a discrete saddle point problem. This problem is then split,
by applying the Uzawa algorithm, into two positive definite symmetric systems: one for
the pressure and another for the velocity. The pressure system is solved by an inner/outer
preconditioned conjugate gradient iteration. We consider the following exact analytical
solution:

cos(gx)sin(gy) - T ox -
u= T T | pS:cos(Ex), pd:vzsm(iy)sm(zx)+cos(§x).
—sin(—=x)cos(=vy)
2 2

In Fig. 1, we plot the error estimators as functions of polynomial degree N. The result
presented in this figure indicates the exponential decay rate of the errors, as in this semi-
log representation the error curves are all straight lines. Note that the error indicator 74
is vanishing up to the machine precision for all polynomial degree N. Indeed, from the
spectral approximation (2.6) it can be easily verified that x~lus v+ Vp, v is identically
zero for any N.
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In Fig. 2, we compare the lower error indicator # and the sum of the velocity error
and pressure error versus the polynomial degree N. We observe that the two error curves
are very close to each other and nearly have the same slope. This is an implication that
the lower bound of the velocity and pressure error given in Theorem 3.2 is optimal for
this test problem.

5 Spectral element method

In this section, we extend the above estimates to the spectral element method. The do-
main () is split into a number of subdomains as follows:

Ks

O.=JO, ofnal=0, ifk#],
k=1
K4

Q,=J0Q afnal=0,  ifk#l,

k=1

Kr
I'=00;No); = U ¥, with I'* an entire side of some element QIS‘,
k=1

where K and K stand for the element numbers in the Stokes and Darcy domain, respec-
tively, Kr is the number of the sides that I' contains. Denote the triangulation by

T=T.UTs, T:={0KF,, Ti={0k},.

10°®
108
1010
10712

10—14

1018 ! ! I
4 6 8 10 12 14 16 18 20 22

Figure 1: Error estimators versus the polynomial degree N .



104 W. Wang, C. Xu / J. Math. Study, 47 (2014), pp. 85-110

102

‘ n —o—
IU-Unllx1IP-Pylly ~-—=-—

100 -

107

10-6 -

107

10—10 -

10—12 -

104

! ! ! ! ! ! ! !
6 8 10 12 14 16 18 20 22
N

Figure 2: Total error indicator and the error of the velocity and pressure solution as functions of N.

We intend to derive a posteriori error estimate for the spectral element method based on
the triangulation 7. We denote by ) the reference square, and suppose that each element
T in T is the image of Q) under an affine map Fr:Q)— T.

We denote by £(T) the set of the edges of element T, and let

E(M=|JE&(T), EM)={ec&(T):ecl}, E(Q):={ec&(T):eCQy}, i=s,d.
TeT

In what follows, hr:=diam T, and &, stands for the length of the edge e in £(T).
We define the piecewise polynomial spaces as follows:
PN,K(Q) = {u € C(O) ruokre QN(Q),VTG T},
P, (Qs)={g€ L*(Q%): o Fr € QN(Q) NT € T:},
PN,Kd (Qd) = {QD € Lz(Qd) : (pOFT € QN(Q),VTE 771}

Then let

X5 =XN(Pyk, (Qs)* % Py k, (Q)?),
M5 =MnN (PNfZ,KS (Qs) X PN,K,; (Qd))

The spectral element approximation to the problem (2.3) reads: find (us,ps) € X5 x Ms,
such that

{ aﬁ(“ér"&)"'b&(v&/p&):ZkKél(f/Vb’)gér vv5€X5/ (5 1)

bg(ug,q5):0, VC](5€M(5,
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where the bilinear forms a;(+,-) and bs(-,-) are defined respectively by:

K, K,
as(us,vs) =Y (1 Mags,va) Sk + Y 2v(D(ug ), D(vs ) + Z <us 5 T Vs T>rk ,
k=1 L 1VE
K, K,
bs(Vs,qs) =— _ (45,6, V 'Vs,é)glsc +) (VLId,(S/Vd,zS)gg + Z (Qa5, Vs ms) o
=1 =1 =1

We first present a lemma which is simplification of the well-known results for Clément-
type and Scott-Zhang type quasi interpolation operators [18] in the spectral element con-
text.

Lemma 5.1. There exist a bounded linear operator I;: L' (Q)) — Py k(Q), a bounded linear
operator I} H%D (Q)NC(Q) =Py () ﬂHllD (Q), such that for all ue H*(Q)), all elements
TeT,and all edges ec £(T), it holds

hT
(| — Lsullr2(r) *HV(L‘ Lsu) || 27y HV”HLZ (Qr)/
[l —Lsul[r2(0) S \/ *EHV”HB )

h
[l —I3u]| 127 *HV(” I3u) |27y 7HV7"HL2 (Qr)

lu—Lull 2o S/ NeHquLZ(Q

where Qr, (), are patches covering T and e with a few layers, respectively.

Next we derive an a posteriori error estimate for the solution of problem (5.1). To this
end, we define for each T € T, the a posteriori error indicator

h2
775 T— N2 Hf—*—v'(ZVD(us,é)) _vps,(SH(z),T+ Hv'us,éng,T

+ ) pll2vD(uss)ns—posmndlllg,
ecE(T)NE(Q)

Z:‘

h
+ E ﬁe\|2vD(u515) pdgnd-l-psg;ns-l- (u55 T)THOE,
ec&(T)NE(T) VE

where [¢] denotes the jump of the function ¢ across the edge. Similarly, for each T € 7y,

we set

_ h? h
nar=|lx 1ud,§+vpd,¢5”%,T+ﬁgHv'ud,JH%,T+ Y. ﬁ”[ud,a'nd]H%,e
ecE(T)NE(QY)

h
+ Z Ne”us,é'ns‘i'ud,d‘nd“%,e'
ecE(T)NE(T)
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Theorem 5.1. Assume that the data f€IH"(Q);), r>1. Let (u,p) and (us,ps) be the solutions
of (2.3) and (5.1) respectively. Then we have

lu—ugl|x+llp—pslm<Sn+ Y BN INT )], q,, (5.2)
TeTs

1
where n7:={Yre . 1752; +YreT; ’75,T} 2

Proof. Similar to the single domain spectral method in Theorem 3.1, we denote e, =u—uy,
ep = p— ps, then there exists v € X,qg € M such that

(lewllx+lleplla) ClvIix+lgllar) (53)
SA((ewsep); (v,q)) =alew,v) +b(v,ep) +b(ew,q).

We estimate the terms on the right sides. Setting

TV: Ig,1VS/ Zf XEQS/ T — I(S—Z%/ lf XGQS/
Is_1vg, if x€Qy, Is_1qa, if x€Qy,

where I5_19:C%(Q) — Py_1x(Q), then Iv € X5, Ig € M.
Now we turn to estimate the terms on the right-hand side of (5.3).
For the first two terms, we have, for all v € X,

a(ew,v)+b(v,ep) =a(eq,v—vs)+b(v—vs,ep)+(as—a)(us,vs)

K;
+(bs=b) (v5,ps) + 3 ((£5) o= (£,v6) - (54)
k=1

Taking v; = I'v, then v; € X;, we obtain

(a(g—a)(u‘;,v(g) :O, (bg—b) (Vg,p(g) =0. (55)
Moreover [3],
Y (Evs)os— (Ev)EH < ¥ W N UNT I8 o 1vs 0., 7>2, (5.6)
TeT,s TeT;s

and

(e, v—Iv)+b(v—1Iv,ep)
K4

:Z/kxfl(ud—ud,(;) (vg—Isvy)dx+ Z/ 2vD (us—ug ) : D(vs—I9vy)dx

=17

Kr
) /Fk<”"i<us—us,5>-r>(< ~1fv): da+2 o (pa=pas) (o= Iwe) o

/ Ps5 —I(svs dx—i—Z/ Pd szs (Vd—LsVd)dX.
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By using integration by parts, Lemma 2.2, and the first and fourth equations in (2.1), we
obtain

a(eq,v—Iv)+b(v—1Iv,e,) (5.7)

Ky
—Z/Qk (K Mg+ Vpas) - (Va—Isva)dx
=1 d

Ks
g/ok(f—i—V-(ZvD(usﬁ)) —Vpss)- (Vs—I12vs)dx

+ ¥ [I-2D(ueans+ posnd (v vo)do
ec&(Qy) ¢

+ Z/ —2vD(ug )N+ Ps oNs — P sNs — :/;i(usl(;-r)r}(vs—lgvs)da.
s

ecE(T

Now combining (5.4) ~ (5.7), using the Cauchy-Schwarz inequality and Lemma 5.1 gives

(eu, )+b(v,ep) (5.8)

SZ 1E+V - (20D (us5)) = Vpssllo,xlIvs = L3 vslo
k=1

+ Z H[_2VD(“s,5)ns+Ps,5n5]HO,eHVs_IgVSHO,e
eES( s)

min{r, N+1}N

+ZHK ud5+vf’d¢>”00kHVd—I&VdHoQk+ Y hy "€l 0, 1 195 |1,0,

k=1 TeT;

v
+ Z H_ZVD(us,é)ns+ps,5ns_pd,éns_7,,(“5,5‘T)THOIEHVS_L(S)VSHO,G
eeé’( ) \/%

in{r,N+1 _
<Z llf+vV - (2D(us6)) = Vpssllorl Vvslloa, + Y BN INT ] 0, Vil la.
TeT TeTs

+ Y [l g5+ Vpasllorlvalloos + \/ || [2vD (us6)1s — ps sns] o, | Vs lo,0r
TeT, ecE(Q)

\/ H2VD Ug 5T15) — Ps s+ PagMs + = (Ug 5T )Tl IV Vsllo.-
65 \/_

e

For the last term in (5.3) we have b(ey,q) = —b(us,q), and bs(us,Iq) =
Thus

b(us,q) =b(us,q—19)+(b—bs)(us,I9). (5.9)
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Using (5.9) and the exactitude of the Gauss type quadratures, we obtain
b(eu,q) =b(us,q—Iq)

/ E]d—lqu)(usg ns d(T / 15% V U sdX+ 2/ qd—ngd Uy sax
:—Z/ —15q5)V -ug sdx— Z/k(qd—lqu)v-ud,é-dx
Q

Kr
+ ) /[ud,(s'nd](%—féfld)d(7+ Z/k(%l_155]d)(us,5'ns+ud,5'nd)d‘7
ecE(Qy) 7€ k=1"T

K Ky
<Y llgs—Tsgsllo,ox IV - ussllo,06 + Y 92— Tsqallo i 1V -vasllo o
= k=1

+ Y uasnillloellga—Isqalloe+ Y. lussns+ugs-nglloellga—Isqallo-
ec&(Qy) ec&(T)

Then using lemma 5.1, we obtain

blewq) S Y. IV-ussllorlasllon+ Y- *HV wysllor|Vaalloa,

TeT, Te7}
h
+ ) VN H ugs 0] ||oel| Vaalloo,+ ) Ng||us,<5‘ns+ud,5’nd||0,eHVQdHO,Qe~
e€£ Od 865(r)

Finally a direct combination of (5.3), (5.8), and (5.10) leads to the desired result (5.2). [

Remark 5.1. Based on a similar technique as for the single domain spectral method, a
lower bound for the spectral element case can be equally obtained. We omit the details
of the proof to avoid a too technical discussion.

6 Concluding remarks

In this paper, we have considered a spectral (element) approximation to the Stokes/Darcy
coupled equations. The purpose was to derive some a posteriori error estimates for the so-
lutions of the discrete problems. The main results of this work include: 1) We obtained
the a posteriori error indicators for the single domain spectral method, and established
their lower bounds and upper bounds; 2) Some numerical tests are carried out to show
sharpness of these estimates; 3) A generalization to the spectral element case has been
discussed, and a posteriori error estimate of the spectral element solution has been ob-
tained.
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