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Abstract. This paper is devoted to the error estimate for the iterative discontinuous
Galerkin (IDG) method introduced in [P. Yin, Y. Huang and H. Liu. Commun. Comput.
Phys. 16: 491–515, 2014] to the nonlinear Poisson-Boltzmann equation. The total error
includes both the iteration error and the discretization error of the direct DG method
to linear elliptic equations. For the DDG method, the energy error is obtained by a
constructive approach through an explicit global projection satisfying interface condi-
tions dictated by the choice of numerical fluxes. The L2 error of order O(hm+1) for
polynomials of degree m is further recovered. The bounding constant is also shown
to be independent of the iteration times. Numerical tests are given to validate the
established convergence theory.
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1 Introduction

This paper is devoted to the error estimate for the iterative discontinuous Galerkin (IDG)
schemes, introduced in [36] to solve the boundary value problem for the nonlinear Poisson-
Boltzmann (PB) equation,

−λ2∆u= f (x)+e−u in Ω⊂R
d, (1.1a)

u= g(x) on ∂Ω. (1.1b)
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In this model equation, u is the unknown in the bounded domain Ω, with f and g given;
λ>0 is a physical parameter, called scaled Debye length. In many physically relevant set-
tings, this parameter is very small [16]. This PB equation appears in many applications,
including semiconductor modeling [13, 30] and charged particles in solutions [15, 17].

There are two main challenges in numerically solving the PB problem (1.1), one is
nonlinearity of the model, another is smallness of the parameter λ ≪ 1. Resolution of
the former requires some iteration techniques, instead of a direct discretization by stan-
dard methods; for the latter, one needs to properly choose initial guess for the iteration
to converge. These two issues have been properly resolved by the IDG algorithm intro-
duced in [36]. Such an algorithm involves two steps: (i) the nonlinear PB equation is
iteratively approximated by a series of linear PB equations, and (ii) each linear PB equa-
tion is solved by the direct Discontinuous Galerkin (DDG) method following [23, 24]. As
illustrated in [36], the iterative DG method has linear complexity in terms of the degree
of freedom even for small λ. Also, (m+1)th order of accuracy for Pm polynomials was
numerically observed in [36]. This work aims to obtain the optimal L2 error for the IDG
method rigorously.

Our main result may be stated as follows: for smooth solution u to the nonlinear PB
equation (1.1), let un

h be the numerical solution to the linearized PB equation at step n,
generated by the DDG method using polynomials of degree m over computational cells
of size h. For some appropriate iterative step and initial guess u0 for the iteration, there
exists 0<µ<1 such that the following estimate holds,

‖un
h−u‖L2(Ω)≤µn‖u0−u‖L2(Ω)+Chm+1,

for some constant C independent of h and n. The idea to obtain this estimate is to split the
error into iteration error ‖un−u‖ and discretization error ‖un−un

h‖ of the DDG method
for the linearized PB equation with solution un at n−th step. The iteration error

‖un−u‖L2(Ω)≤µn‖u0−u‖L2(Ω)

was already obtained in [36], hence the main task of this work is to estimate ‖un−un
h‖≤

Chm+1|un|m+1 for each linearized PB equation, and uniform boundedness of |un|m+1 in
terms of n.

Due to the nonlinearity of the problem, bounding |un|m+1 uniformly in n is more
involved. There are three key ingredients in our analysis: (i) the elliptic regularity gives
‖un+1‖s+1≤‖F‖s with F involving un, f and the nonlinear term e−un

, see Lemma 3.1; (ii)
the Moser-type estimate is used to bound |e−un

|s by |un|s and ‖e−un
‖L∞ , see Lemma 3.2;

and (iii) the point-wise bound in (2.7) for the iterative solutions is used to bound ‖un‖L∞

by max{‖u0‖L∞ ,‖u‖L∞} as shown in (3.10). These together suffice to deduce the desired
uniform bound of |un|m+1.

Obtaining error estimates for various DG methods has been a main subject of re-
search. For the linear Poisson equation with the Dirichlet boundary condition, a unified
analysis was presented in [1] to obtain the best possible error estimates for a class of ex-
isting DG methods, including the optimal L2 estimates for the method of Babuska [5], the
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IPDG method [12], the method of Bassi-Reby [4], the LDG method [10], and the method
of Brezzi et al. [6] due to their consistency and stability, as well as the sub-optimal L2

estimates for the method of Bauman-Oden [3] and the NIPG method [33] due to certain
inconsistency. For the IPDG method to linearized PB equations, the techniques in [1] can
well be carried over; yet the optimal L2 error given in [2] is, instead, concluded from
some results in [32].

Note that the numerical flux in the DDG method involves interface jumps in second
derivatives, analysis in [1] is not applicable in straightforward manner. For the DDG
method applied to diffusion equations with periodic boundary condition, a novel global
projection is introduced in [21] to estimate the optimal L2 error. In this work we mod-
ify the projection in [21] to match with the given Dirichlet boundary condition. Such a
modified projection may not be optimal, yet it is sufficient for us to obtain the optimal
error in the energy norm. Recovery of the optimal error in L2 follows from the usual
duality-based lift technique, which is valid for the DDG method if the exact solution
u∈ Hs for s≥ 3. For multi-dimensional non-structure meshes, the explicit projection is
not available, we refer to [22] for techniques exploiting certain implicit projection de-
fined by the DDG method on the associated elliptic problem. The projection error in [22]
is obtained by refining the analysis in [1]. In contrast, the explicit projection essentially
used in our constructive approach also gives an alternative approximation of the original
elliptic problem.

The discontinuous Galerkin (DG) method we discuss in this paper is a class of finite
element methods, using a completely discontinuous piecewise polynomial space for the
numerical solution and the test functions. One main advantage of the DG method is the
flexibility afforded by local approximation spaces combined with the suitable design of
numerical fluxes crossing cell interfaces. More general information about DG methods
for elliptic, parabolic, and hyperbolic PDEs can be found in the recent books and lecture
notes, see, e.g., [19, 32, 34]. In particular, we refer to [2, 14, 36] for some DG methods
applied to the PB equations. The idea of DDG methods for second order PDEs is to di-
rectly force the weak solution formulation of the PDE into the DG function space for both
the numerical solution and test functions. A key feature in the DDG schemes proposed
in [23, 24] lies in numerical flux choices for the solution gradient, which involves higher
order derivatives evaluated crossing interfaces. The DDG method has been proven to
be optimally accurate [21] and superconvergent [7] when applied to time-dependent dif-
fusion equations [21, 23, 24]. DDG methods for second order linear elliptic equations
were first studied in [18], and further extended to solve nonlinear Poisson-Boltzmann
equation in [36]. This work is to develop convergence theory for the DDG method for
elliptic equations [18, 36]. The DDG method has been extended to various applications
from Fokker-Planck type equations [25–28] in biophysics to fluid equations such as the
compressible Navier-Stokes equation [11].

The rest of the paper is organized as follows: in Section 2, we describe the formulation
of the iterative DG methods and present the main results of this paper. In Section 3, we
reformulate the DDG method for the model problem and construct a global projection.
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Based on the projection, we obtain the error estimates of the DDG method in energy
norm. In Section 4, the optimal L2 error estimates of the DDG method is recovered from
its energy norm. Numerical tests are given in Section 5 to examine the optimal error
estimate of the DDG method and the IDG method. In Section 6, concluding remarks are
given. In Appendix A, we present a detailed proof of Theorem 4.1 in Section 3, and part
of the facts is shown in Appendix B.

Throughout this paper, we adopt standard notations for Sobolev spaces such as Hs(D)
on sub-domain D⊂Ω equipped with the norm ‖·‖s,D and semi-norm |·|s,D. When D=Ω,
we omit the index D, and when s= 0 we omit the index s= 0 too. We use the notation
A. B to indicate that A can be bounded by B multiplied by a constant independent of
the mesh size. A∼B stands for A.B and B.A.

2 The IDG scheme and main results

Recall that the following iteration was introduced in [36]: starting with an initial guess
u0, find un(n=1,2,···) iteratively by solving the linearized PB equation

{
−λ2∆un+1+knun+1= knun+ f (x)+e−un

in Ω,
un+1= g(x) on ∂Ω,

(2.1)

where for the purpose of error estimate g(x) and f (x) are assumed as smooth as needed,
and kn=e−essinf(un) is a properly chosen step parameter to enforce the convergence of the
iteration.

Depending on the size of λ, there are two cases to consider for choosing the initial
guess:

(i) If λ=O(1), or λ≪1 but f (x)≥0 for all x∈Ω, we take

u0=w, (2.2)

where w solves {
−λ2∆w= f (x) in Ω,
w= g(x) on ∂Ω.

(2.3)

(ii) If λ≪1, and there exists x0∈Ω, such that f (x0)<0, we take

u0=min

{
ln

(
1

esssup(− f0)

)
, essinf(g(x))

}
, x∈Ω, (2.4)

where f0=
f−| f |

2 . Effectiveness of these choices has been numerically verified in [36].

2.1 Convergence rate of the iteration

Following [8], we define

M={v| v∈H1(Ω), e−v∈L∞(Ω), v= g(x) on ∂Ω}.
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The weak solution formulation of (1.1) is to find u∈M, such that

B(u,v)=( f (x),v)+(e−u,v), ∀v∈H1
0(Ω), (2.5)

where (u,v)=
∫

Ω
uvdx denotes the inner product in the L2 space, and

B(u,v)=(λ2∇u,∇v)

denotes the bilinear operator generated from the diffusion. Correspondingly, the weak
solution formulation of (2.1) is: from un ∈M, we find un+1∈M such that

B(un+1,v)+kn(un+1,v)= kn(un,v)+( f (x),v)+(e−un
,v), ∀v∈H1

0 (Ω), (2.6)

where u0 is the chosen initial guess. For each un ∈ M, (2.6) is shown in [36] to admit a
unique solution un+1∈M.

Regarding the convergence rate of the solution sequence {un} to u, we obtained the
following result in [36].

Theorem 2.1 (Convergence rate). The solution sequence {un}, (n=0,1,···) of (2.6) converges
to the solution u of (2.5) in M and satisfies

u06u16 ···6un6un+16 ···6u in Ω a.e. (2.7)

Moreover,
‖un−u‖≤µn‖u0−u‖,

where
0<µ=

α√
1+ 2CΩλ2

k0

<α

and CΩ is a constant depending on Ω, with

α=1−
e−esssupu

k0
<1.

The iteration (2.1) is solved in [36] by the direct discontinuous Galerkin (DDG) method.
We present the scheme here for the one dimensional case. To discretize the iterative
weak formulation, we partition the domain Ω= [a,b] into computational elements Ij =
(xj−1/2,xj+1/2), h= xj+1/2−xj−1/2, with x1/2= a and xN+1/2=b. We denote by v+ and v−

the right and left limits of function v at xj+1/2, and define

[v]j+1/2 =v+j+1/2−v−j+1/2, {v}=
v+j+1/2+v−j+1/2

2
.

Define a discontinuous Galerkin finite element space

Vh={v∈L2(Ω) : v|Ij
∈P

m(Ij), j=1,2,··· ,N},
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where P
m(Ij) denotes the set of polynomials of degree no more than m on Ij.

In one dimensional case, (2.1) becomes




−λ2un+1
xx +knun+1= knun+ f (x)+e−un

in Ω,
un+1(a)= g1,
un+1(b)= g2.

(2.8)

The DDG method for (2.8) is to find un+1
h ∈Vh such that for all v∈Vh, j=1,··· ,N,

λ2
∫

Ij

un+1
hx vxdx+kn

∫

Ij

un+1
h vdx+λ2

(
−(̂un+1

hx )v+(ûn+1
h −un+1

h )vx

)∣∣∣
∂Ij

=
∫

Ij

Fnvdx, (2.9)

where Fn=knun
h+ f (x)+e−un

h ,kn = e−min(un) and v|∂Ij
=v−j+1/2−v+j−1/2. The numerical flux

for (2.9) at interior interfaces is given by

ûhx=β0
[uh]

h
+{uhx}+β1h[uhxx], ûh ={uh}, (2.10)

where (β0,β1) are the admissible parameters. On the boundary x1/2 and xN+1/2, the
numerical flux has the following form

at x1/2, ûhx =β0
u+

h −g1

h
+u+

hx, ûh= g1, (2.11a)

at xN+1/2, ûhx =β0
g2−u−

h

h
+u−

hx, ûh= g2. (2.11b)

Remark 2.1. Numerical tests indicate that the boundary numerical flux of the following
form

at x1/2, ûhx =βe
u+

h −g1

h
+u+

hx, ûh =(1−ν)u+
h +νg1, (2.12a)

at xN+1/2, ûhx =βe
g2−u−

h

h
+u−

hx, ûh=(1−ν)u−
h +νg2, (2.12b)

where ν∈ [0,1] is also admissible. The DDG scheme adopted in [36] corresponds to the
case ν= 1

2 , that is,

ûh|x1/2
=

u+
h +g1

2
, ûh|xN+1/2

=
u−

h +g2

2
,

for which the scheme is well-posed for

β0>Γ(β1), βe >
9

8
m2. (2.13)

With the class of boundary fluxes in (2.12), a similar verification shows that the scheme
is well-posed if

β0>Γ(β1), βe >
(1+ν)2

2
m2, (2.14)
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where

Γ(β1)= sup
v∈Pm−1([−1,1])

(v(1)−2β1∂ξv(1))2

1
2

∫ 1
−1v2(ξ)dξ

. (2.15)

Remark 2.2. A quantitative estimate for Γ(β1) is presented in [21] as

Γ(β1)=m2

(
1−β1(m

2−1)+
β2

1

3
(m2−1)2

)
, m≥1. (2.16)

For the stability of the DDG scheme with numerical fluxes (2.10) and (2.11) it suffices
to select β0>β∗

0, where

β∗
0 =max{Γ(β1),2m2}. (2.17)

The main result of this work is as follows:

Theorem 2.2. If β0>β∗
0, then the solution sequence un

h ∈Vh converges to the smooth solution un

as mesh is refined. Moreover,

‖un
h−un‖≤Chm+1|un|m+1,

where C is independent of h and n.

Remark 2.3. Depending on different cases where u0 is either taken as in (2.4) or obtained
by finding a unique u0∈M such that

B(u0,v)=( f (x),v), ∀v ∈H1
0(Ω). (2.18)

In the latter case, u0
h is obtained from solving (2.18) by the same DDG method.

Once this is achieved, the triangle inequality leads to the error estimate for the IDG
method,

‖un
h−u‖≤‖un

h−un‖+‖un−u‖≤Chm+1|un|m+1+µn‖u0−u‖.

The remaining task is to estimate the error for the DG discretization, i.e., to prove Theo-
rem 2.2, and to show that |un|m+1 is uniformly bounded in n. It suffices to prove the latter
for large enough n. Such a result can be summarized in the following.

Theorem 2.3. If f∈Hs(Ω), s≥m−1, then the solution to (2.8) with large n admits the following
estimate

|un|s+2≤C,

where C may depend on ‖u0‖L∞ ,‖u‖L∞ ,‖ f‖s, gi(i=1,2), or the parameter λ, but independent of
n.

Remark 2.4. This result is also valid in multi-dimensional setting on rectangular grids.
Yet for simplicity of presentation the proof in Section 3 is only given for one-dimensional
case, for which bounding constants in the estimate can be made precise.



P. Yin, Y. Huang and H. Liu / Commun. Comput. Phys., 23 (2018), pp. 168-197 175

2.2 Scheme reformulation

In order to prove Theorems 2.2 and 2.3, we set





U(x)=un+1(x)−
(

g1
x−b
a−b +g2

x−a
b−a

)
,

k= kn

λ2 ,

F(x)= kun+ 1
λ2

(
f (x)+e−un)

−k
(

g1
x−b
a−b +g2

x−a
b−a

)
,

(2.19)

then (2.8) reduces to {
−Uxx+kU=F(x) in Ω,
U(a)=0, U(b)=0.

(2.20)

Summation of the DDG scheme (2.9) over each computational cell Ij, j = 1,2,··· ,N, by
(2.19) gives a global DDG formulation for (2.20): find uh ∈Vh such that

A(uh,v)=
∫

Ω
Fvdx, ∀v∈Vh, (2.21)

where

A(uh,v)=
N

∑
j=1

∫

Ij

uhxvxdx+k
∫

Ω
uhvdx+

N

∑
j=0

(ûhx[v]+{vx}[uh])j+1/2 , (2.22)

the numerical flux in (2.22) is defined as the same as (2.10) for all interior cell interfaces.
On the boundary x1/2 and xN+1/2, the numerical flux has the following form

ûhx1/2=β0
[uh]1/2

h
+(uhx)

+
1/2, [uh]1/2=(uh)

+
1/2, (2.23a)

ûhx N+1/2=β0
[uh]N+1/2

h
+(uhx)

−
N+1/2, [uh]N+1/2=−u−

h(N+1/2)
. (2.23b)

For the test function v, we abuse the notation as follows

[v]1/2 =v+1/2, [v]N+1/2=−v−N+1/2, (2.24a)

{vx}1/2=(vx)
+
1/2, {vx}N+1/2=(vx)

−
N+1/2, (2.24b)

so to have a compact formulation in (2.22). For smooth solution U∈Hs+1(Ω)(s≥m≥1)
to (2.20), the DDG method (2.21) can be shown to be consistent with (2.20) in the sense
that

A(U,v)=
∫

Ω
Fvdx, ∀v∈Vh. (2.25)

This when combined with (2.21) yields the Galerkin orthogonality:

A(U−uh,v)=0, ∀v∈Vh. (2.26)
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For any function v∈Vh, it has been proved in [36] for β0>β∗
0,

A(v,v)≥γ‖v‖2
E+k‖v‖2, ∀v∈Vh, (2.27)

where γ∈ (0,1) is some positive constant and

‖v‖2
E =

N

∑
j=1

∫

Ij

|vx |
2dx+

β0

h

N

∑
j=0

[v]2j+1/2. (2.28)

3 Uniform boundedness of |un|s+2

In order to prove Theorem 2.3, we first prepare the following two lemmas.

Lemma 3.1. Let U be the solution of (2.20) with F∈Hs for any s≥0, then

‖U‖≤
(b−a)2

π2
‖F‖, ‖Ux‖≤

b−a

π
‖F‖. (3.1)

Moreover, for Cs=1+k+···+k[
s
2 ]+(s−2[s/2])(b−a)k[

s
2 ]+1/π, we have

|U|s+2≤Cs‖F‖s. (3.2)

Proof. By Poincare’s inequality we have ‖U‖≤ b−a
π ‖Ux‖; integration of (2.20) against U

gives

‖Ux‖
2+k‖U‖2 =

∫ b

a
FUdx≤‖F‖‖U‖, (3.3)

these together yield (3.1). Taking square of (2.20) and integration gives

‖Uxx‖
2+2k‖Ux‖

2+k2‖U‖2=‖F‖2, (3.4)

hence ‖Uxx‖ ≤ ‖F‖. For F ∈ Hs(Ω) with s > 0 we use −∂s+2
x U = ∂s

xF−k∂sU to obtain
recursively

‖∂s+2
x U‖≤‖∂s

xF‖+k‖∂s
xU‖

≤(|F|s+k|F|s−2+···+kr |F|s−2r)+(s−2r)kr+1‖Ux‖ (r=[s/2])

≤(1+k+···+kr)‖F‖s+(s−2r)(b−a)kr+1/π‖F‖

≤Cs‖F‖s,

where ‖Uxx‖≤‖F‖ has been used in the case when s is even.

Lemma 3.2. For v(x)∈Hi(Ω)∩L∞(Ω) with i≥1, we have

|ev|i ≤C‖ev‖L∞

(
‖v‖i−1

L∞ +1
)
(|v|i+‖v‖L∞), (3.5)

where C depends upon b−a and i, but is independent of v.
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This is the Moser-type calculus inequalities, see [29, Proposition 2.1] for functions
defined in the whole space. For the case in a bounded domain, a modification is needed
to yield a slightly different bound. In the one-dimensional case, we present a simple,
self-contained proof as below.

Proof. By Faà di Bruno’s formula

∂i
xg(v)=∑

i!

l1!l2!··· li!
∂l

vg(v)
i

∏
j=1

(
∂

j
xv

j!

)lj

, (3.6)

where the Diophantine equation ∑
i
j=1 jlj = i holds with ∑

i
j=1 lj = l. For g(v)= ev, we have

|ev|i ≤‖ev‖L∞ ∑
i!

l1!l2!··· li!
∏
j∈J

(
1

j!

)lj

∥∥∥∥∥∏
j∈J

(
∂

j
xv
)lj

∥∥∥∥∥, (3.7)

where we have set J :={j,1≤ j≤ i,lj 6=0}. By Hölder’s inequality,
∥∥∥∥∥∏

j∈J

(
∂

j
xv
)lj

∥∥∥∥∥≤∏
j∈J

∥∥∥∥
(

∂
j
xv
)lj

∥∥∥∥
L

pj

=∏
j∈J

∥∥∥
(

∂
j
xv
)∥∥∥

lj

L
lj pj

, (3.8)

where ∑j∈J
1
pj
= 1

2 . From the celebrated Gagliardo-Nirenberg inequality when applied to

a bounded interval Ω [31],
∥∥∥
(

∂
j
xv
)∥∥∥

L
lj pj

≤C1‖v‖
1−αj

L∞ ‖∂i
xv‖αj +C2‖v‖Lr , (3.9)

where r>0 is arbitrary, αj ∈ (0,1) satisfy

1

lj pj
− j=

(
1

2
−i

)
αj,

so that ∑j∈J αjlj=1, with C1,C2 depending only on |Ω|=b−a, j, i, lj, pj, it follows that

∥∥∥
(

∂
j
xv
)∥∥∥

L
lj pj

≤C‖v‖
1−αj

L∞ (‖∂i
xv‖αj +‖v‖

αj

L∞ ).

This when combined with (3.8) yields
∥∥∥∥∥∏

j∈J

(
∂

j
xv
)lj

∥∥∥∥∥≤C∏
j∈J

‖v‖
lj−ljαj

L∞ ∏
j∈J

(‖∂i
xv‖αj +‖v‖

αj

L∞ )
lj

≤C‖v‖l−1
L∞ ∏

j∈J

21−αj(‖∂i
xv‖+‖v‖L∞ )ljαj

≤C∏
j∈J

21−αj‖v‖l−1
L∞ (|v|i+‖v‖L∞),

which upon insertion into (3.7) leads to the desired estimate.
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Proof of Theorem 2.3. Let ci (i=0,··· ,3) denote constants which may depend on ‖u0‖L∞ ,
‖u‖L∞ , ‖ f‖s , gi(i = 1,2), and physical parameters, but independent of n. From (2.7) it
follows that kn = e−essin f (un)≤ k0 and k≤ k0/λ2, as well as

‖un‖L∞ ≤max{‖u0‖L∞ ,‖u‖L∞}, (3.10)

hence ‖un‖L∞+kn+Cs≤ c0. Using the regularity estimate (3.2) we have

|un+1|s+2= |U|s+2≤Cs‖F‖s. (3.11)

Here the relation U(x)=un+1(x)− g̃ has been used, with

g̃(x)= g1
x−b

a−b
+g2

x−a

b−a
.

Note that for s=0,

|F|0=‖F‖≤
1

λ2

(
kn‖un− g̃‖+‖ f‖+‖e−un

‖
)
≤ c1.

For s≥1, using (3.5) we have

|F|s ≤
1

λ2

(
kn|un− g̃|s+| f |s+|e−un

|s
)

≤
1

λ2

(
kn|un− g̃|s+| f |s+‖e−un

‖L∞

(
‖un‖s−1

L∞ +1
)
(|un|s+‖un‖L∞)

)

≤c2(|u
n|s+1) .

This when inserted into (3.11) gives

‖un+1‖s+2≤ c3(‖un‖s+1)−1

≤ c
[s/2]+1
3 (‖un−[s/2]‖s−2[s/2]+1)−1.

For s even or odd, the right hand side is always bounded by ‖ul+1‖1 for some l=n−1−
[s/2]. Note that

‖ul+1‖1≤‖U‖1+‖g̃‖1≤C‖F‖+‖g̃‖1, (3.12)

which is also uniformly bounded. This completes the proof of Theorem 2.3.

4 Error estimates of the DDG method

With a bit abuse of the notation in Section 4.1 and Appendix A, u is also used to denote
any given function, instead of only the solution of the original PDE problem (1.1).
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4.1 Global projection

A key step in obtaining the desired estimate in Theorem 2.2 is the global projection P
which we introduce below. For a given piecewise smooth function u∈ L2(Ω), we define
Pu∈Vh(m≥1) to satisfy the following relations,

∫

Ij

Pu(x)v(x)=
∫

Ij

u(x)v(x), ∀v∈Pm−2(Ij), j=1,··· ,N, (4.1a)

(̂Pu)x= ûx at xj+1/2 for j=1,··· ,N−1, (4.1b)

{Pu} :={u} at xj+1/2 for j=1,··· ,N−1, (4.1c)

Pu(x+1/2)=u(x+1/2), Pu(x−N+1/2)=u(x−N+1/2). (4.1d)

For smooth u ∈ Hs+1(Ω),s ≥ 2, we have ûx j+1/2 = ux(xj+1/2) and {u}j+1/2 = u(xj+1/2).
Note that in case of m=1, the relation (4.1a) is redundant.

Lemma 4.1. For (β0,β1) such that β0>β∗
0, (4.1) admits a unique projection P.

Proof. For given u, Pu solves a linear system, hence its existence is implied by uniqueness.
It suffices to prove Pu≡0 if we take u=0.

From (4.1a-c) with u=0 and integration by parts, it follows that for w=Pu,

0=−
N

∑
j=1

∫

Ij

wwxxdx+
N−1

∑
j=1

(ŵx[w]−{w}[wx ])j+1/2

=
N

∑
j=1

∫

Ij

wxwxdx+
N−1

∑
j=1

(ŵx[w]+{wx}[w]) j+1/2+(wwx)
+
1/2−(wwx)

−
N+1/2. (4.2)

From (4.1d) we see that w(x+1/2)=0 and w(x−N+1/2)=0, we can replace the last two terms
by

(ŵx+{wx})1/2w+
1/2−(ŵx+{wx})N+1/2(w)−N+1/2,

where ŵx is defined as given in (2.23) for uh and {wx} is defined as given in (2.24) for v,
so that

0=
N

∑
j=1

∫

Ij

|wx|
2dx+

N−1

∑
j=1

(ŵx[w]+{wx}[w]) j+1/2

+ŵxw+
1/2−ŵw−

N+1/2+w+
1/2(wx)

+
1/2−w−

N+1/2(wx)
−
N+1/2

≥γ

[
N

∑
j=1

∫

Ij

|wx|
2dx+

β0

h

(
N−1

∑
j=1

[w]2j+1/2+(w+
1/2)

2+(w−
N+1/2)

2

)]

=γ‖w‖2
E,

for some γ∈ (0,1), provided β0 >β∗
0, by (2.27). We thus conclude w≡0.
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As for the projection defined in (4.1), we have the following error estimate.

Theorem 4.1 (The projection error estimate). Let P denote the one dimensional global projec-
tion (4.1), then

Pv=v, ∀v∈Vh. (4.3)

Moreover, if u|Ij
∈Hs+1(Ij) for j=1,2,··· ,N, then we have the following estimates

N

∑
j=1

‖∂
p
x(Pu−u)‖2

0,Ij
≤Ch2(min{s,m}−p+1)

N

∑
j=1

|u|2s+1,Ij
, (4.4a)

N

∑
j=1

|∂
p
x(Pu−u)|2∞,Ij

≤Ch2(min{s,m}−p)+1
N

∑
j=1

|u|2s+1,Ij
, (4.4b)

for any 0≤ p≤min{s,m}, where C is independent of h.

Proof. For ∀u ∈ Vh, a direct verification shows that Pu when taken as u satisfies (4.1).
Uniqueness result stated in Lemma 4.1 asserts that Pu=u, as long as u∈Vh. The detailed
proof of estimates in (4.4) is deferred to Appendix A for completeness.

4.2 Error in energy norm

Recall the following estimate

|w|2∞,Ij
≤2h−1‖w‖2

0,Ij
+h‖wx‖

2
0,Ij

, ∀w∈H1(Ij), (4.5)

which can be verified by a direct integration.

For the error in energy norm, we have

Theorem 4.2. Let uh be the numerical solution to the DDG scheme (2.21) with (β0,β1) satisfying
β0>β∗

0, and U be the smooth solution to problem (2.20), then

‖U−uh‖E ≤Chm|U|m+1, (4.6)

where C is independent of h and n.

Proof. By Galerkin orthogonality (2.26), we have

A(U−uh,v)=0, ∀v∈Vh, (4.7)

which can be rewritten as

A(e,v)=A(ǫ,v), (4.8)

where

e=PU−uh, ǫ=PU−U. (4.9)
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For ǫ, we use Theorem 4.1 to get

‖ǫ‖2
E =

N

∑
j=1

∫

Ij

|ǫx|
2dx+

β0

h

N

∑
j=0

[ǫ]2j+1/2

≤4

(
N

∑
j=1

‖ǫx‖
2
Ij
+

β0

h

N

∑
j=1

|ǫ|2∞,Ij

)
≤C1h2m|U|2m+1, (4.10)

where C1 is independent of h and n.
On the other hand, a direct calculation of the right hand side of (4.8) gives

A(ǫ,v)=
N

∑
j=1

∫

Ij

ǫxvxdx+k
∫

Ω
ǫvdx+

N

∑
j=0

(ǫ̂x[v]+{vx}[ǫ]) j+1/2

=−
N

∑
j=1

∫

Ij

ǫvxxdx+k
∫

Ω
ǫvdx+

N−1

∑
j=1

(ǫ̂x[v]−{ǫ}[vx ])j+1/2

+

[(
β0

ǫ+

h
+ǫ+x

)
v+1/2+

(
β0

ǫ−

h
−ǫ−x

)
v−N+1/2

]

=k
∫

Ω
ǫvdx+ǫ+x v+1/2−ǫ−x v−N+1/2, (4.11)

where we have used the fact that∫

Ij

ǫvxxdx=0, v∈Vh, j=1,2,··· ,N,

and at xj+1/2, j=1,2···N−1,

ǫ̂x =(̂PU)x−Ûx=0, {ǫ}={PU}−U=0.

At x1/2, we have ǫ+1/2 =PU(x+1/2)−U(x+1/2)=0, and also at xN+1/2, ǫ−N+1/2=0.
Taking v= e in (4.11) and using (2.27), we have

k‖e‖2+γ‖e‖2
E ≤A(e,e)=k

∫

Ω
ǫedx+ǫ+x e+1/2−ǫ−x e−N+1/2

≤k‖e‖2+
k

4
‖ǫ‖2+

γβ0

2h

(
(e+1/2)

2+(e−N+1/2)
2
)

+
h

2γβ0

[
((ǫ+x )1/2)

2+((ǫ−x )N+1/2)
2
]

≤k‖e‖2+
γ

2
‖e‖2

E+
k

4
‖ǫ‖2+

h

2γβ0

[
((ǫ+x )1/2)

2+((ǫ−x )N+1/2)
2
]
.

By the estimates stated in Theorem 4.1, we have

γ

2
‖e‖2

E ≤
k

4
‖ǫ‖2+

h

2γβ0

[
((ǫ+x )1/2)

2+((ǫ−x )N+1/2)
2
]

≤
k0

4λ2
‖ǫ‖2+

h

2γβ0

[
|ǫx|

2
∞,I1

+|ǫx|
2
∞,IN

]
≤C2h2m|U|2m+1. (4.12)
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Hence, ‖e‖E ≤2C2/γhm|U|m+1. This implies that

‖u−uh‖E ≤‖e‖E+‖ǫ‖E ≤Chm|U|m+1,

where C is independent of h and n.

4.3 The L2-error estimate

In this section we recover the L2-error estimate based on the error in energy norm using
a “duality” argument.

Theorem 4.3. Let uh be the numerical solution to the DDG scheme (2.21) with β0 > β∗
0, and U

be the smooth solution to problem (2.20), then

‖U−uh‖≤Chm+1|U|m+1, (4.13)

where C is independent of h and n.

Proof. Consider the following problem
{

−ψxx+kψ=U−uh in Ω,
ψ(a)=0, ψ(b)=0.

(4.14)

Then ψ∈H2(Ω) and there exists C such that

|ψ|2 ≤C‖θ‖, θ=U−uh. (4.15)

On the other hand,

‖θ‖2 =
∫ b

a
(−ψxx+kψ)θdx.

Integration by parts on each cell gives

‖θ‖2 =
N

∑
j=1

∫

Ij

ψxθxdx+k
∫

Ω
ψθdx+

N−1

∑
j=1

[ψxθ]+(ψxθ)+1/2−(ψxθ)−N+1/2

=
N

∑
j=1

∫

Ij

ψxθxdx+k
∫

Ω
ψθdx+

N

∑
j=0

(
θ̂x[ψ]+{ψx}[θ]

)
j+1/2

=A(θ,ψ).

Here we have used the fact ψx = {ψx},[ψ]=0. From (2.26), it follows that A(θ,v)=0, we
proceed

‖θ‖2 =A(θ,ψ)−A(θ,v)

=
N

∑
j=1

∫

Ij

θx(ψ−v)xdx+k
∫

Ω
θ(ψ−v)dx

+
N

∑
j=0

(
θ̂x[ψ−v]

)
j+1/2

+
N

∑
j=0

([θ]{(ψ−v)x})j+1/2 . (4.16)
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We choose v as the continuous piecewise linear interpolant of ψ(xj+1/2) so that [v] = 0
and the standard approximation result (see [9], Theorem 3.1.5)

‖∂
q
x(ψ−v)‖.h2−q |ψ|2, q=0,1. (4.17)

Based on this we proceed to estimate each term in (4.16): for the first term, we have

∣∣∣∣∣
N

∑
j=1

∫

Ij

θx(ψ−v)xdx

∣∣∣∣∣≤
(

N

∑
j=1

∫

Ij

|θx|
2dx

) 1
2
(

N

∑
j=1

∫

Ij

|(ψ−v)x |
2dx

) 1
2

≤‖θ‖E‖(ψ−v)x‖

≤Ch‖θ‖E|ψ|2.

The second term is bounded by

k

∣∣∣∣
∫

Ω
θ(ψ−v)dx

∣∣∣∣≤
k0

λ2

∣∣∣∣
∫

Ω
θ(ψ−v)dx

∣∣∣∣≤Ch2‖θ‖|ψ|2,

where C is independent of h and n. For the last term, it follows

∣∣∣∣∣
N

∑
j=0

([θ]{(ψ−v)x})j+1/2

∣∣∣∣∣

≤

(
β0

h

N

∑
j=0

[θ]2j+1/2

) 1
2 (

h

β0

) 1
2

(
N

∑
j=0

{(ψ−v)x}
2
j+1/2

) 1
2

≤C‖θ‖E

(
N

∑
j=1

‖(ψ−v)x‖
2
Ij
+h2

N

∑
j=1

‖(ψ−v)xx‖
2
Ij

) 1
2

≤Ch‖θ‖E |ψ|2. (4.18)

Here we have used the estimate (4.5). Putting together we see that

‖θ‖2 ≤C1h(‖θ‖E+h‖θ‖)|ψ|2 ≤C2h(‖θ‖E+h‖θ‖)‖θ‖⇒‖θ‖≤Ch‖θ‖E ,

as long as h is small, where C, C1, C2 are independent of h and n. This when using the
obtained error in energy norm (4.6) gives (4.13).

4.4 Comments on extensions in dimension 2

The previous analysis can be extended to 2D rectangular meshes. First we take a tensor
product of two one-dimensional projections as Π = P(x)⊗P(y), then as in [21, Theorem
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7.3] we can obtain the following approximation result: if w∈Hs+1(Ω) for some s≥1, then

∑
i

∑
j

|w−Πw|2p,Kij
≤Ch2(min{s,m}−p+1)∑

i
∑

j

|w|2s+1,Kij
, (4.19a)

∑
i

∑
j

‖Dα(w−Πw)‖2
p,∞,Kij

≤Ch2(min{s,m}−p+1/2)∑
i

∑
j

|w|2s+1,Kij
, (4.19b)

for any 0≤p≤min{s,m}, where C is independent of h. In the energy error estimate on 2D
rectangular meshes, A(ǫ,e) contains more than just boundary terms. However, a careful
estimate following [21, Lemma 6.3] can lead to the estimate of form

A(ǫ,e)≤Ch2min{s,k}|U|2s+1+
1

2
A(e,e)+k‖e‖2 , (4.20)

where e = ΠU−uh ∈ Vh×Vh, ǫ = ΠU−U, and Kij = [xi−1/2,xi+1/2]×[yj−1/2,yj+1/2], C is
independent of n and h. Such estimate can be used to obtain the desired order of error
in the energy norm. The recovery of L2 error is entirely similar. Without giving further
details we state here the 2D result.

Theorem 4.4. Let uh be the numerical solution to the 2D DDG scheme on rectangular meshes
with β0>β∗

0, and U be the smooth solution to problem (2.20), then

‖U−uh‖≤Chm+1|U|m+1, (4.21)

where C is independent of h and n.

5 Numerical tests

In this section, we will numerically validate the boundary flux (2.12) as ν runs in [0,1],
through numerical convergence tests. The results show that ν=1 is the best choice, with
which we further present a test on the IDG method for the nonlinear Poisson-Boltzmann
equation. The result is in agreement with the obtained optimal L2 estimate.

Example 5.1. Consider the following boundary value problem

−uxx = f , u
(
−

π

2

)
= e

sin
(

π2

2

)
, u

(π

2

)
= e

sin
(
− π2

2

)
, (5.1)

imposed on domain [−π/2,π/2], with f =−π2e−sin(πx)
(
cos2(πx)+sin(πx)

)
. Its exact

solution is known as
u= e−sin(πx).

For simplicity, we only test three cases with ν=0.0, ν=0.5 and ν=1.0. We first take β1=
1

2k(k+1)
and fixed parameters β0, βe satisfying (2.14) as listed in Table 1. The corresponding
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Table 1: The choice of β0, β1 and βe for Pm polynomials in 1D.

m 1 2 3 4

β0 1.11 3.09 6.34 10.76

βe 2.01 8.01 18.01 32.01

β1 0 1
12

1
24

1
40

Table 2: 1D DDG scheme L2 errors and orders.

m ν
N=20 N=40 N=80 N=160

error error order error order error order

1

0.0 0.121079 0.035682 1.76 0.0094379 1.92 0.00234588 2.01

0.5 0.107326 0.0307487 1.80 0.00793563 1.95 0.00194429 2.03

1.0 0.102474 0.0248212 2.05 0.00526192 2.24 0.00106266 2.31

2

0.0 0.00244011 0.000366626 2.73 5.2454e-05 2.81 7.00019e-06 2.91

0.5 0.00243223 0.000330262 2.88 4.47211e-05 2.88 5.83511e-06 2.94

1.0 0.00242468 0.000295932 3.03 3.67582e-05 3.01 4.58213e-06 3.00

3

0.0 0.000336115 2.08618e-05 4.01 1.25643e-06 4.05 7.63528e-08 4.04

0.5 0.000247371 1.55568e-05 3.99 9.49223e-07 4.03 5.81686e-08 4.03

1.0 0.00013989 9.19519e-06 3.93 5.87913e-07 3.97 3.7056e-08 3.99

4

0.0 8.56477e-06 3.15246e-07 4.76 1.11719e-08 4.82 3.70713e-10 4.91

0.5 8.56468e-06 2.91722e-07 4.88 9.78374e-09 4.90 3.17117e-10 4.95

1.0 8.56458e-06 2.71192e-07 4.98 8.49586e-09 5.00 2.6592e-10 5.00

numerical results in Table 2 indicate that the DDG scheme is convergent with optimal L2

errors of order hm+1.
Note that (2.14) is only a sufficient condition for the DDG scheme to be stable, we

hence also test β0 =βe =2,β1 =
1

12 for Pm (m=1,2,3,4), which are used in [24]. The errors
and orders given in Table 3 also show the optimal convergence, yet are inferior to the
results in Table 2.

The numerical results in both Table 2 and Table 3 clearly show that ν= 1 is a better
choice than ν< 1. We hence will test the nonlinear 2D nonlinear PB equation only with
the choice of ν=1.

Example 5.2. In this example we test the 2D nonlinear PB problem,
{

−λ2∆u= f (x)+e−u, (x,y)∈Ω=[0,1]2 ⊂R
2,

u= g(x), on ∂Ω,
(5.2)

where f =2λ2π2cosπxcosπy−e−(cosπxcosπy) and g=cosπycosπx on rectangular meshes.
The exact solution is

u=cosπxcosπy,
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Table 3: 1D DDG scheme L2 errors and orders.

m ν
N=20 N=40 N=80 N=160

error error order error order error order

1

0.0 0.142399 0.0377084 1.92 0.00937737 2.01 0.00231008 2.02

0.5 0.110152 0.0283125 1.96 0.0069494 2.03 0.00170145 2.03

1.0 0.0720056 0.0154555 2.22 0.00343446 2.17 0.000797615 2.11

2

0.0 0.00295777 0.000939647 1.65 0.000155469 2.60 2.17393e-05 2.84

0.5 0.00290126 0.00104135 1.48 0.000170568 2.61 2.36742e-05 2.85

1.0 0.00278841 0.000349128 3.00 4.83296e-05 2.85 6.36683e-06 2.92

3

0.0 0.00379197 0.000136715 4.79 8.4193e-06 4.02 5.43934e-07 3.95

0.5 0.00349559 0.000247371 3.82 1.55568e-05 3.99 9.49223e-07 4.03

1.0 0.000811925 2.26798e-05 5.16 1.55717e-06 3.86 1.08557e-07 3.84

4

0.0 0.000267032 4.87809e-06 5.77 1.79582e-07 4.76 1.11469e-08 4.01

0.5 7.17126e-05 2.96649e-06 4.60 1.25572e-07 4.56 4.78229e-09 4.71

1.0 4.93837e-05 2.86064e-06 4.11 1.22926e-07 4.54 4.33637e-09 4.83

Table 4: 2D IDG scheme on rectangular meshes, λ=1.

m iterations
N=4 N=8 N=16 N=32

error error order error order error order

1 10
‖u−uh‖L2 0.0790251 0.0224836 1.81 0.00585643 1.94 0.00125092 2.23

‖u−uh‖H1 1.07804 0.601693 0.84 0.323835 0.89 0.141462 1.19

2 10
‖u−uh‖L2 0.00183512 0.000235801 2.96 3.0053e-05 2.97 3.79997e-06 2.98

‖u−uh‖H1 0.0548449 0.0129734 2.08 0.00320584 2.02 0.000799251 2.00

3 10
‖u−uh‖L2 8.72875e-05 6.4608e-06 3.76 4.39679e-07 3.88 2.86451e-08 3.94

‖u−uh‖H1 0.00493462 0.000657517 2.91 8.44388e-05 2.96 1.06975e-05 2.98

We use the iterative DG method as presented in [36], and the iteration process is ter-
minated when ‖un

h−un−1
h ‖< 1.0×10−10. Note that in each iteration step we apply the

same DDG scheme formulation as given in [36] for 2D rectangular meshes, yet using the
boundary flux as given in (2.12) in both x and y direction with ν=1; while same problem
is tested in [36, Example 4.2] with ν = 1/2. For the DDG flux parameters we use those
listed in Table 1, and for Pm polynomial elements we test m= 1,2,3. For the parameter
λ we consider three cases with λ=1,0.1,0.01. The initial guess u0

h is obtained by solving
(2.18) by the same DDG scheme when λ= 1. But such a choice leads to unbounded kn

quickly when λ = 0.1, 0.01, for which we simply take (2.4) for u0
h. Note that (2.4) also

works for λ= 1, yet consuming more iteration steps. The numerical results on both L2

and H1 errors are reported in Table 4, 5 and 6, from which we see that optimal orders are
obtained.
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Table 5: 2D IDG scheme on rectangular meshes, λ=0.1.

m iterations
N=4 N=8 N=16 N=32

error error order error order error order

1 49
‖u−uh‖L2 0.0400215 0.0148916 1.43 0.00471664 1.66 0.00114131 2.05

‖u−uh‖H1 0.661225 0.435545 0.60 0.269079 0.69 0.132006 1.03

2 49
‖u−uh‖L2 0.00160754 0.000225985 2.83 2.97089e-05 2.93 3.78872e-06 2.97

‖u−uh‖H1 0.0536654 0.0129531 2.05 0.00320562 2.01 0.00079925 2.00

3 49
‖u−uh‖L2 8.43495e-05 6.38459e-06 3.72 4.38122e-07 3.87 2.86181e-08 3.94

‖u−uh‖H1 0.00482977 0.000653397 2.89 8.42983e-05 2.95 1.06929e-05 2.98

Table 6: 2D IDG scheme on rectangular meshes, λ=0.01.

m iterations
N=4 N=8 N=16 N=32

error error order error order error order

1 113
‖u−uh‖L2 0.0162307 0.00412912 1.97 0.00111791 1.89 0.000353022 1.66

‖u−uh‖H1 0.502242 0.252285 0.99 0.128061 0.98 0.0678027 0.92

2 113
‖u−uh‖L2 0.00108235 0.000138494 2.97 1.97518e-05 2.81 3.1004e-06 2.67

‖u−uh‖H1 0.0554368 0.0136678 2.02 0.00331356 2.04 0.00080617 2.04

3 113
‖u−uh‖L2 5.5932e-05 4.3261e-06 3.69 3.55312e-07 3.61 2.64524e-08 3.75

‖u−uh‖H1 0.00406606 0.000543387 2.90 7.61175e-05 2.84 1.0307e-05 2.88

6 Conclusion

This paper is concerned with the optimal error estimate for the iterative discontinuous
Galerkin (IDG) method introduced in [36] to the nonlinear Poisson-Boltzmann equation
in terms of both the iteration step n and the spatial mesh size h. The total error includes
both the iteration error and the discretization error of the direct DG method to linear
elliptic equations. For the DDG method, the optimal energy error is obtained by a con-
structive approach through an explicit global projection satisfying interface conditions
dictated by the choice of numerical fluxes, followed by a careful recovery of the L2 er-
ror of order O(hm+1) for polynomials of degree m. Furthermore, we have shown that
the bounding constant is independent of h and n, using several techniques including
the elliptic regularity, the Morser-type estimate of the nonlinear source, as well as the
point-wise bound of the iterative solutions. With a little further effort the results can be
extended to two dimensional settings.

A Projection approximation error

We now present a detailed proof of Theorem 4.1.
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We mimic the proof in [21, Section 7, Theorem 7.1] to derive bounds on the difference
u−Pu in terms of the Legendre coefficients of u in several steps (we only show the case
of s=m):

Step 1: Denote by φi=Li(ξ), i≥0, the Legendre polynomial of degree i on [−1,1] with
‖φi‖

2= 2
2i+1 and φi(±1)=(±1)i and expand the function u and Pu on Ij into the series

u|Ij
= ũj(ξ) :=

∞

∑
i=0

u
j
iφi(ξ), (A.1a)

Pu|Ij
= P̃uj(ξ) :=

m−2

∑
i=0

u
j
iφi(ξ)+a

j
m−1φm−1(ξ)+a

j
mφm(ξ), (A.1b)

which satisfy the orthogonal property (4.1a). Hence,

(u−Pu)|Ij
=

∞

∑
i=m+1

u
j
iφi(ξ)+(u

j
m−1−a

j
m−1)φm−1(ξ)+(u

j
m−a

j
m)φm(ξ). (A.2)

In order to estimate (4.4), we find an equivalent expression as

‖ũj− P̃uj‖
2 =‖ũj−Qmũj‖

2+
m

∑
i=m−1

|u
j
i−a

j
i |

2 2

2i+1
, (A.3a)

|(ũj− P̃uj)|≤|ũj−Qmũj|∞+
m

∑
i=m−1

|u
j
i−a

j
i |·|φi|∞, (A.3b)

where Qm is the standard L2 projection from L2[−1,1] onto Pm[−1,1] with Qmũj =

∑
m
i=0u

j
iφi(ξ), so that

ũj−Qmũj =
∞

∑
i=m+1

u
j
iφi(ξ).

Now, we show the upper bound of the right hand side of (A.3) term by term.
By the definition of Qm, it follows that

‖ũj−Qmũj‖= inf
v∈Pm[−1,1]

‖ũj−v‖≤C|ũj|m+1, (A.4a)

|ũj−Qmũj|∞ ≤Chm+1/2|u|m+1,Ij
=C|ũj|m+1. (A.4b)

Denote ∂ξ ũj(ξ)=∑
∞
i=0 β

j
iφi(ξ), it was proved in [21, Section 7] that

∣∣∣∣∣
∞

∑
i=m+1

u
j
iφi(±1)

∣∣∣∣∣

2

≤
1

2m+1
‖∂ξ ũj‖

2, (A.5a)

m

∑
i=1

|u
j
i |

2≤2‖∂ξ ũj‖
2, (A.5b)
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where ‖∂ξ ũj‖
2=∑

∞
i=0(β

j
i)

2 2
2i+1 and

u
j
i =

β
j
i−1

2i−1
−

β
j
i+1

2i+3
, i≥1. (A.6)

We are left to show the upper bound for u
j
i−a

j
i for i=m−1,m.

Step 2: From the interface conditions and boundary conditions (4.1b)-(4.1d) and a
rearrangement of terms, we have for j=1,···N−1,

m

∑
i=m−1

φi(−1)(a1
i −u1

i )= b̃1
0 :=u+

1/2−
m

∑
i=0

φi(−1)u1
i ,

m

∑
i=m−1

[φi(1)(a
j
i−u

j
i)+φi(−1)(a

j+1
i −u

j+1
i )]= b̃

j
1 :=2{u}j+1/2−

m

∑
i=0

[φi(1)u
j
i+φi(−1)u

j+1
i ],

m

∑
i=m−1

[q0(i)(a
j
i−u

j
i)+q1(i)(a

j+1
i −u

j+1
i )]= b̃

j
2 :=hûx j+1/2−

m

∑
i=0

[q0(i)u
j
i+q1(i)u

j+1
i ],

m

∑
i=m−1

φi(1)(a
N
i −uN

i )= b̃N
0 :=u−

N+1/2−
m

∑
i=0

φi(1)u
N
i , (A.7)

where

q0(i)=−β0φi(1)+φ′
i(1)−4β1φ′′

i (1), (A.8a)

q1(i)=β0φi(−1)+φ′
i(−1)+4β1φ′′

i (−1). (A.8b)

Since this linear system is uniquely solvable, we have

N

∑
j=1

m

∑
i=m−1

|a
j
i−u

j
i |

2≤C

(
(b̃1

0)
2+(b̃N

0 )2+
N−1

∑
j=1

((b̃
j
1)

2+(b̃
j
2)

2)

)
. (A.9)

Here C is independent of N. A detailed analysis of such independency will be given in
Appendix B.

From

b̃1
0 =

∞

∑
i=m+1

u1
i φi(−1)=

∞

∑
i=m+1

u1
i (−1)i

and (A.5a), we have

|b̃1
0|

2≤

∣∣∣∣∣
∞

∑
i=m+1

u1
i (−1)i

∣∣∣∣∣

2

≤
1

2m+1
‖∂ξ ũ1‖

2. (A.10)

In a similar fashion, we have

|b̃N
0 |2≤

∣∣∣∣∣
∞

∑
i=m+1

uN
i (−1)i

∣∣∣∣∣≤
1

2m+1
‖∂ξ ũN‖

2. (A.11)
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As shown in [21, Section 7],

N−1

∑
j=1

((b̃
j
1)

2+(b̃
j
2)

2)≤C(m,β0,β1)
N−1

∑
j=1

‖∂ξ ũj‖
2
min{m,2}. (A.12)

Thus, combining (A.9)-(A.12) gives

N

∑
j=1

m

∑
i=m−1

|a
j
i−u

j
i |

2≤C
N

∑
j=1

‖∂ξ ũj‖
2
m. (A.13)

Insertion of (A.4), (A.5) and (A.13) into the right hand side of (A.3) yields

N

∑
j=1

‖u−Pu‖2
Ij
≤

h

2

N

∑
j=1

‖ũj−Qmũj‖
2+

h

2
C

N

∑
j=1

‖∂ξ ũj‖
2
m, (A.14a)

N

∑
j=1

‖(u−Pu)‖2
∞,Ij

≤C

(
N

∑
j=1

‖ũj−Qmũj‖
2
∞+

N

∑
j=1

‖∂ξ ũj‖
2
m

)
. (A.14b)

Replacing u by u−v, where v is an arbitrary element in Vh and taking in to account that
Pv=V, Qmṽj = ṽj, then we have

N

∑
j=1

‖u−Pu‖2
Ij
≤

h

2

N

∑
j=1

‖ũj−Qmũj‖
2+

h

2
C

N

∑
j=1

‖∂ξ ũj−∂ξ ṽj‖
2
m, (A.15a)

N

∑
j=1

‖(u−Pu)‖2
∞,Ij

≤C

(
N

∑
j=1

‖ũj−Qmũj‖
2
∞+

N

∑
j=1

‖∂ξ ũj−∂ξ ṽj‖
2
m

)
. (A.15b)

By Theorem 3.1.1 in [9], it follows

inf
q∈Pm−1([−1,1])

‖∂ξ ũj−q‖m ≤C|∂ξ ũj|m =C|ũj|m+1. (A.16)

Step 3: Plugging (A.4) and (A.16) into the right hand side of (A.15), it follows that

N

∑
j=1

‖u−Pu‖2
Ij
≤Ch

N

∑
j=1

|ũj|
2
m+1, (A.17a)

N

∑
j=1

‖(u−Pu)‖2
∞,Ij

≤C
N

∑
j=1

(
|ũj|

2
m+1+|ũj|

2
m+1

)
. (A.17b)

Applying standard scaling to (A.17), we arrive at (4.4) with p=0.

Next, we show (4.4) with p 6=0. From (A.2) and ∂x =
(

h
2

)−1
∂ξ , it follows that

∂
p
x(u−Pu)|Ij

=
(

∂
p
ξ (ũ−Qmũ)+(u

j
m−1−a

j
m−1)φ

(p)
m−1(ξ)+(u

j
m−a

j
m)φ

(p)
m (ξ)

)(h

2

)−p

.

(A.18)
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Then,

‖∂
p
x(u−Pu)‖2

0,Ij

≤3

(
‖∂

p
ξ (ũ−Qmũ)‖2

0,[−1,1]+
m

∑
i=m−1

|(u
j
i−a

j
i)|

2‖φ
(p)
i (ξ)‖2

0,[−1,1]

)(
h

2

)−2p+1

, (A.19a)

‖∂
p
x(u−Pu)‖2

∞,Ij

≤C

(
‖∂

p
ξ (ũ−Qmũ)‖2

∞+
m

∑
i=m−1

|a
j
i−u

j
i |

2

)(
h

2

)−2p

. (A.19b)

Taking summation and again replacing u by u−v for any v∈Vh, we have

N

∑
j=1

‖∂
p
x(u−Pu)‖2

Ij

≤3
N

∑
j=1

‖∂
p
x(u−Qu)‖2

Ij
+

(
Ch

N

∑
j=1

inf
ṽj∈Pm([−1,1])

‖∂ξ ũj−∂ξ ṽj‖
2
m,[−1,1]

)(
h

2

)−2p

, (A.20a)

N

∑
j=1

‖∂
p
x(u−Pu)‖2

∞,Ij

≤C

(
N

∑
j=1

‖∂
p
x(u−Qu)‖2

∞,Ij
+

(
h

2

)−p N

∑
j=1

inf
ṽj∈Pm([−1,1])

‖∂ξ ũj−∂ξ ṽj‖
2
m,[−1,1]

)
. (A.20b)

By plugging the standard L2 projection error estimate

N

∑
j=1

‖∂
p
x(u−Qu)‖2

Ij
≤Ch2(m+1−p)

N

∑
j=1

|u|2m+1,Ij
, (A.21a)

N

∑
j=1

‖∂
p
x(u−Qu)‖2

∞,Ij
≤Ch2m+1−2p

N

∑
j=1

|u|2m+1,Ij
, (A.21b)

and (A.16) with standard scaling into (A.20), the error estimates stated in (4.1a) and (4.1b)
are obtained.

B A uniform bound

We now present a self-contained account to show that the bounding constant in (A.9) is
independent of N. Denote the coefficient matrix of unknowns in (A.7) by A and we shall
show that for any N,

‖A−1‖≤K,
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uniformly in N. Note that A can be written as

A=




~c ~0 ~0 ··· ~0 ~0
~d ~c 0 ··· 0 0

0 ~d ~c ··· 0 0
...

...
...

. . .
...

...

0 0 0 ··· ~d ~c

0 0 0 ··· ~0 ~d

~e ~f 0 ··· 0 0

0 ~e ~f ··· 0 0
...

...
...

. . .
...

...

0 0 0 ··· ~e ~f




2N×2N

, (B.1)

where

~c=
[
(−1)m−1 (−1)m

]
, ~d=

[
1 1

]
,

~e=
[
q0(m−1) q0(m)

]
, ~f =

[
(−1)mq0(m−1) (−1)m+1q0(m)

]
,

(B.2)

where we have used the fact that

q1(i)=(−1)i+1q0(i), i=0,1,··· . (B.3)

It suffices to show that the smallest eigenvalue of B = AA⊤, denoted by λmin(B), is
bounded from below for any N.

Note that

B=

[
B1 B2

BT
2 B3

]

2N×2N

, (B.4)

where

B1=




2
4

4
. . .

4
2



(N+1)×(N+1)

, B3=




γ0 γ2

γ2 γ0 γ2

γ2 γ0 γ2

. . .
. . .

. . .

γ2 γ0 γ2

γ2 γ0



(N−1)×(N−1)

,

(B.5)
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and

B2=




γ1

γ1

−γ1 γ1

−γ1 γ1

. . .
. . .

−γ1 γ1

−γ1

−γ1




(N+1)×(N−1)

, (B.6)

with

γ0=2(q2
0(m−1)+q2

0(m)), (B.7a)

γ1=(−1)m−1q0(m−1)+(−1)mq0(m), (B.7b)

γ2=(−1)mq2
0(m−1)+(−1)m+1q2

0(m). (B.7c)

Take a nonsingular P

P=

[
I(N+1)×(N+1) −B−1

1 B2

0 I(N−1)×(N−1)

]

2N×2N

, (B.8)

to obtain

B′=PTBP=

[
B1 0

0 B3−BT
2 B−1

1 B2

]

2N×2N

. (B.9)

By taking y=Px, we have

λmin(B)= inf
x 6=0

xTBx

xTx
= inf

y 6=0

yTB′y

yTPTPy

= inf
y 6=0

yTB′y
yTy

yTPT Py
yTy

≥
λmin(B′)

λmax(PTP)
, (B.10)

where λmax(PTP) > 0 denotes as the largest eigenvalue of PTP. Next, we prove that
λmax(PTP) is bounded from above and λmin(B′) is bounded from below for any N.

Note that

PTP=

[
I(N+1)×(N+1) −B−1

1 B2

−BT
2 B−1

1 I(N−1)×(N−1)+BT
2 (B−1

1 )2B2

]

2N×2N

, (B.11)
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with

B−1
1 B2=




γ1

2
γ1

4
− γ1

4
γ1

4
− γ1

4
γ1

4
. . .

. . .

− γ1
4

γ1
4

− γ1
4

− γ1
2



(N+1)×(N−1)

, (B.12a)

BT
2 (B−1

1 )2B2=




5γ2
1

16 −
γ2

1
16

γ2
1

8 −
γ2

1
16

−
γ2

1
16

γ2
1

8 −
γ2

1
16

. . .
. . .

. . .

−
γ2

1
16

γ2
1

8 −
γ2

1
16

−
γ2

1
16

γ2
1

8

−
γ2

1
16

5γ2
1

16




(N−1)×(N−1)

. (B.12b)

By Gershgorin circle theorem, it follows that

|λmax(PTP)−(PTP)ii|≤Ri, i=1,2,··· ,2N, (B.13)

where (PTP)ii is the ith diagonal entry, and

Ri=∑
j 6=i

|(PTP)ij|. (B.14)

Thus, we have

0<λmax(PTP)≤max
i

(
|(PTP)ii|+Ri

)
=

3

8
r2

1+
3

4
|r1|+1. (B.15)

From (B.9), we have

λmin(B′)=min{λmin(B1),λmin(B3−BT
2 B−1

1 B2)}

=min{2,λmin(B3−BT
2 B−1

1 B2)}. (B.16)

Since

B3−BT
2 B−1

1 B2=




p−r 2q r
2q p 2q r
r 2q p 2q r

. . .
. . .

. . .
. . .

. . .

r 2q p 2q r
r 2q p 2q

r 2q p−r



(N−1)×(N−1)

, (B.17)
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with

p=γ0−
γ2

1

2
, q=

γ2

2
, r=

γ2
1

4
. (B.18)

If we take θ= π
N , then the eigenvalues of (B.17) are (see [35])

λ(B3−BT
2 B−1

1 B2)=(p−2r)−
1

r

(
q2−(q−2rcos jθ)2

)
, j=1,2,··· ,N−1. (B.19)

Since β0>β∗
0, we observe that

q0(m)=−β0+
1

2
m(m+1)−

β1

2
(m−1)m(m+1)(m+2)<0, (B.20a)

q0(m−1)=−β0+
1

2
m(m−1)−

β1

2
(m−2)(m−1)m(m+1)<0, (B.20b)

then we have

|q|−2r=
|γ2|−γ2

1

2

=
1

2

(∣∣q2
0(m−1)−q2

0(m)
∣∣−(q0(m−1)−q0(m))2

)
, (B.21)

if q0(m)≤q0(m−1)<0,

|q|−2r=q0(m−1)(q0(m)−q0(m−1))≥0; (B.22)

if q0(m−1)≤q0(m)<0,

|q|−2r=q0(m)(q0(m−1)−q0(m))≥0; (B.23)

which result in
|q−2rcos jθ|≥ |q|−2r≥0. (B.24)

So it follows

λmin(B3−BT
2 B−1

1 B2)≥(p−2r)−
1

r

(
q2−(|q|−2r)2

)

=p+2r−4|q|

=γ0−2|γ2|

=4min{q2
0(m−1),q2

0(m)}>0 (B.25)

as needed.
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