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Abstract. In this paper we use two numerical methods to solve constrained optimal
control problems governed by elliptic equations with rapidly oscillating coefficients: one
is finite element method and the other is multiscale finite element method. We derive
the convergence analysis for those two methods. Analytical results show that finite
element method can not work when the parameter ¢ is small enough, while multiscale
finite element method is useful for any parameter «.
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1. Introduction

Optimal control plays a very important role in many engineering applications. Efficient
numerical methods are necessary to successful applications of optimal control. Finite ele-
ment method seems to be the most widely used numerical method in computing optimal
control problems, and the relevant literature is huge. It is impossible to give even a very
brief review here. A systematic introduction of finite element method for PDEs and optimal
control problems can be found in [1,9,10,24,26]. For elliptic and parabolic optimal con-
trol problems, a priori error estimates of finite element method were established in [18],
a posteriori error estimates of residual type have been derived in [20, 21], a posteriori
error estimates of recovery type have been derived in [17,19], and some superconver-
gence results can be found in [2-4]. However, many fundament and practical problems in
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engineering have multiscale solutions, such as composite materials, porous media, turbu-
lent transport in high Reynods number flows and so on. The direct numerical simulation
of multiple scale problems is difficult even with modern supercomputers for the requisite
of tremendous amount of computer memory and CPU time which can easily exceed the
limitation of today’s computer resources.

In practical applications, it is often sufficient to predict the large scale solutions to
certain accuracy. Multiscale finite element method [8,11, 13, 14,27] provides an efficient
way to capture the large scale structures of the solutions on a coarse mesh. The main idea
is to construct multiscale finite element base functions which capture the local small scale
information within each element. The small scale information is then brought to the large
scales through the coupling of the global stiffness matrix. It is through these multiscale
base functions and the finite element formulation that the effect of small scales on the
large scales is correctly captured. Mixed multiscale finite element methods for multiscale
problems can be found in [5,15,22]. Recently, Chu et al. investigated a new multiscale
finite element method for high-contrast elliptic interface problems in [6] and Parvazinia
considered a multiscale finite element for the solution of transport equations in [25].

The purpose of this work is to obtain the convergence analysis for finite element
method and multiscale finite element method solving a constrained optimal control prob-
lems governed by elliptic equations with rapidly oscillating coefficients. Such problems
often arise in composite materials and flows in porous media.

Let © be a bounded domain in R"(n = 2, 3) with a Lipschitz boundary 9. In this paper,
we adopt the standard notation W™4() for Sobolev spaces on Q with norm || - [|yyma(q)
and seminorm | - |y, gy We set Hy(Q) = { vEHY Q) :v|30=0 } and denote W™2(Q)
by H™(£2). In addition, ¢ or C denotes a generic positive constant.

We are interested in the following optimal control problem:

1 1
: € 2, - 2
min { 51y° = yalP+ 3P}
—V - -(A(x,x/e)Vy®)=Bu, in,
y*=0, ondQ,

(1.1)

where K is a nonempty closed convex set in L?(€2), A(x, x/¢) is a symmetric matrix which
satisfies the uniform ellipticity condition:

algl? < a;;(x,x/e)E:&; < BIEP, VE €R™,

with 0 < a < 8, y; € L2(Q), B is a continuous linear operator. Further more, we assume
that a;;(x,X) is periodic function with respect to the unit cube I in the "fast" variable
X =x/e, and

Kz{veLz(Q) :a<v<hb,ae. inﬂ},

where a and b are constants.
The paper is organized as follows: In Section 2, we shall construct a finite element ap-
proximation scheme and a multiscale finite element approximation scheme for the model
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problem (1.1), respectively. In Section 3, we introduce homogenization theory and related
estimates for the state equation. In Section 4, we derive the convergence analysis of the
finite element approximation scheme. In Section 5, we derive the convergence analysis of
the multiscale finite element approximation scheme.

2. Approximation Schemes for the Model Problem

In this section, we consider a finite element approximation scheme and a multiscale
finite element approximation scheme for the above model problem (1.1), respectively. For
simplicity, we let W = Hé(ﬂ) with norm ||{l1,q = ||l (), Ill2,0 = I lg2(q) and U = L%(Q)
with norm || | = |- [l2(a)-

First of all, we obtain the following weak formulation of (1.1): Find (y*,u) € W xK
such that

min { S1ly* = yall2 + = ull
uek | 2 2 ?

(A(x,x/e)Vys, Vw) = (Bu,w), VYweW.

2.1)

It is well known (see, e.g., [18]) that the optimal control problem (2.1) has a unique
solution (y%,u) € W x K, and a pair (y®,u) € W x K is the solution of (2.1) if and only
if there is a co-state p® € W such that the triplet (y®,p®,u) € W x W x K satisfies the
following optimality conditions:

(A(x,x/e)Vy*®,Vw) = (Bu,w), YweWw, (2.2)
(A(x,x/e)Vq,Vp) =y —y4,9), VqeW, (2.3)
(u+B*p®,v—u) >0, Vv €Kk, 2.4)

where B* is the adjoint operator of B. It is well known that (2.4) is equivalent to
u = max(a, min(b, —B*p®)). (2.5)

In the second, we discuss the approximation scheme of the model problems. Let ™"
be a regular triangulation or rectangulation of  and satisfy the following angle condition,
namely there is a positive constant C such that for all T € 7",

~13,2 2
C™"h% <|t| <ChZ,

where |7| is the area of T and h; is the diameter of 7. Let h = max 1 {h.}.

2.1. Finite element approximation scheme for the model problem

A finite element approximation scheme is obtained by restricting the optimality condi-
tions (2.2)-(2.4) to a finite dimensional subspace of Hé(ﬂ). Note that the regularity of the
control variable is lower than the regularity of the state variable and the co-state variable,
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we use piecewise constant functions to approximate the control variable and use piecewise
linear functions to approximate the state variable and the co-state variable, respectively.
So we define the following two finite element function spaces. Associated with 7" are two
finite dimensional subspaces:

Wy, = { VhEC(Q) : vh|T€P1, VTEgh, Vhlagzo },

K, = { v, €K : v, = constant, V1 € T" },
where P; is the space of polynomials of total degree no more than 1.

Then the finite element approximation scheme of (2.1) is as follows: Find (y;,u) €
W, x K}, such that

in { ilyn — yall? + S lunl?
min { = ||y, — —||lu ,
wek | 2 Yh — Yd 5 h

(A(x,x/€)Vyp, Vwy) = (Bup, wy), Vwy, € W,

(2.6)

This optimal control problem (2.6) has a unique solution (y,uy) € Wj, X K3, and a pair
(yp,up) € Wy, X Ky, is the solution of (2.6) if and only if there is a co-state p;, € Wj, such that
the triplet (yy, pn, un) € Wy, X Wy, X K, satisfies the following optimality conditions:

(A(X)X/g)v.yha vwh) = (Buhawh)1 vwh € Wha (27)
(A(x,x/€)Vqn, Vpr) = (Yn — Ya:qn)s Vg €Wy, (2.8)
(uh + B*ph, Yy — uh) >0, ‘v’vh € K. (2.9)

It is easy to see that the inequality (2.9) is equivalent to
uhl’r =max(a,min(b, _B*phlr)); VT Egh, (210)

where B*py|, = ﬁ fT B*py, and | 7| is the measure of 7.

2.2. Multiscale finite element approximation scheme for the model problem

Since the basis functions of multiscale finite element method are absolutely different
from the base functions of finite element method (see, e.g., [13]). We shall describe how to
construct the base functions of multiscale finite element method in detail. In each element
T € I, we define a set of nodal basis functions { qbi, i =1,---,d } with d being the
number of nodes of 7. And ¢ satisfies

-V (A(x,x/e)V¢i) =0, in e (2.11)

Let x; € 7(j = 1,---,d) be the nodal points of 7. As usual, we require qbi(xj) = &;j, where
0;; is the Kronecker delta. We need to specify the Dirichlet boundary condition of ¢i for
well-posedness of (2.11). Let q&i are linear along d 1. We assume that the basis functions
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are continuous across the boundaries of the elements, so we can define the following
multiscale finite element space:

thspan{ qbi: i=1,---,d; erﬂh}CHé(Q).

Then the multiscale finite element approximation of (2.1) is as follows: Find (y, 1) €
Vi X K}, such that

in { 21195 — yall2 + Slanll?
min { = ||y, — —|l ,
sek | 2 Yh — Yd 5 h

(A(x, x/€)Vyp, Vivy) = (B, W), VWwy € V.

(2.12)

This control problem (2.12) has a unique solution (y,1), and a pair (¥3,1) € V, X Ky,
is the solution of (2.12) if and only if there is a co-state p, € Vj, such that the triplet
(¥n, D, Ty) € Vi, X Vi, X K, satisfies the following optimality conditions:

(A(x,x/e)Vj/h, th) = (Bah, Wh)) th S Vh) (2.13)
(A(x,x/€)Vap, VD) = (In = Yardn)s  Yan € Vs (2.14)
(ﬁh + B*ph’ Vp — ﬁh) >0, VVh €Kj. (2.15)

It is clear that the inequality (2.15) is equivalent to
@], = max(a, min(b, —B*pyl.)), VteIh (2.16)

where B*py|, = ﬁ fT B*py, and | 7| is the measure of 7.

3. Homogenization Theory and Related Estimates

In this section, we review the homogenization theory of the state equation (2.2). Let
us consider the following state equation:

L.y =-V-(A(x,x/e)Vy®)=Bu, in Q, 3.1
y®=0, on 9Q.

Following from [23, 28], we may write the first equation of (3.1) as a first order system:

A(x,x/e)Vy*® =w,, (3.2)
-V -.v, =Bu, (3.3)

and look for a formal expansion of the form

Yo =yo(x,x/e)+ey,(x,x/e)+ -+,
v, =vo(x,x/€) +evi(x,x/€)+ -,

where y;(x, %) and v;(x, X¥) are periodic in the “fast" variable ¥ = x /.
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By introducing V = V, + ¢ 1V, and substituting the expansion of y¢ and v, into the
system (3.2)-(3.3), we get

A(x,%)V3yy =0, (3.4)
— V3 -vy=0, (3.5)
A(x, %)V 3y +A(x, %)V, yo— vy =0, (3.6)
— Vg v, —V, vy =Bu. 3.7)

From (3.1) and (3.4)-(3.7), we have y, = y,(x) satisfying the following equations:

—V-(AVy,) =Bu, in Q, (3.8)
¥o=0, on 99,

where A = (g, i)nxn 18 given by

1 a dy’
a;i(x)=— (o, X E e X) | dX 3.
al](x) 1] JI (alj(x;x)'i'k:l (alk a)?k) (X,X)) X, (3.9)

and y/ satisfies the following equations:
. 5, 0 .
—Vi (A, X))V x!(x, %)) = E a—Naij(x,)?), X el, J 2/ (x,x)dx =0. (3.10)
x‘
i=1 t I

It is well known that A is a symmetric and positive definite constant matrix in Q. Denote
the homogenized operator as

Lo=-V-(AV).
Then Lgy, = Bug. In addition, we have
, 9
Y16, %)= -y = (3.11)
dx

J
Note that yq(x, %) + €y;(x,X) # y® on 91, due to the construction of y;. We introduce a
first order correction term 6., satisfying

L,6,=0, in Q, (3.12)
0, =y(x,%), on 99.

Thus yo(x) + e(y;(x, X) — 6,) satisfies the boundary condition of y*.
Just like the Proposition 1 of [23], we have the following lemma:

Lemma 3.1. Let y, be the solution of (3.8) and y, € H?(Q). Assume y; be given by (3.11),
and 0, € H'(Q) is the solution of (3.12). Then there exists a constant C independent of y,, €
and 2 such that

ly® = yo—e(y1 = 0l 0 < €Clyolan- (3.13)

For the adjoint state equation (2.3), we have similar results.
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4. Convergence Analysis for the Finite Element Method

In this section, we consider convergence analysis of finite element method. From [16],
we have the following regularity estimates of equations (2.2) and (2.3),

1Y ll2.0 < Cellull, (4.1)
1P ll2,0 < CeUlly*II+ llyalD, (4.2)

where C, is of the order of 1/e¢.
We first give the following lemma:

Lemma 4.1. [7] Let m;, be the standard Lagrange interpolation operator. For m = 0 or 1,
q>n/2andv e w2i(Q),

|V - nhv|m,q(ﬂ) < Chz_mll/lwz,q(g). (43)

For ease of exposition, we let
a(v,w) = J ((A(x,x/e)Vv)-Vw), Yv,weWw,
Q

JWw) = lllys —yalP+ 1IIUII2
2 d 2
It can be shown that

(J'(w),v)=(u+B"p,v),
(J'(up),v) = (up + B*p* (up), v),

where p®(uy,) satisfies the following system:

(A(x,x/e)Vy*(uy), Vw) = (Buy, w), Ywew, 4.4)
(Alx, x/€)Vq, Vp*(up)) = (¥ (up) — ¥4, 9); Ygew. (4.5)

Lemma 4.2. Let (y®,p®,u) and (yn,py,uy) be the solutions of equations (2.2)-(2.4) and
(2.7)-(2.9), respectively. Assume that

') =J'W),v—u)>cllv—ul? Vu,v €K, (4.6)
and u; = myu € Ky, be the standard Lagrange interpolation of u such that

(u+B*p®,u; —u) < Ch?, 4.7)
llu—u;l| < Ch. (4.8)

Then

llu—upll < C (h+llpn — P wp)ll) - (4.9)
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Proof. It follows from (2.4), (2.9), (4.6)-(4.8), Holder inequality and Young inequality
that

cllu —upl?
<('(w) = J'(up),u —up)
=(u+B*p®,u —uy) — (u, + B*p*(up),u —up)
< —(up +B*pp,u —up) + (B*(pp, — p° (up)), u — up)
=(u+B*p®,u; —w) + (up — u,u; —w) + (B*(pp — p*(wp)), u; —u)
+ (B*(p*(up) — p*),uy — u) + (up + B*py, up, — up) + (B*(pp — p*(up)), u — up)
<Ch* 4+ C(&)luy — ull® + 8llu — upl* + 511p° (up) — pII* + C(8)llpy — p° (wp)lI?
<Ch® + 6 |lu — uy|* + 81lp* (uy) — p°II* + C(&)lIpr, — P (wp)lI>. (4.10)

Subtracting (2.2)-(2.3) from (4.4)-(4.5), we obtain,

(Alx,x/e)V(y(uy) — y%), Vw) = (B(u, —u),w), Ywew, (4.11)
(Alx,x/e)Vq,V(p*(up) — p) = (¥*(up) — ¥°,q),  YqeWw. (4.12)

From the regularity estimation of (4.11)-(4.12) and Friedriechs inequality, we have

lp®(up) — p°Il < Cllp*(up) — p¥lla < Clly* (wn) — ¥°II, (4.13)
Iy (un) =yl < Clly*(up) — ¥*llia < Cllup —ull. (4.14)
Let 6 be small enough, then (4.9) follows from (4.10) and (4.13)-(4.14). O

Theorem 4.1. Let (y®,p®,u) and (yy, py,uy) be the solutions of equations (2.2)-(2.4) and
(2.6)-(2.8), respectively. Assume that y¢,p® € H*() and all the conditions in Lemma 4.2
are valid. Then,

1Y = YnllLa +11P° = Prllia + lu —upll < Ch. (4.15)

Proof. It follows from the assumptions on A(x, x/¢) that

clip®(up) = palls

<a(p®(up) = p> P*(un) — pp)

=a(p®(up) — mr(p* (un)), p* (un) — pr) + almn(p (wr)) — pa> P (Wn) — pr)

=a(p®(up) — mr(p*(un)), p* (un) — pr) + (¥ (W) — Yu, Ta(P* (un)) — pr)

<Cllp*(ux) = pally,ellp® (up) — Ta(p (Wpllyq + Clly* (wn) — yalllla(p® (ur)) — pall

<C(8)IIp* (up) — mp(P* W3 o + C(E)Ily* (wn) — yill* + C8llmp(p* (up)) — Pall g
+Co|l(p* (up)) — ph”ig

<C(&)lIp*(up) = (P W)l o + C(Ey*(wp) — yull* + C8lIp° (up) — palls - (4.16)
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Let 6 to be small enough, using Lemma 4.1, we have

Ip® (un) = prlli,e <ClIp*(up) — ma(p* (wpdllne + Clly*(ur) — yall

<Chllp*(up)ll20 + Clly*(un) = yll-

Note that Q is convex. From regularity estimates, we get

P (Wpllzo <lp®ll2,0 + Ip°(un) = P°ll20
<lp®ll20 + Clly*(up) = ¥°I
<lp®ll20 + Cllup —ull < C,.

Therefore,

IP®(un) = Prllia < Ceh+ Clly® (un) — yall.
Similarly, we can prove that

Iy (up) = ynll,o < Chlly®(up)lly,q < Ceh.
It follows from (4.17) and (4.18) that

lp® (ur) — prll < llp®(up) — pallio < Ceh.
From the Lemma 4.2 and (4.19), we have

llu —upll < Cch.

Note that

1Y = YnullLe < y* =y @wllie + 1y () = yallig,
IP® = prllie < lIp° = p* (Wl + 1Ip° (ur) = Prll10;

and

Ip® = p*(updlly,a < Clly* = y*(upll g < Cllu — wyll.

Then, (4.15) follows from (4.17)-(4.23).
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4.17)

(4.18)

(4.19)

(4.20)

(4.21)
(4.22)

(4.23)

O

Remark 4.1. Since C, is usually of the order of 1/¢, when ¢ is small enough, we have to
use very fine mesh size which should be smaller than ¢ to approximate y® and p®. It is
often beyond our computational powers even for two-dimensional cases. Thus in this case

the finite element method can not work.
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5. Convergence Analysis for the Multiscale Finite Element Method

In this section, we study convergence analysis of multiscale finite element method for
the model problem (1.1). Just like the Lemma 4.2, it is easy to prove the following lemma:

Lemma 5.1. Let (y%,p®,u) and (J4, Py,1y) be the solutions of equations (2.2)-(2.4) and
(2.13)-(2.15), respectively. Assume that

(J/(V)—J/(u),v—u)ZC”V-U”Z, VU,VGK, (51)

and u; = mpu € Kj, be the standard Lagrange interpolation of u such that

(u+B*p®,u; —u) < Ch?, (5.2)
lu — || < Ch. (5.3)

Then
lu—dpll < C(h+[1pr, — P (@)D, (5.4

where p®(ily) satisfies the following system:

(A(x,x/e)Vys(ay,), Vw) = (Biiy, w), Ywew, (5.5)
(Alx,x/e)Vq, Vp*(a)) = (¥ (@n) — ¥4,9),  VqQEW, (5.6)

with ﬁh S Kh'

Since a;;(x, X) is periodic in the “fast" variable X = x /¢, from Lemma 5.3 in [14], it is
easy to prove the following lemma:

Lemma 5.2. Let p(i,) € H(Q) satisfy equation (5.6) and p¢(ii,); € Vj, be the interpolation
of its homogenized solution py(iiy,), using the multiscale base functions ¢'. Then there exists
constant C independent of € and h, such that

19 @s = P @l < € (RQly* @)l +llyalh + v/e/h) (5.7)

Theorem 5.1. Let (y®,p®,u) and (¥, Py, 1) be the solutions of equations (2.2)-(2.4) and
(2.13)-(2.15), respectively. Assume that all the conditions in Lemmas 5.1-5.2 are valid.
Moveover, assume that y¢,p¢ € H2(Q2). Then there exists a constant C independent of ¢ and
h such that

17" = ullya+ 17 = Bl + llu—all < € (h++/e/h) (5.8)
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Proof. It follows from the assumptions on A(x, x/¢), Lemma 5.2, e-Cauchy inequality
and Friedriechs inequality, we have

cllp® (@) — pall3 o
<a(p®(@n) — Pn,p*(@x) — Pr)
=a(p®(@y) — p* (@)1, p*(@n) — Pr) + a(p®(@); — Pu, P* (1) — Pr)
=a(p®(@y) — p* (@)1, p*(@n) — Pr) + (v (@) — In, P (@)1 — D)
<ClIp*(@) — pull1 allp® (@) — p* (@1l o + Clly* (@) — Inllllp® (@n)r — all
<C(&)lIp*(@y) — p* (@)1l o + C(E)y* (@) — Iull* + C8lIp°® (@); — palls
+C3llp° (@) — pulli g
<C(8)llp® (@) — p° (@) 113 o + C(&)Ny* (@) — Jull* + C5lp° (@) — prllf

< (RQly* @I+ llyal) + Ve/R) +C(B)ly* (@) — 5all2 +Callp* @) — pullZ g 5.9)

Let 6 be small enough, we get

Ip* (@) — Plla < C (h(llys(ﬁh)ll + lyal)++ 8/h) +CNy (@) = ull. - (5.10)

Similarly; it is easy to prove

1y* (@) = Sally0 < € (Rllayll+/e/h). (5.11)
Thus,
1 (@) = il 0+ 1p* (@) = palla < € (h+v/e/h) (5.12)
Note that
Iy = Inllia <y — ¥y @Ila + 11y @1 — Inlli g (5.13)
P = Prllie < P — p* (@)l + Ip* (@) — Prlliq (5.14)
and
Ip® = p*(@ll0 < Clly* — ¥ (@)ll,0 < Cllu — upll. (5.15)
Then, (5.8) follows from (5.11) and (5.12)-(5.15). O

Remark 5.1. Since the multiscale finite element method is of the order h + 4/ &/h conver-
gence. It is useful for any parameter ¢.
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