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Abstract. This paper presents a numerical study of the sensitivity of a fluid model
known as time relaxation model with respect to variations of the time relaxation coef-
ficient x. The sensitivity analysis of this model is utilized by the sensitivity equation
method and uses the finite element method along with Crank Nicolson method in the
fully discretization of the partial differential equations. We present a test case in sup-
port of the sensitivity convergence and also provide a numerical comparison between
two different strategies of computing the sensitivity, sensitivity equation method and
forward finite differences.
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1 Introduction

Sensitivity investigations have become an important feature in understanding the fluid
behavior. A meaningful solution for the Navier-Stokes equations at high Reynolds num-
ber requires computations with a fine mesh. This leads to expensive simulations regard-
ing the storage of matrices and running time. Fluid models have been developed in order
to avoid these obstacles. As it has been presented in [3], even when a fluid flow model
has performed well in practice, the reliability of the approximated flow variables is often
not addressed. If the model displays sensitivity to certain parameters, the resulting flow
solution is not reliable. To that end, sensitivity analysis techniques provide a measure to
compute solution uncertainties due to the variation of the selected parameter and deter-
mine a reliable interval for the parameter value. Over the years, there have been studies
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on the sensitivity of fluid flows in different aspects, [3,9,23,39,41,42]. Assessing model
error that leads to uncertainty quantification is an important application of sensitivity
analysis, see [35,40] for recent works in this direction. Defining the sensitivity of state
variables in a physical system as derivatives of state varaibles with respect to the selected
parameter, there are basically two methods of numerically calculating the sensitivities:
Forward Finite Difference method (FFD) and Sensitivity Equation Method (SEM). One
simply uses finite differences and the other is based on forming an equation for the state
variable sensitivity by differentiating the original model equation. In the latter approach,
the resulting sensitivity equation is a linear equation and in most cases it is solved in tan-
dem with the model equation when the state variables from the original system appear in
the sensitivity equation. SEM is categorized by two different strategies: Continuous Sen-
sitivity Equation Method (CSEM) and Automatic Differentiation Method (ADM). The
difference between ADM and CSEM is in the order of operations of discretization and
differentiation. CSEM implements differentiation first and then discretization, where-
as ADM implements discretization first and then uses differentiation. There have been
many works done using ADM, see [24, 25,28,29] for some examples. The possibility of
combining these two methods is discussed in [12]. While finite difference quotient is easy
to compute using a flow solver code, it might not be a reliable technique to compute sen-
sitivites of a fluid model, see [7,22]. In that aspect, the use of CSEM is preffered to that
one of the finite difference, see [6,39] for a camparison between these two methods in
computing sensitivities. For computing flow sensitivity via CSEM, once the flow solver
has converged only a linear solve is needed. This is computationally less expensive than
running a code for calculating non-linear flow for two different parameter input in the
attempt of calculating sensitivity via finite difference quotient. CSEM has been extensive-
ly used to compute the sensitivities with respect to different regularization parameters,
see [5,7,8,10,19] for some examples among many others in the literature. This paper
explores the sensitivity of a time relaxation type model with respect to a regularization
parameter given below.
The governing equations of fluid motion are the Navier Stokes equations,

uit+u-Vu+Vp—vAu=f in Qx[0,T],
V-u=0 in Qx[0,T],

where u and p represent velocity vector and pressure respectively, v represents the vis-
cosity and f represents the body force. Time Relaxation model (TRM) was introduced by
Stolz, Adams and Kleiser [17]. The model was computationally tested on compressible
flows with shocks and on turbulent flows [1,2,17], i.e., on the aerodynamic noise [20].
A continuous finite element analysis for the model along with numerical results can be
found in [17], while a discontinuous finite element analysis can be found in [36]. Prelim-
inary sensitivity computations can be found in [37]. In [38] a computational study have
been published of the Leray-a model with respect to the filter width. This model applies
a regularization to the non-linear term in NSE in the form of u-Vu, where u is calculated
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from the differential filter given in Eq. (1.2). TRM consists of the Navier-Stokes equa-
tions with an addition of a stabilization term to the momentum equation. Thus, TRM is
defined by

u+u-Vu+Vp—vAu+x(u—Gyu)=£f in Qx[0,T], (1.1a)
V-u=0 on O x[0,T]. (1.1b)

Here, u represents an averaged function of u by filter width J, with notation = Gu, that
satisfies

—AU+T=u in Q, (1.2a)
u=0 on 9. (1.2b)

Gn represents the continuous van Cittert deconvolution operator and it is defined as, [33],

N
Gyu:=)_(I-G)"u.
n=0

For order of deconvolution N =0 and N =1, we have: Gou=u, Gju=2u—u. High-
er order of deconvolution increases accuracy since u—Gyu = O(6*N*2), however it also
requires additional computational time [15]. Herein, the studies are carried out for the
fundamental case, i.e., order of deconvolution N =0. The action of the term y(u—Gyu)
is to drive fluctuations lower than O(J) to zero as t — co while maintaining the accuracy
of the model’s solution u. Thus, this term reduces the number of degrees of freedom per
time step in simulation. Parameter x represents the time relaxation coefficient and has
units 1/time. The value of this parameter specifies how strongly the growth of fluctu-
ations are truncated. The study of time relaxation operator presented in [34] concludes
that y = O(67%/3) for turbulent flows. Since different values of x will cause different re-
sponses of the flow, it is natural to explore how the change of the flow will be affected by
altering this parameter. In this paper we obtain sensitivity computations using both FFD
and SEM. The sensitivity using FFD is obtained by the formula

u(x+Ax)—u(x)
Ax

(1.3)

by numerically computing u from (1.1b) for two different time relaxation parameters,
x+Ax and x.

Sensitivity of the solution (u,p) with respect to x for the SEM is obtained by differen-
tiating (1.1b) (with N =0) with respect to y,

sttu-Vs+s-Vu+Vr—vAs+(u—tu)+x(s—w)=0 in x[0,T], (1.4a)
V-s=0 in Qx[0,T], (1.4b)
s=0 on 90 x [0,T], (1.4c)
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where s =du/dy, r =dp/dx and w =du/dx. Here, w satisfies the following filtering
equation,

—PAWHwW=s in O, (1.5a)
w=0 on 9. (1.5b)

As we see in (1.4), u appears in the sensitivity equation. Hence, in order to obtain the
solution for (1.4) we need to couple (1.1b) with (1.4).

2 Finite element preliminaries

This section presents the finite element notation, preliminary results, and the finite ele-
ment schemes in order to numerically solve (1.1b) and (1.4). The L?(Q)) norm and inner
product will be denoted by ||-|| and (-,-). Likewise, the LP(Q) norms and the Sobolev
W,],f(()) norms are denoted by ||-||z» and ||- ”Wlﬁ’ respectively. For the semi-norm in W’;(Q)

we use |- |W§. HF is used to represent the Sobolev space WY, and ||-||x denotes the norm in

HF. For functions v(x,t) defined on the entire time interval (0,T), we define

1/m
follok:= sup o)l and folluxi=( [ llote, ) )

0<t<T

The velocity and pressure finite element spaces (X",Q") are defined respectively,
X"c X=H}(Q):={veHY(Q): v|3n=0},
Q" cQ=13(0):={qe12()| [ 4=0}
and the space of discretely divergence free velocity is
V= {VEX;Z : (LI/VV) =0, Vge Qh}

We assume that the spaces X", Q" satisfy the discrete inf-sup condition. We denote the
dual space of X as X', with norm ||-]|_1. Also, bilinear a(-,-) : Xx X — IR and trilinear
b*(-,+,-): X x Xx X = 1R forms are defined as,

a(u,v):=(Vu,Vv),
b*(u,v,w):= %(u-Vv,w) —%(u-Vw,v).

Lemma 2.1 (see [30,31]). For u,v,w e X, and also ve L®(Q)) for the first estimate, the trilinear
term b* (u,v,w) can be bounded by
1 1
Q) [[uf2[[Val2 V]| Vw],
Q) [Vall[[Vv[[[[Vw].
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Let At be the step size for ¢ so that t,=nAt, n=0,1,2,---,Nt, with T:=N7At. We define
the following additional norms:

R n . n—1/2
Hlv!Hoo,k-—OggTHv Ik, ’|’vl/2|’|w,k-—1$2)1§]T’|v ks
Nt 1/m Nr 1/m
lollmes= (X N I7ae) ™, oallwei= (X 0" /27 at)
n=0 n=1

We also use the following approximation properties in the finite element analysis, [13]:

inf |u—v|| <CH|lullpyq, uc H(Q)Y, (2.1a)
veXxh
inf [lu—vl|s < CH*||ul|js1, uc H ()4, (2.1b)
veX"
inf [|p—r|| <CHH|plls+1, peHT(Q). (2.10)
reQh

The following theorem is about bounds for the filtered quantities that are applied in the
finite element analysis.

Theorem 2.1. For v € X, we have the following bounds,
IV I<[lvl and [|VV"]| <[ Vv].

Proof. It can be found in [32]. O

The Gronwall’s inequality is known to have an important role in the analysis of dif-
ferential sysytems of variuos kind. In this study, we apply the discrete Gronwall’s lemma
given in the following statement.

Lemma 2.2 (Discrete Gronwall’s Lemma, see [27]). Let At, H, and ay, by, ¢y, y» (for integers
n>0) be nonnegative numbers such that

l l l
a+AtY by <AtY yna,+AtY c,+H for 1>0.
n=0 n=0 n=0

Suppose that Atvy, <1, for all n, and set 7, = (1—Aty,) L. Then,

! I !
a;+ At an <exp (At Z%’Yn) {At ch—l—H} for 1>0.
n=0 n=0 n=0
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3 Variational formulation and numerical scheme

The variational formulations of TRM given by (1.1b)-(1.2) and SEM by (1.4)-(1.5) using
suitable set of test functions from X and Q are respectively given as,

(u,v)+va(u,v)+ b*(w,u,v)—(p,V-v)+x(u—u,v)=(f,v), Vvek, (3.1a)
(V-u,q)=0, VgeQ, (3.1b)
& (Va,Vv)+(u,v) = (u,v), VweX, (3.1c)

and

(st,v)+va(s,v)+b"(s,u,v)+b*(u,s,v)—(r,V-v)+(u—1,v)

+x(s—w,v)=0, YveX, (3.2a)
(V-s,q)=0, VgeQ, (3.2b)
5*(Vw,Vv)+(w,v)=(s,v), VveX. (3.2c)

The Crank-Nicolson method, which is second order approximation in time, is used for the
discretization of the time derivative. For notational clarity, in the discussion of the Crank-
Nicolson temporal discretization, we let v(¢"+1/2) = v((t"*1+#")/2) for the continuous
variable and v"+1/2 = (U”Jrl +70") /2 for both, continuous and discrete variables. Thus, we
obtain the following discretized finite element variational formulations.

Given (Xh,Qh), end-time T >0, the time step is chosen At <T = MAt, find the approx-
imated TRM solution (uZH,sz) € (X",Q"), forn=0,1,2,---,M—1, satisfying:

1
= (Wt gt vy) Fva(w 2 v b (w2 w2 )

At

—(PZJrl,V'Vh)+X(uZ+l/2—ﬁhn+l/2,Vh) = (f”+1/2,vh), VVhEXh, (33a)
(V-ultl,g,)=0, Vg e, (3.3b)
JZ(Vﬁh”“,Vvh)+(ﬁh”+1,vh) = (uZ“,vh), VVh EXh, (33C)

and the sensitivity solution (SZH,UZ“) e (x",Q"), forn=0,1,2,---,M—1, satisfying:

1
A (SZ+l -, V) —H/a(sZH/Z,vh) +b* (sZH/Z,uZH/Z,vh) +b* (uZH/z,sZH/Z,vh)

_ (T’Z+1,V'Vh) + (uZ+l/2_ﬁZn+l/2,Vh) +X(SZ+1/2_WZ+1/21VI1) =0, Vv, € Xh, (3.4a)
(V-sp*Lan) =0, Vg €Q", (3.4b)
S (VWi Vo, )+ (witvy) = (si ), Vv, e X" (3.4¢)

Egs. (3.3a)-(3.3c) and (3.4a)-(3.4c) can be rewritten equivalently in the space V" as given
below.
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Find uZ“ eVh, forn=0,1,2,---,M—1, satisfying:

1
(uZJrl o uZ/Vh) —l—va(uZH/z,vh) +b* (uZ+1/2/un+l/2/Vh)

At
Tl 2w T ) = (82, ), VeV, (3.5a)
BAva Vv + @ v = Wy, Yv,eV!,  (3.5b)

and for the sensitivity solution, find sZ“ evh forn=0,1,2,---,M—1, satisfying:

1
A (SZ+l —s;,Vp) +1/a(sZ+1/2,vh) +b* (SZH/Z,uZH/Z,vh) +b* (uZH/z,sZH/Z,vh)

+ (uZ+l/2 _ﬁZﬂ-‘rl/z,Vh) +X(SZ+1/2 _WZ+1/2,vh) — 0, vvh c Vh, (3.6a)
& (VWL Vo) +(wi vy = (s) ), Vv, € V", (3.6b)

4 Finite element analysis

Herein, we derive an a priori sensitivity estimate and sensitivity error estimates for the
above given finite element schemes. We use C to denote a generic constant independent
of h and At, throughout this section.

4.1 A priori sensitivity estimate

First, we recall a lemma proved in [17] that gives the stability estimate and the existence
of the finite element solution of TRM.

Lemma 4.1. For the approximation scheme (3.5a)-(3.5b) we have that a solution uZ“, with
n=0,---,M—1, exists at each iteration and, for At <1, satisfies the following a priori bound

n
[l 2 +2880 Y Va2 2 < C (11113 o+ luf]?)- (4.1)
I=0

Next, we present the same results for the finite element sensitivity solution.

Lemma 4.2. For the approximation scheme (3.6a)-(3.6b) we have that a solution sZ“, with
n=0,---,M—1, exists at each iteration and, for At<Cv=>(|||V (u—up,) |3 o +1I|Vulll3,), (with
u being a strong solution of (1.1b)), satisfies the following a priori bound

n
5712 +2vat Y [V 22 < Com262 (1] 15,0+ lufll?)- (42)
I=0
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Proof. To obtain the a priori estimate, we set vj, = SZH/ % in (3.6a), and that gives

S (IS P =I5 ) | Vs /224 /2 172,51 72)

_pn+1/2
—f—b*( n+1/2 Z+1/2 Z+1/2)+(uz+1/2_u2” n+1/2)+x( n+1/2 Z+1/2/SZ+1/2):0'

Noting that b*( n+1/2 Z+1/2 Z+l/2) 0 and that)(( n+1/2 Wz+l/2 n+1/2) >0 (using the
positivity of the operator I—G from [15]) we obtain

o (s 1P = s IP) + v w5172 P

<|b*( n+1/2 Z+1/2 n+1/2)’_|_’( n+1/2 ZH/Z'SZH/ZH'

Next, we bound the two terms on the RHS.

|b*( n+1/2 uZ+l/2 Z+l/2)|

<|b*( n+1/2 n+1/2_ ZH/Z,SZH/ZH+|b*(SnH/z,unH/z/SZH/zH

<\/Hsn+1/2HHv n+1/2HHV( n+1/2 n+1/2)HHV n+1/2H

+ \/HSZ+1/2H HVSZ+1/2H HVu”“/ZH HVSZ+1/2H

S%||Vsz+l/2||2_|_cv3(Hv(un—&-l/z_uz+l/2)H4+||Vun+l/2H )Hsthl/ZHZ (4'3)

To bound the second term, we start by deriving the following bound. Evaluating (3.3c)
at time t"*1 and #*, and taking its average, we have

(Va2 Vv + (@ ) = (@) 2 vy), v, e Xt
and by rearranging the terms we obtain

(ﬁZ+1/2_ﬁhn+l/2 n)=02(Vu,"V2,Vvy,), Vv,eXx

n+1/2 = n+1/2

Letting v, = , and using Theorem 2.1, we have
12 w22 <o 9 ()|
<C(5Hvuz+l/2“Hun+l/2 —hn+l/2H
Hun+1/2 ﬁhn+l/2H2+C(52HVLIZ—H/ZHZ'
Thus

’|ﬁZ+1/2_ﬁhn+l/2H2SC(SZHVLIZJ'_l/sz' (4.4)
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Using (4.4), we bound the second term as

’(un+1/2_ﬁhn+l/2lsz+l/2)| < Hu;rzl+1/2_ﬁhn+l/2’| HSZ-H/ZH

h
Sg HSZ+1/2H2+CV_1 Huz—i-1/2_u n+1/2H2
<2lsp 2P+ Co 1 Va2 R (4.5)

Now,

1 v
o (ISP 185112) +5 7571722

§C1/3(HV(11”+1/2—UZ+1/2) ||4_|_ HVH”+1/2H4) HSZHM||2+CV_152||VUZH/2H2~

Summing up from [ =1,---n, and multiplying by 2At

n

s 1P +vae Y | Vs

1=0
n
SCVaAtZ (Hv(un—&-l/Z_uZJrl/Z) H4+ ||Vun+1/2H4) HSZJrl/ZHZ
1=0
n
+sP+Cr ALY || Va2,

I=0

Note that ||s?|| =0, and the last term in the above estimate is bounded by the previous
Lemma 4.1. After applying the Gronwall’s lemma, we obtain the result

n n
[ Pvar) [ Vs 22 < Cu-26 (A [ V8224 2).
1=0 1=0

Given s, the problem of finding s/*! satisfying (3.6a)-(3.6b) is linear and finite-

dimensional. Therefor, it suffices to show uniqueness of the solution, and this is easily
obtained based on the derived stability bound, by letting the problem data equal to zero
on the RHS. O

4.2 Error estimates

Herein, we prove the convergence of the approximated finite element sensitivity solution
to (1.4), using the numerical scheme given by (3.4a)-(3.4c).

First we present a lemma that will be applied in the main error estimate in Theorem
4.1. This lemma gives the finite element error estimate for the sensitivity filter problem
given by (1.5).
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Lemma 4.3. Let (s,r) be a smooth, strong sensitivity solution satisfying (1.4), and (sy,,ry,) be the
finite element sensitivity solution satisfying (3.4a)-(3.4c), and let w be a smooth, strong sensi-
tivity solution satisfying (1.5), and wy, be the finite element sensitivity solution satisfying (3.4c).
Then, the following estimate holds at the given time step n

HW”+1/2—WZ+1/2||2 < C52h2k’5’%+1—|—Ch2k+2|s|%+1 + ||Sn+1/2—SZ+1/2||2.

Proof. To find a bound for ||w"*1/ Z—WZH/ZHI we start by subtracting (3.4c) from (3.2¢c)
evaluated at #"*1 to get

(VW' VWit Vo) + (W —wit vy = (3" st vy, Y, e XM
Averaging out the above equation, we get
(52(an+1/2 _ VWZ+1/2/VUh) + (wn+1/2 _WZ+1/2/Vh) — (Sn+1/2 _ SZ+1/2/Vh)/ Vv, € Xh.

Let En+l :wn+1 _WZJrl — (Wn+1 _wn+l) _ (Wz+l _Wn+1) — 9n+l _(PZJrl, with We Xh, and

also pick v=¢/' /2. Then,

52HV¢Z+1/2H2+’|§0Z+1/2H2
:52(V6n+1/2/v¢2+1/2)+(en+1/2,¢2+1/2)_(Sn+1/2 n+1/2 n+1/2)

S P
e B Y e
Thus
%2’|V¢Z+1/2H2+%H(Pzz-&-l/2H2S%2’|V6n+1/2u2+H0n+1/2H2+Hsn—i—1/2_squl+1/2H2.
Dropping the first term from the LHS of the above equation and multiplying by 2,
g F1/2|12 < CO|| V01|24 Cl|0 /2|2 4 C 5" H1/2 — g H/2) 2,
Triangle inequality (i.e., ||[w—wy| <|0]|+ ||g, ) yields

HWH+1/2_WZ+1/2H2 SC(SZHV9n+1/2Hz+C’|9n+1/2H2+CHSn+1/2—SZ+1/2H2
§C52h2k|w|%+l+Ch2k+2|w|%+l+||s”+1/2—sZ+1/2||2

§C52h2k|s|%+1 +Ch2k+2 ’5’%+1 + ||Sn+l/2 _SZ+1/2||2' (4.6)
Thus, we complete the proof. O

Next, we present the sensitivity error estimates.
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Theorem 4.1. Let (s,r) be a smooth, strong sensitivity solution satisfying (1.4), and (sy,ry,)
be the finite element sensitivity solution satisfying (3.4a)-(3.4c), on the interval [0,T| such that
V(u—wuy) €1*(Ly). Then, for At small enough (and the restriction is precisely stated in the proof
of the theorem), we have the following

N
s —si 20+ vt Y V(™12 =512 |2 < C 5] 2,0+ F(AL L6, x)
n=0

with

F(ALR,6,x) =C{(v+v v 28 [[s 13 1 + (X Hv )R 8] 15 4
+v T 2713 51 + C(uo, u, £) (W +H* T2+ At*) +C (g, £)v2n*
+Cv (VG0 + 1V (a=wi) I3+ |8/ 12 5:1) }-

Proof. Attime t"+1/2=(¢"+144")/2, (3.2a) may be written as

é (s"t1—s",v)+va(s" /2, v)+b* (s" /2,02 v) £ b (u"T/2,s" T2 v
—(r””/z,V-v)+(u”“/Z—ﬁhnH/z,v)+)((s”+1/2—w”+1/2,v)
=Int(s"" " Lv), wweV’, (4.7)
where
Int(s" ™" v)
Sn+1_sn
:<7At —st,v> Fva(s"T/2 —s("T1/2) v) +b* (s" T2 u" T2 )

(
_b*(S(tn+l/2),u(tn+l/2)lv)+b*(un+1/2lsn+1/2lv)
_(rn+l/2_r(tn+1/2) V'V)+(un+1/2—ﬁhn+1/2

+X(Sn+1/2—wn+1/2,v) _X(s(tn+l/2) _W(tn+1/2

b (u(t"2),s(£1112),v)
(u(tnﬂ/z) —ﬁ(t”*l/z),v)

V),

V) —
)

is the interpolation and filtering error. Subtracting (3.6a) from (4.7), we have for e"*! =

Sn+1 _ SZ'H and sn—H — un+1 —uZ”,

i(en—&-l_en V)+va(e”+1/2 V)+b*(sn+1/2 un+1/2 v)+b*(un+1/2 Sn+1/2 V)
At 7 7 7 7 7 7

—p* (SZ+1/2,uZ+1/2,V) _b* (uz+1/2’sz+1/2,v) N (rn—&-l/Z,v -V) + (sn+1/2 _§n+1/2,v)

+X(en+1/2,v) _X(Wn+l/2_wz+l/2’v) _ Int(sn+l,rn+1,.v)’ Vv e Vh. (4.8)

Set "1 =g+l _gntl_ (gl _gntl) —yntl_gntl with § € V). Based on Eq. (4.8), with
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the choice v=¢!*'/2 and using that (q,V- ¢} /%) =0, Vg € Q;, we obtain

o (o 2= lln 1) +vI Vi 2112+ xll s 217
2At

At( n+1 ,¢n+1/2)+va( n+1/2 ¢n+1/2)+b*(Sn+1/2,un+1/2,¢z+1/2)
+b*(un+l/2lsn+l/2,¢z+l/2) b*( n+1/2 Z+1/2 ¢Z+1/2) b*( n+1/2 Z+1/2 ¢Z+1/2)

_(rn+1/2_qlv_¢n+1/2)+( n+1/2_8n+1/2 ¢Z+1/2)+X(”n+1/2’¢z+1/2)

_X(wn+l/2 n+1/2 ¢n+l/2) Int( n+l n+l ¢n+1/2), VVEVh. (4'9)

By choosing 5 to be the L? projection of s in V},, we have that the first term vanishes,

( n+1l ,¢7l+1/2) (410)

Next, we rewrite the nonlinear terms b*(-,-,-) as following

b*(sn+l/2 n+1/2 ¢n+1/2)+b*(un+l/2 n+1/2 ¢Z+1/2)
b*( n+1/2 uZ_H/Z ¢Z+1/2) b*( n+1/2,52+1/2,¢2+1/2)
:b*(ﬂn+1/2 n+1/2 ¢Z+l/2) b*(¢n+l/2 n+1/2 ¢n+1/2)+b*( n+1/2 Sn+1/2 ¢Z+1/2)
—|—b*( n+1/2 un+1/2 n+1/2 ¢n+1/2) b*( n+1/2 n+1/2 ¢n+1/2)

b*(”nJrl/Z n+1/2 ¢n+1/2) b*(¢n+1/2 u

n+l/2 ¢n+1/2)
+b*( n+1/2 n+1/2 n+1/2 ¢ﬂ+1/2)+b*( n+1/2 177’1—}-1/2,4)21-0—1/2)

—b* ( n+1/2 ¢n+l/2 q)”H/z)—|—b*(u”+1/2—uZH/Z,SHH/Z,(pZH/Z).

Now, we bound each term from the RHS of Eq. (4.9) including the expanded nonlinear
terms as above. We apply Cauchy-Schwarz and then Young’s inequality to each term
(see the bounds in Appendix). Inserting all the bounds into (4.9) and using the bound on
w172 —wi1/2|12 from the Lemma 4.3, one obtains

(I P g1+ 2 [Ty 21+ X g2 P
SCVHV”nJrl/ZHZ_’_CVflHrn+l/2_qH2_+_CvflHv(unJrl/Z n+l/2)H2+CXH”n+l/2H2
+C1/_1X2HWn+1/2—WZ+1/2H2+CV_1Hvun—i_l/szHVﬂn+l/2H2
CV—3|‘vun+1/2H4|‘¢Z+l/2”2+cv—l||’1n+1/2||Hv”n—&-l/ZH||V(un+1/2_u2+1/2)”2
,1HVuZ+1/2HHv”n+l/2|‘2+cvfl||V(un+1/2_uz+l/2)||2Hvsn+1/2H2

—|—“1’lt( n+l, n+l,¢n+1/2)|_}_CVfSHv(un+l/2_u;zl+1/2)H4H¢Z+1/2H2‘
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Summing from 7 =0 to N, multiplying by 2At, and assuming ||¢?|| =0, we have
N N
g™ 12 +vat ) IV 21 xat Y [y ™21
n=0 n=0

<AtZCV ||Vun+l/2H4+||V( n+1/2 _ n+1/2)|| )||¢ +1/2|‘2+AtZCVHV”n+1/2H2

n=0 n=0
N
+At Z()Cx||11”+1/2||2+At Z%)Cv_lﬂrnﬂ/z—q”z—kAt ZOCV_1|\V(u”+1/2—uZH/2) I
n= n= n=

N N
+ At Z CV_l)(zHWn—H/z—WZ+1/2H2—|—At Z CV_l“Vun+1/2’|2HVﬂn+l/2H2
n=0 n=0

N
+At Y Cu [y 2 V|V (w2 g2 2

n=0
N N
+ At Z Cv’lHVuZH/zH HvﬂnJrl/ZH2+At Z Cl/il Hv(unJrl/Z_uZ—&-l/Z) H2Hv5n+1/2H2
n=0 n=0
N
+ALY [Int(s"T T @l t2)). (4.11)
n=0

Technically, we want to bound the RHS of (4.11). This is done applying Egs. (2.1a)-(2.1c)
(see the Appendix). Combining all the bounds shown in Appendix, we get

N N
l@n P +vat Y (Ve 217+ xnt Y on 217
n=0 n=0

N
<AtY C(L+v 12+ 3| Va2 4 |V (w2 - 2) |4 2

n=0
+Cu|[s|[13 i1 +Cax T2 18[15 1 +Cv W2 |11 0
+C(upu /v 2 (B2 A+ Co 280 8] 15 50 +Cv B2 I8l 15 441
—11.2k —11,2k
+Cv P ([[[Vullfgo+ 1183 x0) +Co WV (w—w) 130
+C(uo, £)v W +-Cu | [Is| 341
Hence, with At sufficiently small, i.e.,

At<C(1+v v [V 23+ [V (u—wy) [[[50) ™

from Gronwall’s Lemma, we have

N N
[t R B AV e 7 W |-Vl I
n=0 n=0

<C{v+v v 2] 13 1+ (X Hv A2 8] 13 444
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+v 22713 40+ Cluo,u £) (B + 1% 124 At*) +C(u, £)v 2
+Cv T (([[Val[[Go+ 111V (w=wi) 130+ I8l 14 551) }-

Using triangle inequality we obtain the stated estimate of the theorem. O

Remark 4.1. The above theorem shows the convergence of the finite element solution of
sensitivity of TRM towards the true sensitivity of the TRM given by (3.2a)-(3.2¢c), as h and
Attend to 0, i.e.,

N
\\s—sh\\go,0+vAt ) HV(S”“/Z—SZJrl/z) 12=O(W* +hBT2 4 Ath).
n=0

This estimate is optimal in space and time since the second order Crank-Nicolson
scheme is applied for time discretization.

5 Sensitivity computations

The goal of this section is first to provide a numerical study illustrating the convergence
results for the fully discrete sensitivity equation in (3.6a) and (3.6b) and to show a com-
parison of the sensitivity computations via two different approaches, one using the dis-
cretized sensitivity equations (3.6a) and (3.6b) and the other using the forward finite dif-
ference given by (1.3). All calculations presented in this paper were obtained using the
publicly available finite element software package FreeFEM++, see [26]. In these studies,
we have used the 2D Taylor-Green vortex decay problem and the 2D Cavity problem as
our test problems, see [38,39] (for sensitivity computations of two different fluid models
with respect to the filter width using 2D Cavity problem). In addition, we examine the
sensitivity computations in a three dimensional case study using the 3D Ethier-Steinman
benchmark problem, see [16, 38] for flow velocity and its sensitivity computations based
on the variations of filter width 4. All the presented computations in this section, study
the the sensitivity of the TRM with respect to the time relaxation coefficient x given filter
width 6 =h.

5.1 Convergence study

Convergence results for the numerical scheme in (3.6a) and (3.6b) using a mesh refine-
ment are given in this section. The numerical experiment is performed on the 2D Taylor-
Green vortex decay problem with a solution consisting of an nxn array of oppositely
signed vortices decaying as t — 0. The test problem used in this experiment was defined
and studied in [14,18,43]. The problem is defined on the unit square and it is known to
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have the following true solution of the Navier-Stokes equations given T=Re and f =0,

uy = —cos(nmx)sin(nmy)exp(—2n*m*t/T), (5.1a)
up =sin(nrx)cos(nmy)exp(—2n>mt/ ), (5.1b)
p=— % (cos(2ntx)+cos(2nmy))exp(—4n?t/T). (5.1¢)

The sensitivity s;, is computed at each time-step t" using the scheme in (3.6a) and (3.6b)
through computing u(#") and u(#**1!) from (5.1b) and using them in Eq. (3.5b) to obtain
corresponding u values. We use the approximation solution with a mesh size h*=1/100
as the sensitivity true solution of (3.6a). For the error computations, a sequence of grids is
generated with the structure h, =1/20k, for k=1,2,3,4. These computations are obtained
using the following parameters: uniform time step At =0.001, final time T =0.1, time
relaxation parameter y=0.01, order of deconvolution N=0, n=1, and 7=Re with different
values of Re=1,5,10. Given a grid size, denoted by £, the sensitivity error calculation is
defined as follows

N ) g 1/q
E()=llswe —slleoizy,  where [ullpgorin) =AY luiag)iL |
i=0

Figs. 1 and 2 show the error computations of E(h) using Taylor-Hood P2/P1 and mini
elements Pb1/P1 along with their log-log plot. According to the data presented by these
figures, E(h) decreases with the mesh refinement for all tested Re values, but its value is
larger for larger Reynolds number.

The experimental convergence rates presented in Tables 1 and 2 are determined by
calculating the errors at two successive values of 1 by postulating E(h) =Ch” and solving
for exponent a in expression (hy /hy)* =E(h1)/E(h2). The results of the following tables

o
—&—e5

—+—fd

(a)

——fe=l

—— et

——Re=ll

(b)

Figure 1: Sensitivity error and its log-log plot (from (a) to (b)) using P2/P1 finite elements.
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Figure 2: Sensitivity error and its log-log plot (from (a) to (b)) using Pb1/P1 finite elements.

and the log-log plots show that the convergence rates agree with the theoretical results
stated in Theorem 4.1. With our choice of spaces, we expect a rate of convergence 2 for
all selected Re values.

Table 1: Velocity errors and rate of convergence for different values of Re using P2/P1 finite elements.

Re=1 Re=5 Re=10
E(h) rate E(h) rate E(h) rate
9.76609e-008 6.64465e-007 8.88055e-007

2.54884e-008 | 1.9379 | 2.02893e-007 | 1.7115 | 2.85052e-007 | 1.6394
1.04382e-008 | 2.2018 | 9.29938e-008 | 1.9241 | 1.3634e-007 | 1.8189
5.31311e-009 | 2.3474 | 5.16102e-008 | 2.0468 | 7.87598e-008 | 1.9075

|- &| 5|~ =

Table 2: Velocity errors and rate of convergence for different values of Re using Pb1/P1 finite elements.

Re=1 Re=5 Re=10
E(h) rate E(h) rate E(h) rate
1.00669e-007 6.86467e-007 9.11968e-007

2.54847e-008 | 1.9819 | 2.02754e-007 | 1.7595 | 2.8445e-007 | 1.6808
1.02827e-008 | 2.2385 | 9.11979e-008 | 1.9705 | 1.33442e-007 | 1.8667
5.15958e-009 | 2.3971 | 4.98027e-008 | 2.1029 | 7.59743e-008 | 1.9580

B2 =

5.2 2D Cavity Problem

In this section, we present our results in sensitivity computations via two different strate-
gies, SEM and FFD. The numerical experiments are performed on the 2D Cavity prob-
lem. The flow domain Q) is [0,1] x[0,1]. The upper boundary moves with the velocity
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Table 3: Sensitivity computations using SEM and FFD for Re=1000.

x | Method t=0.1 t=1
0.01 SEM | 0.00356199 | 0.0157713
FFD 0.0035127 | 0.0161915
01 SEM | 0.00353882 | 0.0151647
) FFD 0.00349686 | 0.015834
1 SEM | 0.00331772 | 0.0110461
FFD 0.00334363 | 0.0128588
10 SEM | 0.00193639 | 0.00747537
FFD 0.00222443 | 0.00373012

Table 4: Sensitivity computations using SEM and FFD for Re=>5000.

x | Method t=0.1 t=1

0.01 SEM 0.00464835 | 0.0302347
FFD 0.00455709 | 0.0331724

01 SEM 0.00461516 | 0.0287494
’ FFD 0.00453252 | 0.0318776

1 SEM 0.00429915 | 0.0188134
FFD 0.00429606 | 0.0222439

10 SEM 0.00235258 | 0.00878799
FFD 0.002640837 | 0.00424233

Table 5: Sensitivity computations using SEM

and FFD for Re=10000.

x | Method t=0.1 t=1

0.01 SEM | 0.00491548 | 0.0363773
FFD 0.00481204 | 0.0415477
01 SEM | 0.00487968 | 0.0344382

’ FFD 0.00478515 | 0.039622

1 SEM | 0.00453911 | 0.02162
FFD 0.00452661 | 0.0258911
10 SEM | 0.00244766 | 0.0090533
FFD 0.00273327 | 0.0043209

105

u=(16x*(1—x)2,0)! and there is a zero boundary condition else where. The initial data
is chosen to be u(0,x,y) = (3y*>—2y,0)" in Q. Since the initial and boundary conditions for
u do not depend on ), we have zero initial and boundary conditions for the sensitivity s.

All the computations are carried out with a uniform time step At =0.01 using the
Taylor-Hood finite elements. Let sspp and sprp denote the sensitivity computations us-
ing SEM and FFD, respectively. Tables 3-5 represent |[sseml|12(q) and [|seep||i2(q) for
Reynolds numbers 1000, 5000, and 10000, for different values of time relaxation parame-
ter x=0.01,0.1,1, and 10, with Ax =0.001 at times t=0.1, and 1. These computations are
done using a fixed spatial mesh size of h=1/36.

For all tested Re values, one observes the following,
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e A larger scale of sensitivity is obtained as time has progressed to t =1 via both
approaches for all chosen yx values.

e A decrease in sensitivity values is observed as x values increase from 0.01 to 10 at
both times, i.e., t=0.1, and 1.

e Larger Raeynolds numbers show larger sensitivities especially at t =1.

* |lssemlli2() and [|seep | 2(q) are close in value at both times for x <1. For x =10,
IssEmlli2(q) is almost twice as bigger than [|sprp ||12() at t=1, but about the same
when t=0.1.

Fig. 3 shows [|ssem|l12() and |[srepl|12(q) for Re=1000, and 10000 at £=0.1, and 1.

The data listed in Tables 6-7 compares the maximum sensitivity via SEM and FFD over
the time interval [0,1], i.e., [[ssemllr=(01;02(0)) and [[sreD |l 1< (0,1;12(2)), for Re=1000, and
10000 with different x values as the spatial mesh size is refined. It is worth mentioning
that the maximum sensitivity value via both techniques happen at the final time for any
mesh size as well as any selected x values. We have the following observations,

o There is a decrease in |[sseaml|r~(0,1;12(2)) @nd [|serp || 1(0,1;12(q2)) @s the spatial mesh
size is refined for y <1.
o |Issemllr(o1;2(0)) < ISFED 1 (0,1;02(02)) for any fixed mesh size as long as x <1.

o For x=10, ||ssem||r~(0,1;12(n)) Values stay close through the mesh refinement, how-
ever [[Serp ||~ (0,1;12(q0)) Values increase as the mesh size becomes smaller.

o |lssemlli=(0,1;.2(0)) > IsEED || Lo(0,1;02(02)) for any fixed mesh size with x =10.

In the next experiment, we consider the natural way of obtaining a measure for ac-
curacy of the approximated velocity solution using different values of parameter x via
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Figure 3: Sensitivity norms via SEM and FFD for Re= 1000, and 10000 (from (a) to (b)).
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Table 6: Sensitivity computations using SEM and FFD for Re=1000 with mesh refinement.

x | Method h:% hzll—8 h:31—6
0.01 SEM 0.0586237 | 0.035002 | 0.0157713
FFD 0.0599195 | 0.0356625 | 0.0161915
01 SEM 0.0541932 | 0.0330563 | 0.0151647
’ FFD 0.0566883 | 0.0343268 | 0.015834
1 SEM 0.0250335 | 0.0199503 | 0.0110461
FFD 0.0334313 | 0.024044 | 0.0128588
10 SEM | 0.00893807 | 0.00966404 | 0.00747537
FFD 0.00131727 | 0.00297799 | 0.00373012

Table 7: Sensitivity computations using SEM and FFD for Re=10000 with mesh refinement.

X | Method h=1 h=1 h= A
001 | SEM | 0.0808053 | 0.0595574 | 0.0363773
FFD | 0.109946 | 0.0778098 | 0.0415477
01 | SEM | 00747136 | 0.0557121 | 0.0344382
' FFD 0.10106 | 0.0722157 | 0.039622
1 SEM | 0.0347436 | 0.0307948 | 0.02162
FFD | 0.0475241 | 0.0389362 | 0.0258911
1o | SEM | 00094678 | 0.0106285 | 0.0090533
FFD | 0.00140832 | 0.00320407 | 0.0043209
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computing x||s|[2(0,1;12(0))- The idea is simply based on the following difference quotient

for the sensitivity,

_ou  ux)—u(0)

_a,\,

7

X

where u is considered an implicit function of x. Thus u(0) indicates the true solution of
Navier-Stokes equations while u() for x >0 denotes the corresponding TRM approxi-
mation of the velocity.

The last table shows x|[ssemlli2(0,1;2()) and X lIskep |12 (0,1;02(0)) for Reynolds numbers
Re=1000,5000, and 10000 with x=0.01,0.1,1, and 10. As seen in this table, x||s|/2(0,1,.2(2))
values via both methods take larger values for larger Re with any selected value of pa-
rameter x. For Re= 1000, we suggest x <1 as the best choice of accuracy while for larger
Re values, we select a smaller interval of x values, that is x <0.1. Fig. 4 presents a graph-
ical illustration of data in Table 8.

Remark 5.1. In this experiment, we chose x values for which x/[s||;2(01;12(0)) < 0.01 for
the best accuracy. The smaller x values, the more precise calculations of approximated
velocity u becomes in comparison to the NSE velocity. However, very small values of
parameter x results in increasing the complexity of flow structures/scales that cannot
be supported by the grid/mesh and thus numerical pollution of the computed velocity
starts. Therefore, the user must consider the trade-off between increased precision and
computational flow complexity when choosing the x value.
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Figure 4: Sensitivity values, x|[ssemll(0,1;12(00)) @nd xllseep ll12(0,1;12(00)) (from (2) to (b)).

Table 8: Sensitivity values using SEM and FFD.

X Re=1000 | Re=5000 | Re=10000
001 | ATssemllizosz(cy) | 0-000106756 | 0.000191289 | 0.0002248
xXlseepllp(o12(q)) | 0-0001075 | 0.000199557 | 0.000240192
01 | Alssemllizo () | 000103614 | 0.00184001 | 0.00215508
Xlseepllp(o,2()) | 000105613 | 0.00193546 | 0.00231656
| Alssemllio () | 000803338 | 00131381 | 0.0149263
Xlseepllp(o1,2()) | 000894438 | 00146596 | 0.0167499
10 | Allssemllp i) | 00503827 | 0060064 | 0.0621485
Xlseepllp(o2(q)) | 00317307 | 0.0365005 | 0.0373436

5.3 3D Ethier-Steinman problem

This 3D example is defined on the (—1,1)3 domain. In the NSE, the initial condition
and the non-homogeneous Dirichlet boundary conditions are selected such that the exact
solution (the right hand side function is 0) for this problem [16], is given by

—a(e"™ sin(ay+dz) +e% cos(ax+dy))e """,
—a(e"sin(az+dx)+e™ cos(ay+dz) Yo vt
—a(

a(e"sin(ax+dy)+ e cos(az-+dx))e V4",
2

ul=
u2=
u3=
p:

(2% 46 4 2% 4 2sin (ax +dy) cos (az+dx) ¥ +?)
+2sin(ay+dz) cos (ax+dy)e* )
+2sin(az+dx) cos(ay+dz)eﬂ(x+y) )efvdzt‘
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Table 9: Sensitivity in TRM model with the exact solution Ethier-Steinman problem with a=1.25, d=1 for
different Renold number and different x at T=0.1 on the (—1,1)3 domain, where At=0.01, and the mesh size

is h=2/13.
X Re=1 Re=100 | Re=10000
0.01 | 0.015414 | 0.152852 | 0.194187
0.1 | 0.0154026 | 0.1522 0.193201
1 0.0152893 | 0.145887 | 0.183747

The spatial grid size and the filter width are set to be h=2/13 and 6 =h, respectively. The
computations are carried out using the following values of parameters, a=1.25, d=1, final
time T=0.1, time step At=0.01. The sensitivity is computed via SEM using Taylor-Hood
finite elements for Re=1,100, and 10000. Sensitivity values listed in Table 9, show that
higher Reynolds number yields a higher sensitivity for the given x values. We notice the
same sensitivity behaviour as in the 2D cavity test problem. For all the tested Re values,
the sensitivity decreases as x takes larger values.

6 Conclusions and future directions

Numerical finite element analysis is presented for the SEM method of the TRM model.
This is followed by 2D and 3D numerical experiments. We provided a numerical test
confirming the rate of convergence for the approximated sensitivity using Taylor-Hood
finite elements as well as mini elements Pb1/P1. A numerical comparison between two
different methods, SEM and FFD, are performed using the 2D Cavity test problem. Our
computations show that the sensitivity norms via both methods are close for y <1 for
all the tested Reynolds numbers, and they increase in the value as time progresses. In
addition, we suggested x values less than one for high Reynolds numbers in order to
achieve a better accuracy.

Appendix

In the process of proving Theorem 4.1, we first bound all the terms on the RHS of (4.9) as
following,

Va(”n+1/2/¢21+1/2) SV’|V’7”+1/2HHV¢Z+1/2H < %Hv¢n+1/2H2+CVHvﬂn+1/2H2/
(rn+1/2_qlv_¢z+l/2) < Hrn—i—1/2_q” HV"PZJFUZH < Hrn—i—1/2_qH ||V¢Z+l/2||

< ggll Vi 2P Cu 2 g P,

(8n+1/2_gn+1/2,¢z+1/2) < |‘8n+1/2_§hn+1/2” H(PZH/ZH

<C([le 2+l 2NV s 2 < Ve 2V gt
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< 18 ||V¢Z+1/2H2+CV—1 ||Vsn+1/2||2

X2 g2 < xll 2 gy < X|I¢”“/2||2+CX||11”“/2H2,

n+1/2 n+1/2 ¢n+l/2) n+1/2 h+1/2||||¢Z+1/2||

x(w <xllw

< Calwr w2 g

e R e R e e

All the bounds on the expanded nonlinear terms are given below. Note that
’b*( n+1/2 ¢n+1/2 ¢n+1/2)| 0

4

’b* (”n+1/2,un+l/2,¢z+l/2)’ < CHv”n+l/2H HvunJrl/ZH ||V¢Z+1/2H

< 18HV¢Z”/2H2+CV Hvu 2| [y,

’b*( n+1/2 un—i—1/2 ¢n+1/2 |§ \/H¢Z+1/2H ’|V¢Z+1/2HHvun+1/2HHv¢2+1/2H
< \\4’”+1/2\\1/ZHV“”+1/2’|HV¢Z+1/2H3/2
< 18 ||V¢n+l/2H2+CV73||Vun+l/2H4||¢Z+1/2||2’

n+1/2 n+l/2,¢n+l/2)’

]b*(snﬂ/2 u

<’b*( n+1/2 un+1/2 n+1/2 ¢n+1/2)’_’_’b*( n+1/2 n+1/2 n+1/2 ¢n+1/2)’

|b*( n+1/2 n+1/2_ Z+1/2 ¢Z+1/2)|

> 18||V¢Z+1/2||2+CV 1H17n+1/2||Hv11n+1/2HHV( n+1/2 n+1/2H2
+Cv 3|V (u" /2 ”+1/2)H H¢n+1/2H2+CvflHvanrl/ZHZHV(unJrl/Z_uz—&-l/ZHZ,
’b*(uZ+1/2,T]n+1/2,¢Z+1/2 ’<\/HuZH/ZHHV‘lZH/ZHHv’inH/ZHHVGbZH/ZH

HV¢Z+1/2H2+CV_1||uZ+1/2|| HVHZJrl/ZH ||V17n+1/2||2

- 18
< SV C [Ty R,

]b* (un+1/2 _uZ+1/2/Sn+l/2’¢Z+l/2) ’

< \/Hun+1/2_ n+1/2H Hv(un+l/2_uz+l/2) H Hvsn—i-1/2H ’|V¢n+1/2H

’|V¢Z+1/2H2+CV_1H“nH/Z uZ+1/ZH Hv(un+1/2 n+1/2) H HVS”+1/2H2

- 18
> 18 ||V¢n+l/2||2+cv—lHv(un—&-l/z n+l/2)H ||Vsn+1/2||2
Followmg we obtain all the bounds on the RHS of (4.11)

N+1
At Z Cv[|[ V" 2P <Cunt Y || V"> < Cvat Z 8" Ry < Cul s[5 110
n=0 n=0 n=0
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N N+1 N+1
ALY Cxllg" PP <Cxnt Y |l P < Cxat Y 1 s R <Cxb | Is] 154,
n=0 n=0 n=0
N N N
Af Z Cv_l Hrn+1/2_qH2 < Cl/_lAt Z Hrn—i—l _qHz < Cl/_lAt Z h25+2’rn+1 ’§+l
n=0 n=0 n=0
<CrR 3
Based on the error estimate derived in [17], we have
N
ALY Co |V (w2 — a2 |2 < Cug,u, f)v 2 (WF 1221 A, (A.1a)

n=0

N
At Z CV71X2|‘wn+l/2_WZ+1/2|‘2
n=0

12N22k 112 N2k2 112 g lZNJrl 12
<Cat L (L s R+ RS R e Y R Y )
n=0 n=0 n=0 n=0

N N

< v 11+ o a2 I8 By +Cv R (ALY P AE Y Nl )
n=0 n=0
N

<Cv 218 B sy +Cv AR ]| B +Cv 2L Y Il 2, (A.1b)

n=0

N N
ALY Co Va2 |2 Uy 22 < A Y Co | Va2 o 2
n=0 n=0

N N
< Cl/ilAt Z HvunJrl thZk‘Sn+l ‘%4»1 < CvfthkAt Z HvunJrl ||2‘Sn+l |£+1

n=0 n=0
—11,2k N +114 % N 1,4 %
<o (ary Ivur ) (At ) s )
n=0 n=0
<cv ' (IVallld o+ sI11Z ki), (A.l0)

N
At Z CvflnﬂnJrl/ZH ”v”n+l/2” |‘V(un+l/2_uz+l/2)”2
n=0

N
<Cv ALY B[S TR |V (T2 T2 12
n=0

N N
ch—lhzk (At Z Hv(un+1/2_uz+l/2)”4+At Z |Sn+l|]%+1)
n=0 n=0

N
<Cv'h* (Atz [V (w2 -/ 2) [ 4| s ;{kﬂ), (A.1d)
n=0

N N
At Z Cl/fl ||vuz+1/2|| HV”nJrl/ZHZ < CVﬁlAt Z ||vuz+1/2H ||vﬂn+l HZ
n=0 n=0
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N N
< CV_lAt Z |‘VuZ+1/2|‘h2k|S‘%+1 ch—lhzkAt Z HVuZJrl/ZH ‘Sn—«—l‘%_H
n=0 n=0

N N
chfthk (At Z ||VuZ+l/2H2+At 2 |Sn+1|i+1)
n=0
<Cv 1h2’<(Atz IV 212 81 ), (Ale)

N
At Z Cvlev(unJrl/Z_uZJrl/Z)H2l|vsn+1/2”2 SCUflAt Z |‘V(un+l/2_uz+l/2)”2
n=0 n=0

< C(ug,u, H)v 2 (WP n> 24 Ath). (A.1f)

We now bound the terms in Int(s”“,r”“;q);’}“/z)

Sn+1_sn n I 1 sn+1_sn
(T (tn+1/2) ¢n 2> __||¢n 2||2+§HT—St(tn+l/2)H
n+ 1 At

va( n+1/2 _ (tn+1/2) ¢”+2) V(v n+1/2 Vs(tn+1/2> v¢”+2)

||V¢h*2||2+cV||Vs"+“2 Vs(£1/2)||

_18
|2 " sl A2b
+3 n+ -
(rn+1/2 (tn+1/2) \va ¢” 2)_ 18Hv¢h 2H2—|—C1/ 1Hrn+1/2 (tn+1/2)H
A TEENCH Ty I A2
_18||V‘Ph 17+ 18/, ||Ptt|| t, (A.2¢)
_pnt+1/2 gl n+ 1 _pnt1/2
(un+l/2_uh ¢” 2) _||¢h 2”2 2” n+l/2_uh ||2
1. 0t
<Slgy P C@ ), +Co fu3, (A.2d)
_ +1 n-+ 1 —
(w(E12) (1), ) < 2l 24 S () (2
1 0t
<5l :|P+Ca¥lul3, (A.2e)
+3 n+
X(Sn+1/2 wht1/2 ¢” 2) H‘Ph zHZ Hsn+1/2_wn+1/2H2
X n+
<X lgy 1P+ caots 3, (A.26)
XS 1/2) —w(#7172), g4 < X g 2 L (172) e (112

<Xy gt
=5l FIP+CxetsB, (A.2g)
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n+l
b*(sn+1/2 n+1/2¢ ) b*( (tn+1/2)/u(tn+1/2)'¢h+2)

Sb*(sn+1/2_s(tn+1/2) n+1/2 ¢”+2)+b*( (tn+l/2),un+l/2 (tn+1/2) ¢n+2)
<[ V(s - (t”““))HHVu”“”H!|V4>h+2H
+[[ VsV (a2 - (t”“/z)ﬂl\\whﬂ\\

Vo P Al [V 2 oA [ sy

tTl

< 18!
tTl
+Cv AR Vs(H2) ||f - Cv Al / Vg |, (A.2h)
t

n

b*(un+1/2’sn+1/2 ¢n+2) b* (u (t”“/z),s(t”“/z)@z*%)
Sb*(un+1/2_u(tn+l/2),sn+l/2’¢n+2)+b*( (tn+1/2)’sn+1/2_S(tn+1/2)’¢z+%)
<[V (@2 (B2 [V [V |

V(2|0 (52 s (#412)) [ V|

_18HV¢,1+2H2+C1/ TAE | Vs 12| - Cv™ 1At3/" | Vuy || *dt
t

n
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+Cv IAH | Va (1T 2) || Cuv AR / ([t (A.2i)

n

Thus,
N
n=

X
<arCy. gy 2 P 2Atz|\¢z“/2u2+18m2||V¢Z+“2n2
n=0 =0

+CA ([Isuel30+vlIVsull3o+v I pelZo v 1 Vulllgo+v Vsl 2,
+v [ Vsullgo+vHIVuel30) +C(82H* + 12 2) [[[ul 344
+Ca*|[[ul[|3 0 +Cxd*|lIsl]12,0- (A.3)
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