
Numer. Math. Theor. Meth. Appl. Vol. 10, No. 1, pp. 84-97

doi: 10.4208/nmtma.2017.y14034 February 2017

The Disc Theorem for the Schur Complement

of Two Class Submatrices with γ-Diagonally

Dominant Properties

Guangqi Li1, Jianzhou Liu1,∗and Juan Zhang1,2

1 Department of Mathematics and Computational Science,

Xiangtan University, Xiangtan, Hunan 411105, China
2 College of Science, National University of Defense Technology,

Changsha, Hunan 410073, China

Received 16 December 2014; Accepted 20 July 2016

Abstract. The distribution for eigenvalues of Schur complement of matrices plays

an important role in many mathematical problems. In this paper, we firstly present

some criteria for H-matrix. Then as application, for two class matrices whose sub-
matrices are γ-diagonally dominant and product γ-diagonally dominant, we show

that the eigenvalues of the Schur complement are located in the Geršgorin discs and
the Ostrowski discs of the original matrices under certain conditions.
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1. Introduction and notations

In many fields such as control theory and computational mathematics, the theory of

Schur complement plays an important role. A lot of work have been done on it. Based

on the Geršgorin discs and Gassini ovals, Liu and Zhang firstly presented the notations

of disc separations and considered the disc separations for diagonally dominant matrix

and their Schur complement ([1]). Further, Liu obtained some estimates for dominant

degree of the Schur complement and some bounds for the eigenvalues of the Schur

complement by the entries the original matrix ([1–5]). For another, as the eigenvalue

distribution problem on the Schur complement has important applications (see e.g., [2–

4]), thus there are many researchers pay attention to it. Liu and Zhang considered the

relation between the eigenvalues of the Schur complement and the submatrix for di-

agonally dominant matrix A with real diagonal elements in the paper ([1]). Cvetković

and Nedović [6] generalized this result to the S-strictly diagonally dominant matrix.
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In [7], Liu and Huang obtained the number of eigenvalues with positive real part and

with negative real part for the Schur complement of H-matrix with real diagonal el-

ements. Later, Zhang et al. [8] generalized this result to the H-matrix with complex

diagonal elements. Liu et al. presented some bounds for the eigenvalues of the Schur

complement by the entries of original matrix ([2–5]). As stated in these papers above,

if the eigenvalues of the Schur complement can be estimated by the elements of the

original matrix, it easy to know whether a linear system could be transformed into two

smaller one which can be solved by iteration. This kind of iteration, which has many

advantages, is called the Schur-based iteration, as it converts the original system into

two smaller ones by the Schur complement. Hence, investigating the distribution for

eigenvalues of Schur complement is of great significance.

In the following, we recall some notations and definitions. Let Cn×n denote the set

of all n× n complex matrices, N = {1, . . . , n} and A = (aij) ∈ Cn×n, where n ≥ 2 and

let N1 ∪N2 = N,N1 ∩N2 = ∅. Denote

αi(A) =
∑

j∈N1,j 6=i

|aij|, βi(A) =
∑

j∈N2,j 6=i

|aij |, Pi(A) = αi(A) + βi(A);

α′
i(A) =

∑

j∈N1,j 6=i

|aji|, β′
i(A) =

∑

j∈N2,j 6=i

|aji|, Si(A) = α′
i(A) + β′

i(A).

Take

Nr(A) =
{

i : i ∈ N, |aii| > Pi(A)
}

; Nc(A) =
{

j : j ∈ N, |ajj| > Sj(A)
}

.

The comparison matrix of A, which is denoted by µ(A) = (tij), is defined as

tij =

{

|aij |, if i = j,
−|aij|, if i 6= j.

It is known that A is a (row) diagonally dominant matrix (Dn) if for all i = 1, . . . , n,

|aii| ≥ Pi(A). (1.1)

A is a γ-diagonally dominant matrix (Dγ
n) if there exists γ ∈ [0, 1] such that

|aii| ≥ γPi(A) + (1− γ)Si(A), ∀i ∈ N. (1.2)

And A is called a product γ-diagonally dominant matrix (PDγ
n) if there exists γ ∈ [0, 1]

such that

|aii| ≥ [Pi(A)]
γ [Si(A)]

1−γ , ∀i ∈ N. (1.3)

If all inequalities in (1.1)-(1.3) hold, A is said to be strictly (row) diagonally dominant

(SDn), strictly γ-diagonally dominant (SDγ
n), and strictly product γ-diagonally domi-

nant (SPDγ
n), respectively. If there exists a diagonal matrix D, with positive diagonal

elements, such that AD is strictly diagonally dominant, strictly γ-diagonally dominant
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and strictly product γ-diagonally dominant respectively, we call A generalized diago-

nally dominant (GSDn), generalized γ-diagonally dominant (GSDγ
n) and generalized

product γ-diagonally dominant (GSPDγ
n), respectively.

A matrix A is an M -matrix, if it can be written in the form A = mI−P , where P is a

nonnegative matrix and m > ρ(P ), the spectral radius of P . A matrix A is an H-matrix,

if µ(A) is an M -matrix. we denote by Hn and Mn the sets of n × n H-matrices and

M -matrices, respectively.

For nonempty index sets α, β ⊆ N whose elements are both conventionally ar-

ranged in increasing order, we denote by |α| the cardinality of α and αc = N − α the

complement of α in N . We write A(α, β) to mean the submatrix of A ∈ Cn×n lying in

the rows indexed by α and the columns indexed by β. A(α,α) is abbreviated to A(α).
Assuming that A(α) is nonsingular, the Schur complement of A with respect to A(α),
which is denoted by A/A(α) or simply A/α, is defined to be

A(αc)−A(αc, α)[A(α)]−1A(α,αc). (1.4)

In this paper, we first present some criteria for H-matrix. Then as application,

for two class matrices whose submatrices are γ-diagonally dominant and product γ-

diagonally dominant, we show that the eigenvalues of the Schur complement are lo-

cated in the Geršgorin discs and the Ostrowski discs of the original matrices under

certain conditions.

2. The criterion for H-matrix

In order to obtain the eigenvalue distribution of the Schur complement by the en-

tries of the original matrix, in this section, we present two new criteria for the H-matrix.

Lemma 2.1. ([9, p.137]) A matrix A ∈ Cn×n is an H-matrix if and only if A is general-

ized diagonally dominant.

Lemma 2.2. ([7, Theorem 2]) Let A ∈ Cn×n. Then the following conditions are equiva-

lent:

(i) A ∈ Hn.

(ii) There exists γ ∈ [0, 1] such that A ∈ GSDγ
n.

(iii) There exists γ ∈ [0, 1] such that A ∈ GSPDγ
n.

Lemma 2.3. ([10, p.114-115]) A matrix A ∈ Cn×n is an H-matrix if and only if there

exists positive diagonal matrices D1 and D2 such that D1AD2 is an H-matrix.

Theorem 2.1. Let A ∈ Cn×n. If there exists proper subsets N1, N2 of N with N1 ∪N2 =
N,N1 ∩N2 = ∅ and γ ∈ [0, 1] such that A(N2) is strictly γ-diagonally dominant and

|aii| − γαi(A)− (1− γ)α′
i(A)

γβi(A) + (1− γ)β′
i(A)

>
γαj(A) + (1− γ)α′

j(A)

|ajj | − γβj(A)− (1− γ)β′
j(A)

, (2.1)
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for all i ∈ N1, j ∈ N2, then A is an H-matrix. Note when γβi(A) + (1 − γ)β′
i(A) =

0,we let
|aii| − γαi(A)− (1− γ)βi(A)

γβi(A) + (1− γ)β′
i(A)

= +∞.

Proof. By (2.1), we can choose d such that

min
i∈N1

|aii| − γαi(A)− (1− γ)α′
i(A)

γβi(A) + (1− γ)β′
i(A)

> d > max
j∈N2

γαj(A) + (1− γ)α′
j(A)

|ajj| − γβj(A) − (1− γ)β′
j(A)

.

Since A(N2) is strictly γ-diagonally dominant, we have so d > 0 and we can construct

a positive diagonal matrix D = diag(di|di = 1, i ∈ N1; di = d, i ∈ N2). Denote B =
DAD = (bij). Then

bij =















aij , if i ∈ N1, j ∈ N1;
daij , if i ∈ N1, j ∈ N2;
daij , if i ∈ N2, j ∈ N1;
d2aij, if i ∈ N2, j ∈ N2.

Hence for all i ∈ N1,

|bii| − γPi(B)− (1− γ)Si(B)

= |aii| − γαi(A)− γβi(A)d − (1− γ)α′
i(A) − (1− γ)β′

i(A)d

= |aii| − γαi(A)− (1− γ)α′
i(A)− [γβi(A) + (1− γ)β′

i(A)]d

> |aii| − γαi(A)− (1− γ)α′
i(A)− [γβi(A) + (1− γ)β′

i(A)]

|aii| − γαi(A)− (1− γ)α′
i(A)

γβi(A) + (1− γ)β′
i(A)

= 0,

and for all i ∈ N2,

|bii| − γPi(B)− (1− γ)Si(B)

= |aii|d
2 − γαi(A)d− γβi(A)d

2 − (1− γ)α′
i(A)d − (1− γ)β′

i(A)d
2

= d
{

[|aii| − γβi(A)− (1− γ)β′
i(A)]d − γαi(A)− (1− γ)α′

i(A)
}

> d{
[

|aii| − γβi(A)− (1− γ)β′
i(A)

] γαi(A) + (1− γ)α′
i(A)

|aii| − γβi(A)− (1− γ)β′
i(A)

−γαi(A)− (1− γ)α′
i(A)}

= 0.

Hence B is strictly γ-diagonally dominant and by Lemma 2.2 we know B is an H-

matrix. By Lemma 2.3 it is easy to know A is an H-matrix. �

Theorem 2.2. Let A ∈ Cn×n. If there exists proper subsets N1, N2 of N with N1 ∪N2 =
N,N1 ∩N2 = ∅ and γ ∈ (0, 1] such that |ajj | > βj(A)

γSj(A)
1−γ and

|aii|
1

γ − αi(A)Si(A)
1−γ

γ

βi(A)Si(A)
1−γ

γ

>
αj(A)Sj(A)

1−γ

γ

|ajj|
1

γ − βj(A)Sj(A)
1−γ

γ

(2.2)
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for all i ∈ N1, j ∈ N2, then A is an H-matrix. Note when βi(A)Si(A)
1−γ

γ = 0, we let

|aii|
1

γ − αi(A)Si(A)
1−γ

γ

βi(A)Si(A)
1−γ

γ

= +∞.

Proof. By (2.2) we can choose d such that

min
i∈N1

|aii|
1

γ − αi(A)Si(A)
1−γ

γ

βi(A)Si(A)
1−γ

γ

> d > max
j∈N2

αj(A)Sj(A)
1−γ

γ

|ajj|
1

γ − βj(A)Sj(A)
1−γ

γ

.

Since |ajj| > βj(A)
γSj(A)

1−γ for all j ∈ N2, we know d > 0. Hence we can construct

a positive diagonal matrix D = diag(di|di = 1, i ∈ N1; di = d, i ∈ N2) and denote

B = AD = (bij), then

bij =

{

aij, if j ∈ N1;
daij , if j ∈ N2.

By direct calculation, we know for all i ∈ N1,

|bii|
1

γ − Pi(B)Si(B)
1−γ

γ

= |aii|
1

γ − αi(A)Si(A)
1−γ

γ − dβi(A)Si(A)
1

γ

> |aii|
1

γ − αi(A)Si(A)
1−γ

γ −
|aii|

1

γ − αi(A)Si(A)
1−γ

γ

βi(A)Si(A)
1−γ

γ

βi(A)Si(A)
1

γ

= 0;

and for all i ∈ N2,

|bii|
1

γ − Pi(B)Si(B)
1−γ

γ

= (d|aii|)
1

γ − αi(A)(dSi(A))
1−γ

γ − dβi(A)(dSi(A))
1−γ

γ

= d
1−γ

γ

[

|aii|
1

γ d− αi(A)Si(A)
1−γ

γ − dβi(A)Si(A)
1−γ

γ

]

= d
1−γ

γ

{[

aii|
1

γ − βi(A)Si(A)
1−γ

γ

]

d− αi(A)Si(A)
1−γ

γ

}

> d
1−γ

γ

{

[

|aii|
1

γ − βi(A)Si(A)
1−γ

γ

] αi(A)Si(A)
1−γ

γ

|aii|
1

γ − βi(A)Si(A)
1−γ

γ

− αi(A)Si(A)
1−γ

γ

}

= 0.

For all i ∈ N, |bii|
1

γ > Pi(B)Si(B)
1−γ

γ , i.e., |bii| > Pi(B)γSi(B)1−γ , so B is a strictly

product γ-diagonally dominant matrix and A is a generalized product γ-diagonally

dominant matrix. By Lemma 2.2 it is easy to know A is an H-matrix. �

If we choose γ = 1 in the Theorems 2.1 or 2.2, we obtain the following corollary.
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Corollary 2.1. Let A ∈ Cn×n. If there exists proper subsets N1, N2 of N with N1 ∪N2 =
N,N1 ∩N2 = ∅ such that A(N2) is strictly diagonally dominant and

|aii| − αi(A)

βi(A)
>

αj(A)

|ajj | − βj(A)
, (2.3)

for all i ∈ N1, j ∈ N2, then A is an H-matrix.

Remark 2.1. Theorems 1 and 2 of the paper [11] are exactly Corollary 2.1 of this paper.

In [12], R. S. Varga called this matrix which satisfy the condition of Corollary 2.1 S-

strictly diagonally dominant matrix and by using it obtained an eigenvalue inclusion

set in the complex plane.

3. Distribution for eigenvalues of Schur complement

In this section, for two class matrices whose submatrices are γ-diagonally dominant

and product γ-diagonally dominant, we show that the eigenvalues of the Schur com-

plement are located in the Geršgorin discs and Ostrowski discs of the original matrices

under certain conditions.

Lemma 3.1. ([13, p.19]) Let A ∈ Cn×n and α ⊂ N . If A(α) is nonsingular, then

detA = det(A/α) detA(α). (3.1)

Lemma 3.2. ([14, p.349]) Let A = (aij) ∈ Cn×n be strictly diagonally dominant. Then

A is invertible.

Theorem 3.1. Let A ∈ Cn×n, α = {i1, i2, . . . , ik} = N1, α
c = {j1, j2, . . . , jl} = N2, with

N1∪N2 = N,N1∩N2 = ∅. If there exists γ ∈ [0, 1] such that A(α) is strictly γ-diagonally

dominant, then

σ(A/α) ⊆
l
⋃

t=1

{

z ∈ C : |z − ajtjt | ≤ γPjt(A) + (1− γ)Sjt(A)− w
(γ)
jt

}

≡ G
(γ)
1 (A), (3.2)

where

w
(γ)
jt

= min
1≤w≤k

|aiwiw | − γPiw(A)− (1− γ)Siw(A)

|aiwiw | − γαiw(A) − (1− γ)α′
iw
(A)

[

γαjt(A) + (1− γ)α′
jt(A)

]

.

Proof. Suppose that (3.2) is not valid, then there exists an eigenvalue λ of A/α

such that λ 6∈ G
(γ)
1 (A) and hence λ ∈ [G

(γ)
1 (A)]c. By the definition and property of
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complement set, we know

[G
(γ)
1 (A)]c =

{

l
⋃

t=1

{

z ∈ C : |z − ajtjt | ≤ γPjt(A) + (1− γ)Sjt(A)− w
(γ)
jt

}

}c

=

l
⋂

t=1

{

z ∈ C : |z − ajtjt| ≤ γPjt(A) + (1− γ)Sjt(A)− w
(γ)
jt

}c

=

l
⋂

t=1

{

z ∈ C : |z − ajtjt| > γPjt(A) + (1− γ)Sjt(A)− w
(γ)
jt

}

,

hence, for all 1 ≤ t ≤ l,

|λ− ajtjt | > γPjt(A) + (1− γ)Sjt(A)− w
(γ)
jt

.

By direct calculation,

|λ− ajtjt | > γPjt(A) + (1− γ)Sjt(A)− w
(γ)
jt

= γPjt(A) + (1− γ)Sjt(A)− min
1≤w≤k

|aiwiw | − γPiw(A)− (1− γ)Siw(A)

|aiwiw | − γαiw(A)− (1− γ)α′
iw
(A)

[

γαjt(A) + (1− γ)α′
jt(A)

]

≥ γPjt(A) + (1− γ)Sjt(A)−
|aiwiw | − γPiw(A)− (1− γ)Siw(A)

|aiwiw | − γαiw(A)− (1− γ)α′
iw
(A)

[

γαjt(A) + (1− γ)α′
jt
(A)

]

= γαjt(A) + γβjt(A) + (1− γ)α′
jt
(A) + (1− γ)β′

jt
(A)

−
|aiwiw | − γαiw(A)− γβiw(A)− (1− γ)α′

iw
(A)− (1− γ)β′

iw
(A)

|aiwiw | − γαiw(A)− (1− γ)α′
iw
(A)

[

γαjt(A) + (1− γ)α′
jt
(A)

]

= γβjt(A) + (1− γ)β′
jt(A) +

γβiw(A) + (1− γ)β′
iw
(A)

|aiwiw | − γαiw(A)− (1− γ)α′
iw
(A)

[

γαjt(A) + (1− γ)α′
jt
(A)

]

.

Hence for all 1 ≤ t ≤ l and 1 ≤ w ≤ k

|λ− ajtjt | − γβjt(A)− (1− γ)β′
jt
(A)

γαjt(A) + (1− γ)α′
jt
(A)

>
γβiw(A) + (1− γ)β′

iw
(A)

|aiwiw | − γαiw(A)− (1− γ)α′
iw
(A)

.

Because A(α) is strictly γ-diagonally dominant, by Theorem 2.4 we know B(λ) is an

H-matrix, where

B(λ) =

(

A(α) A(α,αc)
A(αc, α) A(αc)− λI

)

.
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Notice that B(λ)/A(α) = A(αc) − λI − A(αc, α)[A(α)]−1A(α,αc) = A/α − λI. By

Lemma 3.2 and Lemma 2.1 we know H-matrices and diagonally dominant matrices

are nonsingular, as B(λ) is an H-matrix and A(α) is a strictly γ-diagonally dominant

matrix, B(λ) and A(α) are nonsingular, and by Lemma 3.1 we know that

det(A/α − λI) = det[B(λ)/A(α)] =
detB(λ)

detA(α)
6= 0,

which is in contradiction with the assumption that λ is an eigenvalue of A/α. Thus we

have completed the proof. �

Theorem 3.2. Let A ∈ Cn×n, α = {i1, i2, . . . , ik} = N1 and αc = {j1, j2, . . . , jl} =
N2 with N1 ∪ N2 = N,N1 ∩ N2 = ∅. If there exists γ ∈ (0, 1] such that |aiwiw | >
αiw(A)

γSiw(A)
1−γ for all 1 ≤ w ≤ k, then

σ(A/α) ⊆
l
⋃

t=1

{

z ∈ C : |z − ajtjt |
1

γ ≤ Pjt(A)Sjt(A)
1−γ

γ − r
(γ)
jt

}

≡ G
(γ)
2 (A), (3.3)

where

r
(γ)
jt

= min
1≤w≤k

|aiwiw |
1

γ − Piw(A)Siw(A)
1−γ

γ

|aiwiw |
1

γ − αiw(A)Siw(A)
1−γ

γ

[

αjt(A)Sjt(A)
1−γ

γ

]

.

Proof. In order to prove (3.3), we suppose that (3.3) is not valid, then there exists an

eigenvalue λ of A/α such that λ 6∈ G
(γ)
2 (A) and hence λ ∈ {G

(γ)
2 (A)}c, by the definition

and property of complement set,

{

G
(γ)
2 (A)

}c

=

{

l
⋃

t=1

{

z ∈ C : |z − ajtjt|
1

γ ≤ Pjt(A)Sjt(A)
1−γ

γ − r
(γ)
jt

}

}c

=
l
⋂

t=1

{

z ∈ C : |z − ajtjt|
1

γ ≤ Pjt(A)Sjt(A)
1−γ

γ − r
(γ)
jt

}c

=
l
⋂

t=1

{

z ∈ C : |z − ajtjt|
1

γ > Pjt(A)Sjt(A)
1−γ

γ − r
(γ)
jt

}

.

Therefore we obtain that for all 1 ≤ t ≤ l

|λ− ajtjt|
1

γ > Pjt(A)Sjt(A)
1−γ

γ − r
(γ)
jt

.
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By direct calculation,

|λ− ajtjt |
1

γ

> Pjt(A)Sjt(A)
1−γ

γ − r
(γ)
jt

= Pjt(A)Sjt(A)
1−γ

γ − min
1≤w≤k

|aiwiw |
1

γ − Piw(A)Siw(A)
1−γ

γ

|aiwiw |
1

γ − αiw(A)Siw(A)
1−γ

γ

[

αjt(A)Sjt(A)
1−γ

γ

]

≥ Pjt(A)Sjt(A)
1−γ

γ −
|aiwiw |

1

γ − Piw(A)Siw(A)
1−γ

γ

|aiwiw |
1

γ − αiw(A)Siw(A)
1−γ

γ

[

αjt(A)Sjt(A)
1−γ

γ

]

= αjt(A)Sjt(A)
1−γ

γ + βjt(A)Sjt(A)
1−γ

γ

−
|aiwiw |

1

γ − αiw(A)Siw(A)
1−γ

γ − βiw(A)Siw(A)
1−γ

γ

|aiwiw |
1

γ − αiw(A)Siw(A)
1−γ

γ

[

αjt(A)Sjt(A)
1−γ

γ

]

= βjt(A)Sjt(A)
1−γ

γ +
βiw(A)Siw(A)

1−γ

γ

|aiwiw |
1

γ − αiw(A)Siw(A)
1−γ

γ

[

αjt(A)Sjt(A)
1−γ

γ

]

.

Hence for all jt ∈ αc and iw ∈ α

|λ− ajtjt|
1

γ − βjt(A)Sjt(A)
1−γ

γ

αjt(A)Sjt(A)
1−γ

γ

>
βiw(A)Siw(A)

1−γ

γ

|aiwiw |
1

γ − αiw(A)Siw(A)
1−γ

γ

.

Since |aiwiw | > αiw(A)
γSiw(A)

1−γ for all 1 ≤ w ≤ k, by Theorem 2.5, we know that

matrix B(λ) is an H-matrix, where

B(λ) =

(

A(α) A(α,αc)
A(αc, α) A(αc)− λI

)

.

Observe that B(λ)/A(α) = A(αc) − λI − A(αc, α)[A(α)]−1A(α,αc) = A/α − λI and

H-matrices are nonsingular, therefore by Lemma 3.1, we know

det(A/α − λI) = det(B(λ)/A(α)) =
det(B(λ))

det(A(α))
6= 0.

It implies λ is not an eigenvalue of A/α. Thus we have completed the proof. �

Remark 3.1. If α ⊆ {i ∈ N : |aii| > Pjt(A)
γSjt(A)

1−γ}, it easy to see for all 1 ≤ w ≤ k,

|aiwiw | > Piw(A)
γSiw(A)

1−γ ,

and therefore

|aiwiw |
1

γ > Piw(A)Siw(A)
1−γ

γ ,
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and r
(γ)
jt

> 0. By (3.3), we obtain

σ(A/α) ⊆
l
⋃

t=1

{

z ∈ C : |z − ajtjt |
1

γ ≤ Pjt(A)Sjt(A)
1−γ

γ − r
(γ)
jt

}

⊆
l
⋃

t=1

{

z ∈ C : |z − ajtjt |
1

γ ≤ Pjt(A)Sjt(A)
1−γ

γ

}

=
l
⋃

t=1

{

z ∈ C : |z − ajtjt| ≤ Pjt(A)
γSjt(A)

1−γ
}

.

Hence if α ⊆ {i ∈ N : |aii| > Pi(A)
γSi(A)

1−γ}, the eigenvalues of the Schur comple-

ment are located in the Ostrowski discs of the original matrices.

Remark 3.2. Suppose A ∈ Cn×n, α = {i1, i2, . . . , ik}, α
c = N − α = {j1, j2, . . . , jl} and

denote

wjt = min
1≤v≤k

|aiviv | − Piv (A)

|aiviv |

k
∑

u=1

|ajtiu |; wT
jt = min

1≤v≤k

|aiviv | − Siv(A)

|aiviv |

k
∑

u=1

|aiujt |.

Under the conditions α ⊆ Nr(A) ∩ Nc(A) 6= ∅, J. Z. Liu and Z. J. Huang [2] obtained

the following eigenvalue distributions for the Schur complement A/α :

σ(A/α) ⊆
l
⋃

t=1

{

z ∈ C : |z − ajtjt | ≤ γPjt(A) + (1− γ)Sjt − γwjt − (1− γ)wT
jt

}

(3.4)

σ(A/α) ⊆
l
⋃

t=1

{

z ∈ C : |z − ajtjt | ≤ (Pjt(A) −wjt)
γ(Sjt − wT

jt)
1−γ

}

. (3.5)

However, according to Theorem 3.1, we just need the condition A(α) is strictly γ-

diagonally dominant, then we can obtain the eigenvalue distributions (3.2), and by

Theorem 3.4, to get the eigenvalue distributions (3.3) we just need the condition

|aiwiw | > αiw(A)
γSiw(A)

1−γ for all 1 ≤ w ≤ k. Furthermore if α ⊆ Nr(A) ∩Nc(A), we

can see that under certain conditions the eigenvalue distributions (3.2) is better than

(3.5) for some matrices from the later numerical examples.

We obtain the following results if we choose γ = 1 in Theorem 3.1.

Corollary 3.1. Let A ∈ Cn×n, α = {i1, i2, . . . , ik} ⊂ N and αc = {j1, j2, . . . , jl}. If A(α)
is strictly diagonally dominant, then

σ(A/α) ⊆
l
⋃

t=1

{

z ∈ C : |z − ajtjt | ≤ Pjt(A)− w
(1)
jt

}

, (3.6)

where

w
(1)
jt

= min
1≤w≤k

|aiwiw | − Piw(A)

|aiwiw | − αiw(A)
αjt(A).
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Remark 3.3. Under the condition α ⊆ Nr(A), J. Z. Liu and Z. J. Huang [2] obtain the

following eigenvalue distribution for the Schur complement:

σ(A/α) ⊆
l
⋃

t=1

{

z ∈ C : |z − ajtjt| ≤ Pjt(A)− wjt

}

. (3.7)

But in Corollary 3.1 we know we just need the condition A(α) is strictly diagonally

dominant, then we can obtain (3.6), furthermore if α ⊆ Nr(A) it is easy to see

w
(1)
jt

= min
1≤w≤k

|aiwiw | − Piw(A)

|aiwiw | − αiw(A)
αjt(A) ≥ min

1≤w≤k

|aiwiw | − Piw(A)

|aiwiw |
αjt(A) = wjt,

hence our result is better than (3.7).

4. Numerical examples

In this section, we demonstrate the effectiveness of our results by the following

examples.

Example 4.1. Let

A =













4 1 2 3 1
1 4 3 1 1
1 0 10 4 6
1 1 8 15 4
1 0 5 2 20













, α = {1, 2}.

Then

P1(A) = 7, P2(A) = 6, P3(A) = 11, P4(A) = 14, P5(A) = 8;

S1(A) = 4, S2(A) = 2, S3(A) = 18, S4(A) = 10, S5(A) = 12;

r
( 1
2
)

3 = −18, r
( 1
2
)

4 = −20, r
( 1
2
)

5 = −12.

Obviously α 6⊆ Nr(A). Hence we could not directly use the results in [2]− [3]

to obtain the eigenvalue distribution for the Schur complement A/α. However, since

|a11|
2 > |a12|S1(A) and |a22|

2 > |a21|S2(A), by Theorem 3.2 the eigenvalue λ satisfies

λ ∈ {z : |z − 10| ≤ 14.70} ∪ {z : |z − 15| ≤ 16.49} ∪ {z : |z − 20| ≤ 10.39}

≡ G2. (4.1)

Further, we use Figure 4.1 to illustrate (4.1).

https://www.cambridge.org/core/terms. https://doi.org/10.4208/nmtma.2017.y14034
Downloaded from https://www.cambridge.org/core. South University of Science and Technology of China, on 15 Aug 2017 at 09:21:33, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.4208/nmtma.2017.y14034
https://www.cambridge.org/core


The Disc Theorem for Schur Complement of Two Class Submatrices 95

−5 0 5 10 15 20 25 30
−20

−15

−10

−5

0

5

10

15

20

Figure 1: The dotted line denotes the corresponding discs of (4.1).

Example 4.2. Let

A =













10 5 2 1 0
5 10 0 1 2
1 1 4 2 0
2 0 0 6 2
0 2 2 0 8













, α = {1, 2}.

Then

P1(A) = 8, P2(A) = 8, P3(A) = 4, P4(A) = 4, P5(A) = 4;

S1(A) = 8, S2(A) = 8, S3(A) = 4, S4(A) = 4, S5(A) = 4;

w3 = w4 = w5 = wT
3 = wT

4 = wT
5 = 0.4;

w
( 1
2
)

3 = w
( 1
2
)

4 = w
( 1
2
)

4 = 0.8.

Since α ⊆ Nr(A) ∩ Nc(A), if we take γ = 1
2 , by Theorem 4 of [2], we know the

eigenvalue λ of A/α satisfies

λ ∈
{

z : |z − 4| ≤ 3.6} ∪ {z : |z − 6| ≤ 3.6} ∪ {z : |z − 8| ≤ 3.6
}

≡ G2. (4.2)

On the other hand, by Theorem 3.1, we know the eigenvalue λ of A/α satisfies

λ ∈
{

z : |z − 4| ≤ 3.2} ∪ {z : |z − 6| ≤ 3.2} ∪ {z : |z − 8| ≤ 3.2
}

≡ G3. (4.3)

Further, we use Figure 4.2 to illustrate (4.2) and (4.3).

It is clear that G3 ⊂ G2, from both (4.2), (4.3) and Figure 4.2.
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Figure 2: The dotted line and dashed line denote the corresponding discs of (4.2) and (4.3), respectively.
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