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Abstract. The distribution for eigenvalues of Schur complement of matrices plays
an important role in many mathematical problems. In this paper, we firstly present
some criteria for H-matrix. Then as application, for two class matrices whose sub-
matrices are ~y-diagonally dominant and product v-diagonally dominant, we show
that the eigenvalues of the Schur complement are located in the Gersgorin discs and
the Ostrowski discs of the original matrices under certain conditions.
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1. Introduction and notations

In many fields such as control theory and computational mathematics, the theory of
Schur complement plays an important role. A lot of work have been done on it. Based
on the Gersgorin discs and Gassini ovals, Liu and Zhang firstly presented the notations
of disc separations and considered the disc separations for diagonally dominant matrix
and their Schur complement ([1]). Further, Liu obtained some estimates for dominant
degree of the Schur complement and some bounds for the eigenvalues of the Schur
complement by the entries the original matrix ([1-5]). For another, as the eigenvalue
distribution problem on the Schur complement has important applications (see e.g., [2—
4]), thus there are many researchers pay attention to it. Liu and Zhang considered the
relation between the eigenvalues of the Schur complement and the submatrix for di-
agonally dominant matrix A with real diagonal elements in the paper ([1]). Cvetkovi¢
and Nedovi¢ [6] generalized this result to the S-strictly diagonally dominant matrix.
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The Disc Theorem for Schur Complement of Two Class Submatrices 85

In [7], Liu and Huang obtained the number of eigenvalues with positive real part and
with negative real part for the Schur complement of H-matrix with real diagonal el-
ements. Later, Zhang et al. [8] generalized this result to the H-matrix with complex
diagonal elements. Liu et al. presented some bounds for the eigenvalues of the Schur
complement by the entries of original matrix ([2-5]). As stated in these papers above,
if the eigenvalues of the Schur complement can be estimated by the elements of the
original matrix, it easy to know whether a linear system could be transformed into two
smaller one which can be solved by iteration. This kind of iteration, which has many
advantages, is called the Schur-based iteration, as it converts the original system into
two smaller ones by the Schur complement. Hence, investigating the distribution for
eigenvalues of Schur complement is of great significance.

In the following, we recall some notations and definitions. Let C"™*™ denote the set
of all n x n complex matrices, N = {1,...,n} and A = (a;;) € C™*", where n > 2 and
let Ny U Ny = N, N1 N Ny = (). Denote

a(A)= Y layl BiA)= ¥ layl, P(A) = @A)+ 5i(A);

JENT,jFi JEN2,jF1
ol A) = 3 ajl, BUA) = X aul. Si(A) = aj(A) + Bi(A).
JENT,jFi JEN2,jF1

Take
No(A) = {isi € NJaul > B(A) ) Ne(4) = {55 € N,Jagl > S5(4)}.

The comparison matrix of A, which is denoted by u(A) = (¢;;), is defined as

e
o { b i

—lagjl, i i#j.
It is known that A is a (row) diagonally dominant matrix (D,,) if forall:i =1,...,n,
laii| > P;(A). (1.1

A is a y-diagonally dominant matrix (D)) if there exists v € [0, 1] such that
|aii| = yPi(A) + (1 —7)Si(A), VieN. (1.2)

And A is called a product y-diagonally dominant matrix (P D,}) if there exists v € [0, 1]
such that
lai;| > [P,(A)][Si(A)]'™7, VieN. (1.3)

If all inequalities in (1.1)-(1.3) hold, A is said to be strictly (row) diagonally dominant
(SD,,), strictly v-diagonally dominant (SD,)), and strictly product v-diagonally domi-
nant (SPD,)), respectively. If there exists a diagonal matrix D, with positive diagonal
elements, such that AD is strictly diagonally dominant, strictly v-diagonally dominant
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and strictly product y-diagonally dominant respectively, we call A generalized diago-
nally dominant (GSD,,), generalized y-diagonally dominant (GSD;,) and generalized
product y-diagonally dominant (GSPD,)), respectively.

A matrix A is an M-matrix, if it can be written in the form A = mI— P, where Pis a
nonnegative matrix and m > p(P), the spectral radius of P. A matrix A is an H-matrix,
if u(A) is an M-matrix. we denote by H,, and M, the sets of n x n H-matrices and
M -matrices, respectively.

For nonempty index sets «, 8 C N whose elements are both conventionally ar-
ranged in increasing order, we denote by |a| the cardinality of @ and a“ = N — « the
complement of o in N. We write A(«, §) to mean the submatrix of A € C"*" lying in
the rows indexed by « and the columns indexed by 5. A(«, «) is abbreviated to A(«).
Assuming that A(«) is nonsingular, the Schur complement of A with respect to A(«),
which is denoted by A/A(«) or simply A/« is defined to be

A(a®) — A(af, a)[A(a)] 7L Ao, af). (1.4

In this paper, we first present some criteria for H-matrix. Then as application,
for two class matrices whose submatrices are ~y-diagonally dominant and product ~-
diagonally dominant, we show that the eigenvalues of the Schur complement are lo-
cated in the Gersgorin discs and the Ostrowski discs of the original matrices under
certain conditions.

2. The criterion for H-matrix

In order to obtain the eigenvalue distribution of the Schur complement by the en-
tries of the original matrix, in this section, we present two new criteria for the H-matrix.

Lemma 2.1. ([9, p.137]) A matrix A € C™*" is an H-matrix if and only if A is general-
ized diagonally dominant.

Lemma 2.2. ([7, Theorem 2]) Let A € C"™*"™. Then the following conditions are equiva-
lent:

(i) A€ H,.

(ii) There exists v € [0, 1] such that A € GSD,).

(iii) There exists v € [0,1] such that A € GSPD,).

Lemma 2.3. ([10, p.114-115]) A matrix A € C™*" is an H-matrix if and only if there
exists positive diagonal matrices D, and D5 such that D1 AD, is an H-matrix.

Theorem 2.1. Let A € C™*™. If there exists proper subsets N1, Ny of N with N7 U Ny =
N,N1 N Ny =0 and~ € [0,1] such that A(N3) is strictly v-diagonally dominant and
Jaii] —y0i(A) — (1= 7)af(4) _ 7e5(A) + (1~ 7)af(A)

YBi(A) + (1 = 7)Bi(A) laj;| —vBi(A) — (1 —7)Bi(A)

(2.1)
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The Disc Theorem for Schur Complement of Two Class Submatrices 87

foralli € Ny,j € N, then A is an H-matrix. Note when ~f;(A) + (1 — v)B.(A) =

0,we let
|aii] = yai(A) = (1 = 7)Bi(A)
VBi(A) + (1 —7)Bi(A)
Proof. By (2.1), we can choose d such that
v (A) = (1 — ) i(A) + (1 —v)i (A
i [0 (o) ey + (= egd)
€Nt YPi(A) + (1 —7)5i(4) jeNs lajjl = vBi(A) = (1 = 7)F5(A)
Since A(N3) is strictly vy-diagonally dominant, we have so d > 0 and we can construct

a positive diagonal matrix D = diag(d;|d; = 1,7 € Ny;d; = d,i € Ny). Denote B =
DAD = (bw) Then

= +o0.

Qij, if 1€ Ny,j € Ny;
b — daij, if ¢ Nl, € No;
w dai]’, if i¢e No,j € Ny;
dzaij, if ¢ No,j € Ns.
Hence for all 7 € Ny,
|bis| —vPi(B) — (1 —7)Si(B)
= |ai| - ’YO@(A) VBi(A)d — (1 —7)aj(A) — (1 —7)Bi(A)d
= laii| —vai(A) = (1 = 7)o;(A) — [¥Bi(A) + (1 — 7)Bi(A)ld
> |aii| — voi(A) — (1 = y)ei(A) — [YBi(A) + (1 —7)Bi(A)]
|aii| —yei(A) — (1 — 7)oz (A)

vBi(A) + (1 —7)Bi(A)
=0,

and for all 1 € No,
|bii| —vFi(B) — (1 —7)Si(B
= |ai|ld® — yai(A)d — yBi(A)d* — (1 — y)aj(A)d — (1 — 7)Bj(A)d?
= d{[laiil = 8:i(A) = (1 = )Bi(A)]d — yai(A) — (1 —y)a;(A)}
U ABUA) - (1 — 8 vai(A) + (1 = 7)ai(4)
7 dllaal =28 = @ = s o~ e
—7a(4) — (L= 7)al(4)

=0.

Hence B is strictly y-diagonally dominant and by Lemma 2.2 we know B is an H-
matrix. By Lemma 2.3 it is easy to know A is an H-matrix. g

Theorem 2.2. Let A € C™*". If there exists proper subsets N1, Ny of N with N1 U Ny =
N,Ni; N Ny =0 and~ € (0,1] such that |aj;| > 8;(A)7S;(A)'~" and

1—v

ail” —aASi(A) T ay(A)5,4) T

1—y 1 1— (2-2)
Bi(A)S;(A) 7 lajjl" — Bj(A)S;(A) +
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1=y

foralli € Ny,j € Ny, then A is an H-matrix. Note when [3;(A)S;(A) ™ =0, we let

1 1—~
il — ai(A)Si(A) 7
oil” — oS
Bi(A)Si(A) ™
Proof. By (2.2) we can choose d such that
T ai(A)Si(A) T A)S;(A)
min |am|7 _az( ) Z(,ﬂ/) i > d > max ?J( ) ]( ) i —
N Bi(A)Si(A) T TEN2 a7 — B;(A)S;(A) 7

Since |a;;| > B;(A)7S;(A)'7 for all j € Ny, we know d > 0. Hence we can construct
a positive diagonal matrix D = diag(d;|d; = 1,i € Ny;d; = d,i € N3) and denote
B=AD = (bij), then

b — Qij, if jE Ny;
* daij, if 7 € No.

By direct calculation, we know for all i € Ny,
bl " — PAB)S(B) =
— Jaul™ — ai(A)Si(A) T — dBi(A)S;(A)7
s aal” — ai(A)Si(A) T

> Jal” — ai(A)Si(4) 7 L Bi(A)Si(A)
Bi(A)Si(A)
and for all 7 € No,
bal” ~ PAB)S,(B) T )

= (dlaa])7 — i(A)dSi(A) T — dBi(A)(dSi(A) T

=47 [Jaal d = a(A)S,(4) T = dB(A)S,(4) T |

= a7 {[aal” = BASIA) T | d - a()Si(4) 7}

>d'5* {[miiﬁ BT S T a@(A)sz-(A)V}

|aii|¥ — Bi(A)Si(A) ™

=0.

1—
For all i € N, ]bii\% > PZ-(B)Si(B)TW, ie., |bi| > Py(B)'S;(B)'7, so B is a strictly
product v-diagonally dominant matrix and A is a generalized product ~-diagonally
dominant matrix. By Lemma 2.2 it is easy to know A is an H-matrix. O

If we choose v = 1 in the Theorems 2.1 or 2.2, we obtain the following corollary.
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The Disc Theorem for Schur Complement of Two Class Submatrices 89

Corollary 2.1. Let A € C™*™. If there exists proper subsets N1, Ny of N with N1 U Ny =
N, Ny N Ny = () such that A(N,) is strictly diagonally dominant and

|aiil = i(4) a;(A)
Bi(A) laj;] — B;(A)’

forall i € N1,j € N, then A is an H-matrix.

2.3)

Remark 2.1. Theorems 1 and 2 of the paper [11] are exactly Corollary 2.1 of this paper.
In [12], R. S. Varga called this matrix which satisfy the condition of Corollary 2.1 S-
strictly diagonally dominant matrix and by using it obtained an eigenvalue inclusion
set in the complex plane.

3. Distribution for eigenvalues of Schur complement
In this section, for two class matrices whose submatrices are y-diagonally dominant
and product y-diagonally dominant, we show that the eigenvalues of the Schur com-
plement are located in the Gersgorin discs and Ostrowski discs of the original matrices
under certain conditions.
Lemma 3.1. ([13, p.19]) Let A € C™*"™ and o« C N. If A(«) is nonsingular, then

det A = det(A/a) det A(a). (3.1)

Lemma 3.2. ([14, p.349]) Let A = (a;j) € C™*" be strictly diagonally dominant. Then
A is invertible.

Theorem 3.1. Let A € C™", o = {il,iz, ce ,ik} =N, af = {jl,jg, e ,jl} = N, with

N1UNy = N,N;N Ny = 0. If there exists v € [0, 1] such that A(«) is strictly v-diagonally
dominant, then

!
otafa) € U{z € Csle = asil 7B+ (=8 4) —uf]'}

E (4), (3.2)

Il
Q

where

W = min |Gwiel = 7P, (A) = A =9)8,(4) R
= Tl (A [vayj, (A) + (1 —7)a, (A)] .

Tw

Proof. Suppose that (3.2) is not valid, then there exists an eigenvalue A of A/«
such that \ ¢ G(ﬂ) (A) and hence )\ € [G?)(A)]C. By the definition and property of
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complement set, we know

l (&
G A = {U {z€ 0tz =il <APL(A) + (1) (4) - wﬁj’}}
t=1
l

{Z €C: |Z - ajtjt| < ’YPJ't(A) + (1 - ’Y)Sjt(A) - w(j)}

Jt

.
Il
—

Il
DN

{z €C:|z- ajtjt‘ > ’YPjt(A) +(1— ’)’)Sjt(A) — ’u)(.’y)} ,

i
I\

hence, forall1 <t </,
A —ajj| > VP (A) + (1 —7)8;,(4) — .

Jt

By direct calculation,

A - a’jtjt’ > ’YPjt(A) +(1— fy)Sjt(A) _ w("Y)

Jt
iy, | = 7P, (4) = (1= 7)Si, (4)
= 7P (A) + (1 = 7)5;,(4) - min (@i | — Y0 (A) — (1 = 7)a, (A)
[ya;, (A) + (1 = 7)al), (A)]
> vPj,(A) + (1 —7)5;,(A) — lzwl = lf”” Ej; - 8 = 335*" Eig

[vey, (A) + (1 = y)aj, (A)]
=05, (A) + 785, (A) + (1 = 7)aj,(4) + (1 —7)8;,(4)
Naigin] = 700, (A) =185, (A) = (1 = 7)o, (
| Qi | — ’Yazw(A) (1 =)oy, (4)

[, (A) + (1 = 7)aj,(A)]
o o VBi (4) + (1= 7)BL, (4)
- ’YIBJt (A) + (1 ’Y)/B]t(A) + |aiwiw| o ’Yalw(A) (1 _ 'Y) !
[va, (A) + (1 = 7)aj,(4)] .
Henceforalll1 <t<land1<w <k

A= a5 — B, (A) — (1 —7)B;,(4) N VB, (A) + (1 = )8 (A)
Yoy, (A) + (1 = 7)aj, (4) |@iiy | — veti, (A) — (1 — 7) /

WA

Because A(«) is strictly v-diagonally dominant, by Theorem 2.4 we know B(J) is an
H-matrix, where

_( Al Ala,af)
B = < A(a®,0) A(a®) —AI )
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The Disc Theorem for Schur Complement of Two Class Submatrices 91

Notice that B(A\)/A(a) = A(a®) — M — A(a®, a)[A(a)] ' A(a, a¢) = A/a — M. By
Lemma 3.2 and Lemma 2.1 we know H-matrices and diagonally dominant matrices
are nonsingular, as B(\) is an H-matrix and A(«) is a strictly «-diagonally dominant
matrix, B(\) and A(«) are nonsingular, and by Lemma 3.1 we know that

det B(\)

det(4/a = AT) = det[ BON)/A(e)] = gy

# 0,

which is in contradiction with the assumption that \ is an eigenvalue of A/«. Thus we
have completed the proof. O

Theorem 3.2. Let A € C™"", a = {il,iz,...,ik} = N; and of = {jl,jz,...,jl} =
Ny with Ny U No = N,N; N Ny = (. If there exists v € (0,1] such that |a;,;,| >
a;, (A)1S;, (A7 forall 1 < w < k, then

Jt

l
o(4/a) C | J {z €C |z —az,,]7 < P(A)S;,(A) 7 - )} a4),  3.3)

where

1
pt) = min Swlel o ‘ T [ajt(A)Sjt(A)liTw}.

Iswsk ’azwzw”y aiw (A)Slw (A)T

Proof. In order to prove (3.3), we suppose that (3.3) is not valid, then there exists an

eigenvalue A of A/« such that \ ¢ Gg’) (A) and hence X\ € {Gg’) (A)}¢, by the definition
and property of complement set,

l (&
1 1y
{G(’y {U zeC: ajtjth < Pjt(A)Sjt(A) T T](Z)}}
1 1-y c
= ﬂ { ajtjt‘ﬂ/ < Pjt(A)Sjt(A) T T](Z)}
t=1
l
1 1y
= m {Z eC: ajt]'th > Pjt(A)Sjt(A) T T]('Z)}'
t=1
Therefore we obtain that forall 1 < ¢ <

1 1—
A —ajj|7 > Py (4)S;,(4) 5 — 7,
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By direct calculation,

1
|)\ - ajtjth
177—\{
> P;,(A)S),(A) 7 —rl)
1
— Py (A)S,, (A) 5 — min [Gwinl = P (4)

> B ()8, (4)' 5~ Goetel L 2P 1T ), (4)5]
@i | — i, (A) S, (A) 7
= aj,(A)S;,(A) 7 + B;,(A)S;,(A) =
_ |aiwiw|% - aiw(Al)Si (A)l%W — Biw, (fzsi (A)l%W |:Oéjt(A)Sj (A)I_TV}
@i | — iy, (A)Si, (A) 7
s Bia(4)Si (4)

= 6jt(A)Sjt (A)T + 1 1
| Qi |7 — i, (A) S, (A)

Hence for all j; € ¢ and i\, € «

1 1y 14
’)‘ — Qjy 5, ’ 7= 6jt (A)Sjt (A) v > 6211, (A)Szw (A) v
@, (A)S;,(A) | Qi |7 — iy, (A) S, (A)

Since |a;,;,| > i, (A)7S;, (A)=7 for all 1 < w < k, by Theorem 2.5, we know that
matrix B(\) is an H-matrix, where

_ [ Ao Aa, a)
B = < Alaf,0) A(a®) — I )

Observe that B(\)/A(a) = A(a) — A — A(a®, a)[A(a)] "t A(a,a) = A/a — A and
H-matrices are nonsingular, therefore by Lemma 3.1, we know

_det(B()))

det(4/a = AT) = det(BV)/A(e)) = g7

£0.

It implies A is not an eigenvalue of A/«. Thus we have completed the proof. O

Remark 3.1. If o« C {i € N : |a;;| > P;,(A)7S;,(A)} 77}, iteasy to see forall 1 < w < k,
|iin] > P, (A)7S:,(4)7,

and therefore -

(i T > Piy (A)Si, (A) 7
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The Disc Theorem for Schur Complement of Two Class Submatrices 93

and r( s 0. By (3.3), we obtain

o(A/a) C {zEC’:|z—ajtjt|% Sf)jt(A)Sjt(A)liTﬂ/—r(.’Y)}

Jt

-~

4~
Il
—

1 1-y
{z € C:|z—ajj |7 < Pj,(A)S;(A) ~ }

N
C -~

i
I\

I
CN

{Z€C¢| - aj,5,| < Pj,(A)S 1 7}

.
Il
—

Hence if o C {i € N : |ay| > P;i(A)YS;(A)!77}, the eigenvalues of the Schur comple-
ment are located in the Ostrowski discs of the original matrices.

Remark 3.2. Suppose A € C"*", v = {iy,19,... i}, 0 =N —a = {j1,J2,..., 1} and
denote

k k
P (A =S (A
wj, = min MZMMJ; w! = min MZMMM.

1<v<k |aiviv| 1<v<k |aiviv|

u=1 u=1

Under the conditions o C N,.(4) N N.(A) # 0, J. Z. Liu and Z. J. Huang [2] obtained
the following eigenvalue distributions for the Schur complement A/« :

-~

o(A/a) C {Z € C ]z —aj,| < VP (A) + (1 —7)Sj, —ywj, — (1 — 'Y)wz} (3.4)

5~
Il
—

-~

o(4fa) € |J{z € C: Iz = @il < (Pu(A) = w;) (85— w])' 7}, (3.5)

Jt

i
I\

However, according to Theorem 3.1, we just need the condition A(«) is strictly -
diagonally dominant, then we can obtain the eigenvalue distributions (3.2), and by
Theorem 3.4, to get the eigenvalue distributions (3.3) we just need the condition
|@iyin] > au, (A)7S;, (A)17 for all 1 < w < k. Furthermore if  C N,.(A) N N.(4), we
can see that under certain conditions the eigenvalue distributions (3.2) is better than
(3.5) for some matrices from the later numerical examples.

We obtain the following results if we choose v = 1 in Theorem 3.1.

Corollary 3.1. Let A € C™*", a = {iy,49,...,i} C N and o¢ = {j1, jo, ..., Ji}- If Alc)
is strictly diagonally dominant, then

l
A/a U {Z €C: ajtjt| < Pjt(A) - w(‘l)} s (3.6)

where 4|~ P (A)
(1 _ Biiw| — Ly ,
5= B0 g — s (A) )
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Remark 3.3. Under the condition oo C N,.(A), J. Z. Liu and Z. J. Huang [2] obtain the
following eigenvalue distribution for the Schur complement:

l
o(AJa) C U {z €C:|z—a;,) < Pi,(A) - wjt}. (3.7)

But in Corollary 3.1 we know we just need the condition A(«) is strictly diagonally
dominant, then we can obtain (3.6), furthermore if « C N,(A) it is easy to see

o P (A
w(l) — min | zwzw| Zw( )ajt (A) > min
1wk |aiyi, | — @iy, (A) 1<w<k | Qi |

| in| — P

Tw

(4)

Oéjt (A) = wjt,

hence our result is better than (3.7).

4. Numerical examples

In this section, we demonstrate the effectiveness of our results by the following
examples.

Example 4.1. Let

4 1 2 1
14 3 1 1
A=l1010 4 6 |, a={1,2).
11 8 15 4
10 5 2 20
Then
@)__ e @&
r3?’ = —18, r,*" = -20, rg?’ = —12.

Obviously a« Z N, (A). Hence we could not directly use the results in [2]— [3]
to obtain the eigenvalue distribution for the Schur complement A/a. However, since
la11]? > |a12|S1(A) and |agz|? > |as1|S2(A), by Theorem 3.2 the eigenvalue X satisfies

Ae{z:]z—10] <1470} U{z: |z — 15| < 16.49} U {z : |z — 20| < 10.39}

Further, we use Figure 4.1 to illustrate (4.1).
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Figure 1: The dotted line denotes the corresponding discs of (4.1).

Example 4.2. Let

10 5 2 1 0
5 10 0 1 2
A= 1 1 4 2 0 |, a={1,2}.
2 0 0 6 2
0 2 2 0 8
Then
Pi(A) =8, Po(A) =8, P3(A) =4, Py(A) =4, Ps(A) =4;
S1(A) =8, S2(A) =8, S3(A) =4, Sy(A) =4, S5(A) = 4;
w3 = Wy = 5:wg:w:{:wg:0.4,
1 1 1
w:(f) = wz(f) = wz(f) =0.8

Since &« C N,(A) N N.(A), if we take v = %, by Theorem 4 of [2], we know the
eigenvalue \ of A/« satisfies

Ae {z: 2~ 4] <36} U{z:]z— 6] <3.6)U{z:|z—§| §3.6} = G (4.2)
On the other hand, by Theorem 3.1, we know the eigenvalue A of A/« satisfies
e {z:|z—4| <32 U{z:]2—6 <32 U{z: |2 —§ §3.2} = Gs. (4.3)

Further, we use Figure 4.2 to illustrate (4.2) and (4.3).
It is clear that G3 C G4, from both (4.2), (4.3) and Figure 4.2.
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Figure 2: The dotted line and dashed line denote the corresponding discs of (4.2) and (4.3), respectively.
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