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Abstract. We present the finite difference/element method for a two-dimensional
modified fractional diffusion equation. The analysis is carried out first for the time
semi-discrete scheme, and then for the full discrete scheme. The time discretiza-
tion is based on the L1-approximation for the fractional derivative terms and the
second-order backward differentiation formula for the classical first order deriva-
tive term. We use finite element method for the spatial approximation in full dis-
crete scheme. We show that both the semi-discrete and full discrete schemes are
unconditionally stable and convergent. Moreover, the optimal convergence rate is
obtained. Finally, some numerical examples are tested in the case of one and two
space dimensions and the numerical results confirm our theoretical analysis.
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1 Introduction

The time fractional derivative is a useful tool for modeling anomalous subdiffusion [17,
18], e.g., the time fractional diffusion equation

ou(x,t)

S = oDy PAu( )+ f(x 1), x€Q, te0T], (1.1)

where A is the usual Laplace operator and 0 < B < 1, u is a positive constant; thl F
denotes the Riemann-Liouville fractional derivative of order 1 — j
1 0 v(7)

oD Po(t) = LS /0 T
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For further investigating the less anomalous subdiffusion behavior of diffusion pro-
cesses, a modified time fractional diffusion equation was proposed by introducing a
secondary time fractional derivative acting on the diffusion operator [11,21,22]

au(x,t)
ot

= (uoD' P+ 1D M) Au(x t) + f(x,t), x€Q, te[0,T],  (1.2)

where 0 < B,7 < 1, y and v are positive constants. The quantity u is defined as a
concentration or probability density function for the particles suspended in the liquid
on a bounded domain (). For the particles described by (1.2), the relation between the
mean square displacement of x(t) of the diffusion particles and the time  is

2 2dv 7

[3+1)t +I"(')/—i—l) , (1.3)

E0) =
instead of

(R 0) = rg

corresponding to (1.1). In (1.3), the mean square displacement of x(t) is dominated
by larger power for short times while for longer times it is dominated by the smaller
power.

There are already some important progresses for the numerical solutions of the
one-dimensional case of the time fractional diffusion equation (1.1), e.g., the finite dif-
ference method [4, 6,10,23-25]; Lin and Xu discuss the spectral method [14] with the
convergence rate O(727f + t7IN~™), and Jiang and Ma analyze the finite element
method [9] and show that the optimal convergent rate O(t>~F + N~™) can be ob-
tained, where m measures the regularity of the solution in space. Liu et al. study
the finite element method for the one-dimensional case of (1.2) [16] with the conver-
gent rate O(7 + 7! N~™). Here we further discuss the finite element method for (1.2)
by using the L1 approximation [5, 14] to discretize the time fractional derivatives and
show that the optimal convergent rate O(t!+™n{#7} 1 N=™) is obtained. Instead of
designing the numerical scheme straightforwardly, we first transform the Eq. (1.2) into

ou(x, - - ,
u(a); H_ (uD: P 4D} ") Au(x, t) —1—;41,A(L;());£?5
+V1“A(L;());’10)v + f(x,t), xeQ, tel0,T], (1.4)

where the relation between the Caputo fractional derivative and the Riemann-Liouville
fractional derivative is used, given as [19]

oD %0(t) = DY %0 (t) + =2, 0<8<1,
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and the Caputo fractional derivative of order 1 — ¢ is defined by

t
D0y (t) = F(lﬂ) /O (ta:vr(;)_ﬂdT’ 0<d<1. (L5)

The initial-boundary conditions of (1.4) are given as
u(x,0) =up(x), xe0; u(x, t)lopn =0, 0<t<T. (1.6)

The theoretical analysis is carried out first for the time discretization scheme, and then
for the full discrete scheme. We show that both the semi-discrete and full discrete
schemes are unconditionally stable and convergent. In the analysis of the numeri-
cal scheme, we assume that problem (1.4), (1.6) has a unique and sufficiently smooth
solution.

The rest of the paper is organized as follows. In Section 2, the semi-discrete scheme
is presented for the problem (1.4)-(1.6), and the stability and convergence analysis of
the semi-discrete scheme are performed. The full discrete scheme is constructed by
using the finite element method to discretize the spacial variables in Section 3, and
the detailed stability analysis and error estimates are provided. Section 4 makes the
numerical experiments to verify the theoretical results and some physical simulations
are also carried out to further show the robustness of the schemes. We conclude this
paper with some discussions in the last section.

2 Semi-discrete scheme and its theoretical analysis

We begin this section by introducing several necessary notations, concepts, and basic
facts about the functional spaces endowed with standard norms and inner products
that will be used in the subsequent discussions [1]

HY(Q) := {v € [2(Q), D% € [2(Q), |a| < 1},
HLY(Q) := {v € HY(Q), vlsn = o},
H"(Q) := {v € 12(Q), D" € L3(Q) forall |a] < m},

where QO C R?, a is a d-tuple of non-negative integers a;, the length of « is given by
|| := Y9, a;, D" denotes the usual partial derivative (9/dx;)" - - - (9/9x;)%v. Here
we consider the case d = 2. The standard inner products of L?(Q)) and H!(Q) are
defined, respectively, by

(u,v) = / uvdx, (u,v)1 = (u,v) + (Vu, Vo),
Q
and the corresponding norms are defined as

1 1 1
[ollo=(v,0)2, ol =(v0),  [vh= (Vo Vo).
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The norm || - ||, of the space H™(Q)) is defined by

N|—

lolln = (Y ID*0I3)".

0<|a|<m
In the present paper, instead of using the above standard H L_norm, we use the follow-

ing weighted H'-norm

B+ 7, ]2
oo = [Iell3 + E3 T o], @)

where

» 4uth 4uT7
= = —, 2.2
P=ta+p T ta+y 22)
and T is the time stepsize, and 0 < B,y < 1. It is easy to prove that the weighted
H'-norm defined by (2.1) is equivalent to the standard H'-norm.
Now, let’s first discretize the time fractional derivatives of (1.4)

1 n—1

1-p
D, "Au(x,t = Au(x,t + i1 —a;)Au(x, t,_;
u(x, tyi1) I ‘B)Tlﬁ[ u(X, tys1) ]2_0(11]“ a;)Au(x, t,_;)
— anAu(x,O)} +rz+1, (2.3)

where a; = (j + 1)f —jf, t, = nt and
|rg+1\ <Ct'*h, (2.4)

here C is a constant depending on 9?Au (see, e.g., [15]). In a similar way, we have

1 n—1

DY Au(x tysr) == | Au(x, t bii1 — bi)Au(x, b,_j
w0 ts1) = p oy | AH06 bre) + X by — b t)
- bnAu(x,O)} + (2.5)
where b; = (j +1)" — j7 and
[t < e, (2.6)

C is a constant depending on d?Au. Furthermore, we use the second-order backward
differentiation formula to discretize the first order time derivative
ou(x,t) Bu(x, tyr1) —4u(x, ty) +u(x, t,—1)

- 2 >1 2.7
ot li=t, T +0(t%), n>1, (2.7)
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and for the first step

ou(x,t) ~u(x, tr) —u(x, to)
ot =y, T

For convenience, we introduce a mesh function {g/} j>0, and define the fractional dif-

+0O(t), n=0. (2.8)

ference operator Ef by [15]

n n+l—j _ n—j
LPon 1 = a8 8 n>o0, (2.9)
and L] by
yontl _ n n+1fj _ gnfj
n
‘Ctg 1 4 ,)/ Z Tl_'Y s n 2 0/ (210)
and the difference operator
n+1 _ n n—1
3g 49" + ¢ a1
Ligtt=4 | %7 2.11)
8 ;g =0
Combining (1.4) with (2.9)-(2.11) leads to, for n > 0,
H
Lhu(x tuyr) =(uLY + VL] Au(X, tyy) + T IR0
+ 2 Au(x,0) + f(x tarr) + 7, (212)

() (n+ D7
where
Ll |t el g el _ (91 E) rl :

r =T g and 1] ( o ) ‘t:tn“ — Liu(x, tyi1);
obviously ™! = O(7?) for n > 1, and ¥ = O(7) for n = 0. Denoting the approxi-
mation of u(x ty) by 1" and omitting the truncation error, we obtain the semi-discrete
scheme of (1.4), forn > 0,

1, n+1 _ p Ay M 0
Liu™ = (uLy +vL)Au™ + F(ﬁ)(n—kl)l*ﬂTl*ﬁAu
+ Y A+ freL, (2.13)

L(y)(n+1)t-r7t=y
More concretely, (2.13) is

3yt 4yt + yn—1 n w1 n—1 .
= . . =] _ 0
o NI [Au + ];)(a]+1 aj)Au anAu ]
v 1, ' 0
S S bt —b)Au"T — ayA
+r(1+7)r1*7[ u +]§)( i1 = b)) Au" —ay u]

1%

0 n+1
T F 7 Au” + ", n>1, (2.14)

H 0
B RS
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and forn =0

ult —ud i . v
= Al =AY+ ———  (Aul — ALY
T T RO A gy (A A
H 0 v 0, 1
B GEE LRt (2.15)

According to (1.6), we supplement (2.14) and (2.15) with the initial and boundary con-
ditions as

{ u(x) = up(x), x€Q, 2.16)

w1 (x)|[so =0, n>0.

Then the weak formulations of (2.14) and (2.15) with the boundary condition (2.16)
are: for n > 1, find u"™ € H}(Q), such that for all v € H}(Q)
n—1
23u™ — 4" 4 u" 1, 0) =P { — (Vu"1, Vo) + ) (aj — ajH)(Vu"_j, Vo) 4 a,(Vu®, VU)]
=0
n—1
+ 7[— (V"1 V0) + Y (bj — bi1) (Va1 Vo) + by (Vid, w)}
=0

— Bus1 (Vu®, Vo) — 4,11 (Vu®, Vo) + 41 (f",0), (2.17)
and for n = 0, find u' € H}(Q) such that for all v € H}(Q)

(u' —ul,0) = - ’i(Vul —Vu, Vo) — %(Vul —Vu, Vo) — %(Vuo, Vo)
- %(Vuo, Vo) + (1, 0), (2.18)
where
4uthf 4utY

N OIS A (R Y S LR

Next, based on the ideas developed in [7,14,15], we will carry out the stability analysis
of the semi-discrete scheme (2.17). Before this we give the following lemma which will
be used later.

Lemma 2.1 (see [15]). For the coefficients B, By1 and 4, ¥n41 defined in (2.2) and (2.19),
we have

Bans1 < Bui1 < Ban,  ¥bui1 < Fni1 < Fbu, Vn > 0. (2.20)

The main stability results for the semi-discrete scheme (2.17)-(2.18) is given in the
following theorem.
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Theorem 2.1. The semi-discrete scheme (2.17)-(2.18) is unconditionally stable in the sense

that for all T > 0, the following inequality holds
8C3TT

E'PP<E' 4 =2 max ||f/TY3, n>1,
571—&-1 + Ynt1 1<]<” o
where
n 12 " 2+ B n—j2 T v n—ji2
= [lu"ll5 + 26" —u" I3 EZ ajlu \1+§ij\“ I, n>1,
=0 j=0

and Cq given in (2.24) depends only on the domain (); moreover, for (2.18), we have

A 1 . e 1 .
W%+§Zmﬁﬁ+%Z%WW%

4CQT

Y
<l + ao|u0\1+ 4 Dolu 0\1+[3 Hf 13-
Proof. For the initial step, choosing v = u! in (2.18) leads to
1 1 B 12Ty BB op, BB
3 < S0+ 5 11— B 1ut g~ Tt 4+ B2 Pr oy B2

TP O+ T ().

+
Thus, using the Poincare inequality [20]
[ lo < Calu']s,
we get
B ¥ By T
I 13+ Bt Tt B0 4 M

B Y B1+ 1
U3+ B 1+ D10 — BT LAR o o

B 0% B1+ Y1
smﬂ%+QWﬁ+fM%—5——4¢ﬁ+xamﬂmwm

B ¥ ﬁ1+71 Bi+n +71
<[wllf+ 1l + 1 - jul | + ||f1||0 ' |7
/31-1—
B 4C2 12
:HuOII%JrZ\MO\ﬁ*\ 0\1+[3 " ||f1Ho,
which reaches (2.23).

Forn > 1, choosing v = u"*t1in (2.17), and using the relation [8,15]

2(3un+1 o 4un + unfllun+1)

'3

(2.21)

(2.22)

(2.23)

(2.24)

=[G = 1[5 + 126 — w1 — (120" — " 7HG + T = 2u" + u" G, (2.25)
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we obtain

—1y2 1 12
13 - 20 — 3 = 2w

ﬁlun+l|2+,3 E

H“"H%H\QWH_ u"|[§ —
i —ai1) (V" V') + Ba, (Vul, Vit

b (Vu®, V1)

W+ Z(bﬁbm)(w vt
j=0
'Yn+1(vu Vun+1)+4l'(fn+1 n—l—l)
‘un+1|%

AL
ﬁlu”+1|2+ Z i —ajyn)u" ]|1+ Z aji1)
v 1'% 12
Flu" T + Z (bj — bj1)[u" |3 + > Z bj1)|u"
Ba, — a, — yb,, — b, — ¥
X Ban ,Bn+1|u0|%+ ﬁ n ﬁn+1|un+1|%_|_ YOn ’Yn+1|uo|%+ YOn ')’n+1‘un+1|%
2 2 2 2
+ 4T(fn+l, un+1)
2 onei2 B iz B¢ ni1-jp , B nt+12
=—Blu |1+§ Y ajlu |1—§Zaj|u |1+§(1 Mu"
= f=
— by)[u" 7

n+1 ’?ni b n—j 5 b n+1—j2
¥lu |1Jr 2 "3 — Z ilu |1+2(
] J':1
1 an — Pny1 Yon — Y1 Yon — Y1
:Bn+ | O|2 ﬁ n zﬁﬂ-i- |un+1|% n 5 n+ |MO|%+ n 5 n+ ‘un+1|%

+5ﬂn+ "

+4T(fn+l’un+l)

g n ~ N g n+l ~ n+1
—_i Y s . 107 i

EYalur iR+ T Ll - LY a1 g - 1Y g
j=0 j=0 j=0

j=0
P T o™ oo
n 1—j2
-|u"+ ol

Za]|un+1 ]‘1
]

‘B 4 —j2 ’7 - n
<5 Ll i+ Ly I -
=0 =0
,Bn+1 + ')’n+1 | n+1|2 8C an+1||% ﬁ?’l+ + TYn+1 ‘ n+1|2
2 ﬁnJrl + Y1 2
B - n—j T v n—j|2 :B n+1—j|2 Y " n+1—j|2
EZ "+ o Zb|” \1—§Xé)”j|“ ‘1_5.24)17]"7’[ 1
= = j= j=
(2.26)

8C2% 12
|| /",
Br+1+ Yui1
where Lemma 2.1 is used. Removing the last term on the left hand side of (2.26) and

rearranging the inequality, we obtain
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2 .2 n 2 2
VA RN Dt sy 2
Brn+1+ Tns1 1 Bjs1+ i
j=
8CHtT
<E' 4 00T ||,
Bus1 + Tny1 1jsn
Hence the proof is complete. O

Corollary 2.1. The semi-discrete scheme (2.17)~(2.18) is unconditionally stable in H'-norm,
and for all T > 0, the following inequality holds

|1 < C(|t]|wn + T B2 max || £1]lg), n>1. (2.27)
1<j<n

Proof. In view of (2.22), and using the elementary inequality (a + b)? < 2(a? + b?),
Va,b € R, we have

By P R
E! :””1”%+ ||2“l _MOH%-F 5 Z(:)aj|ul ]|%_|_ > X;)b]'|“1 ]|%
= j=

N [T

<9|lull§ + 2/l +

! i Y e 1-j)2
Lo T+ 3 bl

B ¥ 4C2 72
<201+ 9113+ oo + Tola + 30 1)

B+
4C2 12
<11 (]|l + —mmﬂh+”hw°h+ﬂ " HfH)
4C2 72

<1 ([l + 52 1AR).

It follows from (2.21) that
1" lox < C (118 lon + 1| ——— max [f|3), n>2. (2.28)
w, w, IBn 1<]<n 0 iy

By elementary computations, for n > 1, we have
YBy < 4w O0<y<p<1,
H ) (2.29)
%%gﬁn, if0<p<y<l.

Therefore
I I L FTr TP oy |
= < — = < T /5, f 0< S < 1’
Bu+dn — M+v/wBn (A +v/u)th = (14+v/p) 1 Y<pB 0
Tt Tt T(y)n' 7Tt I(Y) oy .
_ < — < 27 if _ N
Butin = A /i Qrpm)e = Gapy 0 TOSPETS
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Combining (2.28) and (2.30) leads to (2.27) for n > 1. For n = 1, by (2.23), we have

4C2 72
12 02 Q 1
u 1 S 2(Ju i+
and then use (2.30) again, we reach (2.27) for n = 1. The proof is completed. O

Next, we estimate the error of the semi-discrete scheme (2.17)-(2.18).

Theorem 2.2. Let u be the exact solution of (1.4)-(1.6) and {u" },>0 be the solution of (2.17)-
(2.18) with the initial condition given in (2.16), then we have

(-, bn) — || < CTIma{B}/2glmin{fr} -y > q) (2.31)
where C is a constant independent of T and T.

Proof. Let e" = u(-,t,) — u", and note that ¢’ = 0. For n = 0, by (2.18), we have

(e' — e v) = —%(V — Ve, Vo) — %(V — Ve, Vo) — %(VeO,Vv)
- (Ve Vo) +7(r, 0). (2.32)
Taking v = e! in (2.32), we get
'3 = ~E1e1f ~ V1ot + (o e1)
5 1 1
< Lp-Tiap+ e+ L 239
Thus
le w1 < Tllrlo < CT2 (2.34)
Let
n ni2 n n—1(2 B - n—j|2 ’7 ¢ n—j|2
e = le"lg+ 12¢" —e" g+ 5 Y ajle" i+ 5 Y bile" M, > 1
=0 =0
By (2.17), we get

2(3e" 1 — 4" + "1, 0)

= [ — (Ve Vo) + nil(”j —aj41)(Ve" ™, Vo) +a,(Ve, Vv)}
j=0

+ 75 { — (Ve Vo) + Z — bjy1)( VeI, Vo) + by (Ve°, VU)]
=0

— Bus1(VeL, Vo) — 9,41(Ve®, Vo) +41(r"1,0), n>1. (2.35)
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Taking v = ¢"*1 in (2.35), we get

€™ FHIG — lle™ 15 + 12¢" 1 — e|[§ — [[2e" — e"H[§ + [le" ! — 26" + e[

n+l|2 +ﬁ Z _ {1]+1 (venfj/ ven+1> + Ban(VBO, Ven+l) _ ,?|en+l‘%

n—1 . ~
+7 Y (b — bj1) (Ve 7, Ve ™) + 40, (Ve, Ve 1) — Biq (Ve, Ve )
j=0
_'7n+1(v60 venJrl) —|—4T( n+l en+l)
S_B|en+l|% Z _a]+1 e ]|1+ Z aj —4aj11 n+l|%
Fle" i+ - Z biy)le" T+ o Z biv1)le" T
_ _ 5h, —
+ ,B(Zn ‘Bn+1 |€O|% + :Baﬂ IBH-H |en+1‘% + YOn ')’n-i—l |80|%
2 2 2
+ 'Ybn _2'7n+1 |en+1 |% + 4T(rn+1,en+1)

f_B|en+l|2+§nila‘|en—j|2 Eia |en+1 ]|2 'B(l—a )|en+l|2
- 1 2 = ] 1 2 = ] 2 n 1

‘“’Vl—

Al + ZbV”h Ty e+ Tl
j=1

Bﬂn - ,Bn+1 |eo|% + ,Bﬂn ﬁn_H n+1‘2 + ¥bn — Yn+1 |80|%

+= 5 le >
n %wﬂ 2 4 4 (it ent)
_— - 3 n+l <l
i 7 -j -ip T i
gzmw%+2§mw%—§§%w“%—2§mw“f%
—0 j= j= =
wkrwlﬁ + 4T(1’n+1,en+1). (2.36)

Thus, rearranging (2.36), we obtain
gt < - :BrH-l ;7714—1 ’en+1’% +4T<rn+1,en+1)
8CZ 72
<4 —2||F" S
:Bn+1 + Yn+1

8CATT
max ||/ |3

<el4—0
:Bn—i-l + ')’n-&—l 1<j<n

By (2.34), we have
el < cth
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Then from (2.30), we obtain

€n+1 < CTmeax{ﬂ,’y} T2+2 min{B,v} )

Thus, we arrive at the conclusion for n > 1. OJ

3 Full discrete scheme and its theoretical analysis

In this section, we consider the finite element approximation for the derivative with
respect to the space variable. Suppose that 7}, is a triangulation of (), . is the element
diameter, and /i = max{h, }. Then, we associate T, with the space S/" C H}(Q)), which
is composed of piecewise polynomials of degree at most m, m > 1, that vanish on the
entire boundary dQ). Now, we can obtain the finite element approximations of (2.17)

and (2.18): for n > 1, find u}*! € S/ such that

2(3uZ+1 —4uj + qul,vh)
n—1 .
=B { - (VuZ“, Vo) + Y (aj — aj+1)(Vu27], Voy,) + an(Vu), Vv;,)]
j=0
n—1 .
+7 [ — (Vupth, Voy) + Y (b — bjr) (Vuy, 7, Voy) + by (Vuy, Vvh)]
j=0

— Bur1(Vup), Vo) = Va1 (Vuy, Vo) +4t(f",0), Vo, € SpY, (3.1)

and for n = 0, find u}l € 5} such that

= [T

(uj, — ul), o) = — =(Vuj — Vuy), Vo) — %(Vu}l - Vul), Vo) — %(Vug,Vvh)

— %(Vu%,Vvh) + T(fl,vh), Yo, € ). (3.2)

For the full discrete scheme, we also have the unconditional stability result as follows.

Theorem 3.1. The full discrete scheme (3.1)-(3.2) is unconditionally stable, i.e., for all T > 0,
the following inequality holds

fugllor < (s + T2 ma 7). (3)

1<j<n

The proof of Theorem 3.1 is similar to that of Theorem 2.1, so it is omitted here.
Next, we intend to estimate the error of the full discrete scheme (3.1)-(3.2). First,
we introduce the standard H'-orthogonal projection operator Py, HHQ) — S as

(VP! Vo) = (Ve, Vo), Vo€ HT(Q), s>1, Vo, €S (3.4)

For the above H! -orthogonal projection, we have the following result. And we would
use the notation I = min{m, s} hereafter.
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Lemma 3.1. For the H'-orthogonal projection operator P}, introduced in (3.4), we have

lg = Piygllwos < (R 4 7™ EN 20 ), (3.5)

for ¢ € H{(Q) N H™(Q)), s > 1, where C is a positive constant independent of h, T and ¢.

By the definition of the weighted H L_norm and the standard estimates for the stan-
dard H'-orthogonal projection operator, it is easy to prove the estimates (3.5). Fur-
thermore, we introduce the following lemma, which will be used in the estimate of
the error of the full discrete scheme.

Lemma 3.2. Let

rn;:l B u(x,tl);u(X,to) B Pfh”(x'tl);P{'fh“(x'tU), for n=20 (3.6)
Py 3u(x,t,,+])74u2(:,tn)+u(x,t,,,1) 3P, hu(x tny1)— 4P1n,1}121;(x/t”)+P1",llz”(X/tn—1)’ fO?’ n>1.
Then the following estimates hold
I 1” C(h"*1+1), n=0, 67)
r m :
PRS0 et +12), n> 1

The proof of this lemma follows the idea in [9]. Below we just give a sketch of the

proof.
Proof. For n =0,

‘rlm _|ulx ) —u(xty) Plu(x, t1) — Pl u(x, to) ’
Py, T T
u(x, tp) —u(x, fo) ou(x, ty) ou(x,ty) m ou(x, t1)
< _ _
—’ T ot ’ N ‘ ot P35 ‘
(x, tl) P1h (x,t1) — P1h (%, to)
* ‘Plh ot T ‘
<C(t+H*Y, (3.8)

and forn > 1,

i 7’3u X tug1) = 4u(X, bn) Fu(x,tyy) 3P tuga) — APT (X t) + PR (X, b )‘
Py, 2T 2T

<’3u X tny1) —4u(X tn) +u(x ty1)  ou(x, tn+1)‘ ‘au(x, tat1) _ pm ou(x, tn+1))

= 27 ot ot L9t

L pm s tusa) 3P Tt (% tng1) — AL (X tn) + P u(x, by 1)‘
Lh ot 27
<C(7% +hHh). (3.9)
Then we reach the conclusion (3.7). O

With the above two lemmas, an weighted H L_error estimate between the exact so-
lution and the solution of the full discrete scheme (3.1)-(3.2) is derived in the following
theorem.
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Theorem 3.2. Let u be the exact solution of (1.4)-(1.6), and {uj. },>o be the solution of the
full discrete scheme (3.1)-(3.2). Assume that u(-,t) € HS*1(Q), forall t € [0,T], s > 1, then
we have the following error estimate

(s tosr) = 1 o
SCTl—max{ﬁ,’y}/Z (Tl-i-min{ﬁ,'y} + hl+1 + Tmin{‘B,'y}/Zhl)/ n>0, (3.10)
where C is a constant independent of T, h and T.
Proof. For convenience, we denote U" = u(-, f,). Let
ep =U"—uy, e =U"-PU", & ="PU" —u, n=>0.
It is obvious that
e, = ¢, +¢é,.

Without loss of generality, in the following we assume &) = 0.
For n = 0, rearranging (3.2) leads to

.-
(b, on) + P T (Y, Woy)
R
= o0) + EXTPLZ T (900 90,) 4 1( o). (311)

By the definition of the H!-orthogonal projection in (3.4) and (2.12), for the case n = 0,
we have

3

(ut, o) + %(vpfhul,wh)

55 B4
=00+ PV P O p 10, Vo) 2 0) 4 o). (312)
Letting
1
—(rpm ,vh), fOI' n = 0,
et (oy) = ! 3.13
P, (o) —(r;%l,vh), for n > 1, G139
and subtracting (3.12) by (3.11), we get
. B+ s
(@ on) + %(Vei/ Voy)
55 B4
=@ o) + PV PLET(d) To,) 4 ehy (o) 410 ). (319
Taking v), = & in (3.14) and since & = 0, we get
: B+, i .
I3+ EXT1a}3 = veby () + (0. (3.15)
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Then by the Lemma 3.2, we obtain
24llwa < CT(H™! + 7). (3.16)

Therefore, using the triangle inequality ||e} |1 < [|€}||w1 + ||} ||w1 and Lemma 3.1,
the conclusion (3.10) is proved for n = 0.
For n > 1, we first rearrange (3.1) as

n—1

_[3[ Y (a; — a;1) (Vi) 7, Vo) + an(Vu), Voy,)

203uf™ — duf +ul 7 vy) + B(Vul T, Vo) + §(Vul T, Vo)
j=0 }

n—1 ,
+ 3] X (b — b1) (Va7 Voy) + b (T, Vo) |
j=0

— Bui1(Vul), Vo) — %H(Vug, Vo) +4t(f" o), Vo, €Sy (3.17)

Similarly, from (2.12) we have

203U —4u” + UL, vy) + (VU Vo) + 5(VU, V)

:B[n,z (aj — aj11)(VU" ™, Voy) + a, (VU, Vz)h)}

[i by = bj11) (VU™ Voy) + by (VUC, Vo, )|

= But 1 (VU°, Voy) = 71 (VU°, Vo) +4T(f"H, o) + 42(r"H o), Vo €5y (3.18)
Subtracting (3.18) by (3.17), we obtain

(3~”+1 ne o) + B(Vert, Vo) + 7(Vertt, Voy)
n—1 .
=p 2 — ;1) (Ve Vo) +4 Y (b — bja1) (V2,7 Voy) + (Ban — Bus1) (VE), Voy)
j=0
+ (bn — Fuy1)(VE), Vo) + 4Te$1;,§hl(vh) +4t(r"to,), Vo, €SI (3.19)

Taking v, = eZ“ in (3.19), we obtain

||e2“||o+|\z~"“ hno—n w13 ||2eh—e” o+ 1l =28 + g
g n+ n+1] —j ’)’ n+1—j2 n—j2
S-E;] i 4 B mi - Zbr i+2 Eb“ g
]:
+ N ~ ~
w n+1|2+4T|e$;’tl( )| 44| (P ) (3.20)

Let

By o gl
= llenll§ + 1128 — 15+ Zﬂ]|€Z Ryl Zble" Jrs
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By (3.20) and Lemma 3.2, we get

et < o - Pt E Tt g g ) () | ar] (4, )

<4 CTt

T (K212 4 242mindp, 0}y gy >,
n+1 T Tntl

Therefore, combining with (3.16), we obtain
||€~;'Zl||% < CTZ—maX{ﬁ,’y} (h21+2 + T2+2min{ﬁ,'y})/ Vn > 0.

Consequently, by the triangle inequality and Lemma 3.1, we obtain the conclusion
(3.10) for n > 1, and this completes the proof. ]

4 Numerical example

In this section, we present some numerical results to confirm the performance of our
numerical scheme and the convergence rate obtained in Section 3. For the finite ele-
ment space S}, we only consider the piecewise-linear case, i.e., m = 1.

4.1 One-dimensional case

Example 4.1. Consider the following one-dimensional modified fractional diffusion
equation [16]:

ou(x,t 1- oy P t

D) o} # o0} P ), xe ol 1>
u(0,t) = u(m,t) =0, t>0, 4.1)
u(x,0) =0, x & (0,7,

where the inhomogeneous term

1
(2+8)

1
f(x,t):2tsinx(1+r tﬁ+r(2+7)t7).

Then the exact solution of (4.1) is
u(x,t) = t?sin(x).

The weighted H'-norm is measured by (2.1). TCR is the abbreviation for the theo-
retical convergence rate.

In Table 1, we make the space step size h sufficiently small, i.e., # = 1/1000. Then,
the last two terms in the convergence results in (3.10) are both negligible and we can
verify the convergence rate O(t'*™"A71}) in the weighted H'-norm. And, it is ob-
vious that the numerical results coincide with theoretical analysis very well. In Table
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Table 1: 1 =1/1000, |Ju(-, tn) —uj|lw1 at t =1.

T B=09,y=01| rate | B=0.6,7v=05| rate
1/10 6.5804E-002 2.1928E-002
1/20 2.7886E-002 1.2386 6.5181E-003 1.7503
1/40 1.2217E-002 1.1907 2.0125E-003 1.6955
1/80 5.4661E-003 1.1603 6.7074E-004 1.5852
TCR 1.1000 1.5000

Table 2: 7 =1/10000, ||u(-,ty) — uj||lw1 at t = 1.

h B=09,v9=01 rate B=06v=05 rate
/10 1.0419E-001 2.1437E-002
7t/20 5.2030E-002 1.0018 1.0245E-002 1.0652
t/40 2.6007E-002 1.0004 5.0618E-003 1.0172
7t/80 1.3002E-002 1.0002 2.5233E-003 1.0043
TCR 1.0000 1.0000

Table 3: T =h, |[u(-, tn) — ujjllp1 at t = 1.

T B=09,9=01 rate B=06v=05 rate
1/100 5.9645E-003 2.2347E-003
1/150 3.8161E-003 1.1014 1.3295E-003 1.2808
1/200 2.7836E-003 1.0966 9.2060E-004 1.2776
1/250 2.1807E-003 1.0939 6.9258E-004 1.2754

TCR 1.0500 1.2500

2, we present the weighted H!-norm errors in the approximations to the solution u
att = 1 and the corresponding convergence rates. For this computation, we fix the
time step size T = 1/10000 as we expect to obtain first order accuracy in space in the
weighted H'-norm. The numerical results confirm our expectation.

In order to verify the third term O(t™"MA7}/21!) of the error estimate given in
(3.10), in Table 3, we take T = h and present the weighted H l_norm errors in the
approximations to the solution u at t = 1. It can be seen that the convergence rate is in
well agree with the estimate.

4.2 Two-dimensional case

Example 4.2. Consider the following two-dimensional modified fractional diffusion
equation:

% — (oD} P+ DI du(x ) + f(x, 1), xeQ=[0,1]x[0,1], t>0,
ulan =0, £>0, 4
u(x,0) =0, x€Q,
where 5 2
87t 871
Db - p 7).
f(x,t) = 2tsin(27xq) sin(27x7) (1 + T2+ ,B)t + T2+ ) )
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Table 4: Ny, = Ny, = 60, [[u(-, tn) — ujjlleo at t = 1.

T B=09,y=01| rate | B=0.6,7=05| rate
1/4 1.0845E-001 4.4277E-002
1/8 5.1301E-002 1.0800 1.5547E-002 1.5099

1/16 2.3594E-002 1.1206 4.8176E-003 1.6902
1/32 1.0420E-002 1.1791 1.6120E-003 1.5795
TCR 1.1000 1.5000

Table 5: T = 1/10000, [[u(-, t) — u!||co at £ = 1.

Ny =Ny, | B=09,7v=01 rate B=06,9v=05 rate
4 3.9245E-001 3.9218E-001
8 9.9316E-002 1.9824 9.9200E-002 1.9831
16 2.5480E-002 1.9627 2.5461E-002 1.9621
TCR 2.0000 2.0000

Then the exact solution of (4.2) is
u(x,t) = #*sin(27x) sin(27x3).

We apply our full discrete scheme with a uniform spatial mesh with 2(Ny, x Ny,)
triangles and Ny, = N,,. Table 4 and Table 5 are devoted to verify the convergence rate
for Example 4.2. However, here, we use the discrete maximum norm || - ||« defined as

(- ) — i lloo = max {Ju(zj, tn) — un(zj, t)l },
]

where z; denotes the vertexes of the triangles.

Example 4.3. Consider the following two-dimensional modified fractional diffusion
equation:

auéxt/ t) - (ODtliﬂ _._ODtli(y)Au(X/ t)/ X € Q= [_1’ 1] X [_1’ 1}’ t> 0’
ulan =0, £>0, )

x € Q.

1 x% + x%
u(x,0) = 2702 P (_ 202 )’

In Fig. 1, we plot the surface of the solution of (4.3) at t = 0.1. In each row, the
value of S is fixed and the value of 7 is chosen to be 0.9, 07, 0.5, respectively. While
for each column, the value of vy is fixed and the value of § is chosen to be 0.9, 07, 0.5,
respectively. Observing the peak heights in the figures of the same row, we notice that
as the decrease of the value of -, the peak height increases. In each column, the same
phenomenon is observed. This means that the solution decays slower for smaller § or
7. Observing the subfigures which are symmetrical with respect to the diagonal line
B = 7, we find that the peck heights in these subfigures are the same, which imply
that 8 and <y in (4.3), or (1.2), play the equal-counterpart roles.
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(g p=05v=09 (h)=05,7y=07 iHpB=05y=05
Figure 1: The surface of u(x, t) with Ny, = Ny, =40, T =1/100, ¢ = 0.1.

In Fig. 2, we also plot the surface of the solution of (4.3) at t = 0.1, but choose
different values of B, 7 with that in Fig. 1. This time, in each row, the value of f is
fixed and the value of 7 is chosen to be 0.9, 0.5, 0.1, respectively. In each column,
the same thing is done. Observing the peak heights in the figures in each row, we
notice that: in the first and second rows, the similar phenomenon as that in Fig. 2 is
observed; However, in the third row, i.e., B = 0.1, a striking difference is that the peak
height first decreases then increases as the value of y decreases. In each column, the
same phenomenon is observed.

In Fig. 3, we plot the evolution of the solution at time ¢ = 0.01, 0.1, 1.0 with T =
1/1000, and Fig. 4 displays the evolution of its profiles. When p = v, the Eq. (1.2)
reduces to the traditional fractional diffusion equation. Observing the peak heights
in Fig. 4 or those in different rows in Fig. 3, we find that, initially the solution of the
modified fractional diffusion equation with f = 0.9, v = 0.7 decays faster than the
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@p=09,v=09 (b)=09,y=05 (©0p=09,9v=01

N oA o

(ggp=01,v=09 (h)yp=01,y=05 ip=01vy=01
Figure 2: The surface of u(x,t) with Ny, = Ny, =40, T =1/100, ¢ = 0.1.

solution of the traditional one with B = = 0.9 while slower than the traditional one
with B = o = 0.7. But as time goes by, the solution of the modified fractional diffusion
equation begin to decay slower than that of the traditional one with = v = 0.9 and
faster than the traditional one with p = 7 = 0.7. It means that, with different values of
B and v, the modified fractional diffusion equation displays a crossover phenomenon,
see [11].

5 Concluding remarks

We have designed the finite difference/element methods for a two-dimensional mod-
ified fractional diffusion equation. The detailed and delicate error estimates and sta-
bility analysis are performed. Optimal convergent order and unconditionally stability
are obtained. The extensive numerical experiments confirm our theoretical results and
illustrate the robustness of the numerical algorithm and some physical observations
are displayed.
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Figure 4: The profile of u(x, t) with x, =0, Ny, = Ny, = 16, T =1/1000, o = 0.1.
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