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Abstract. In this paper, a finite element method based on the characteristic for the
incompressible Navier-Stokes equations is proposed by introducing Runge-Kutta
method. At first, coordinate transformation operation is performed to obtain the alter-
native Navier-Stokes equations without convection term. Then, instead of the classical
characteristic-based split (CBS) method, we use the third-order Runge-Kutta method
along the characteristic to carry out time discretization in order to improve calculation
accuracy, and segregate the calculation of the pressure from that of the velocity based
on the momentum-pressure Poisson equation method. Finally, some classical bench-
mark problems are used to validate the effectiveness of the present method. Com-
pared with the classical method, the present method has lower dissipation, larger per-
missible time step, and higher time accuracy. The code can be downloaded at DOI:
10.13140/RG.2.2.36336.56329.
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1 Introduction

In the field of fluid dynamics, The incompressible Navier–Stokes (N-S) equations are
used to model a number of important physical phenomena. However, as is well known,
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in FEM, as well as in FDM and FVM, the numerical solution of incompressible N-S equa-
tions with the standard Galerkin method leads to spurious oscillatory at high Reynolds
number. So significant emphasis has been placed in the literature on developing stabi-
lized and high-accuracy algorithm enough to simulate complex flows [1, 2].

The numerical instability is due to the following three aspects. Firstly, the form of the
convection term is non-self-adjoint, but the standard Galerkin method adopt a central-
difference type approximation to the convection term. Secondly, in convection domi-
nated flows, for which layers appears where the velocity solution and its gradient ex-
hibit rapid variation, the standard Galerkin method leads to numerical oscillations in
these layer regions which can spread quickly and pollute the entire solution domain [3].
Lastly, the use of inappropriate combinations of interpolation functions for the velocity
and pressure yields unstable schemes [4].

Based on this, the stream upwind Petrov-Galerkin method (SUPG) [5], the Galerkin
least square method (GLS) [6, 7], the finite increment method (FIC) [8], the penalty func-
tion method [9, 10] and the Taylor-Galerkin method [11, 12] were proposed, which were
recognized as the effective stabilization method of the pressure field. The idea of all these
methods is based on adding a viscous dissipation term to the original Galerkin formu-
lation of the governing equations, in order to suppress spurious oscillations efficiently.
In these methods, the SUPG method [13, 14] uses the asymmetric weight function to in-
crease the weight of the inflow direction and reduce the weight of the outflow direction,
and then obtain artificial viscous dissipation term. However, the optimal upwind coeffi-
cient is usually difficult to determine, and the element matrix needs to be updated at each
iteration step, which reduces the computational efficiency. The characteristic Galerkin
(CG) [11, 15] method discretes the particle time derivatives along the characteristic in-
stead of the spatial time derivative, so the convection term disappears and the problem
is that of simple diffusion, for which the standard Galerkin approximation is optimal.

In order to avoid the complex programming and time consuming of the CG method,
Zienkiewicz and Codina [16,17] proposed the characteristic-based time splitting Galerkin
method (CBS) and made foundation research. The CBS method takes advantage of local
Taylor expansion along the characteristic to eliminate the convection term, and intro-
duces an auxiliary variable velocity to decouple the pressure. Finally, based on the stan-
dard Galerkin method, the velocity and pressure field are obtained. The CBS method
is well documented and easy to implement, More importantly, it can also use the same
interpolation for both velocity and pressure to circumvent the LBB condition [18], so
it has been applied widely for the solution of fluid and solid dynamic problems in re-
cent years [19–21], including shallow water flow [22], flow past bluff-bodies [23, 24] and
porous medium flow [25].

It is worth noting that the CBS method has only first order accuracy and needs to
introduce an auxiliary variable velocity, so many researchers develop and improve it
from different aspects. By retaining the pressure gradient in the split step and artificial
compressibility (AC) parameter, Nithiarasu [26] and He [27] improved the CBS method
to second-order accuracy, but the AC parameter needs to be determined empirically.
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Bao [28] and Enjilela [29] proposed the two-step method and the pressure projection
method in order to improve calculation accuracy and stabilize pressure field. Based
on semi-implicit CBS procedures, Chen [30] derived a cell-based smoothed finite ele-
ment method, which has merits on better robustness against distorted mesh with only
slight more computation time. Based on the idea of characteristic-based splitting, Wang
and Shui [31, 32] split the N-S equations into the diffusive part and the convective part,
and then proposed the characteristic-based operator-splitting finite element method. At
present, the research on calculation accuracy and dissipation is still not deep enough. As
is well known, the classic Runge-Kutta method [33] is widely used to solve the ordinary
differential equation in order to efficiently improve the accuracy and time step of numer-
ical solution, but it is not yet found in the characteristic-based numerical algorithm of
fluid dynamics.

In this paper, a characteristic-based finite element method for the incompressible
Navier-Stokes (N-S) equations is proposed by introducing the third-order Runge-Kutta
method. Firstly, the framework of governing equations and traditional methods are
briefly presented. Then, the present method is derived in detail in Section 3. Finally,
based on the numerical simulations of some benchmark problems, we validate and dis-
cuss the present method with the traditional method in dissipation, accuracy, conver-
gence and computational cost.

2 Governing equations and traditional methods

2.1 Governing equations

The motion of the unsteady incompressible viscous fluid can be expressed by N-S
equations including mass conservation equation. without the external force, the non-
dimensionalized expressions are

∂ui

∂t
=−uj

∂ui

∂xj
− ∂p

∂xi
+

1
Re

∂2ui

∂xj∂xj

∂ui

∂xj
=0

Ω×(0,T), (2.1)

where Ω×(0,T) are the spatial and temporal domains, t is the time, ui is the i-component
velocity, p is the pressure, and Re is the Reynolds number.

The primitive unknown variables ui and p are spatially approximated by the shape
functions:

ui = ϕT ũi, p=ψT p̃, (2.2)

where ũi and p̃ are the node value column vectors of the corresponding velocity and
pressure, and ϕ and ψ are the node shape function column vectors of the corresponding
velocity and pressure.
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2.2 The Galerkin method

The weak weighted integral of the N-S equations and the mass conservation equation
is respectively obtained by using the velocity and pressure shape functions, the deriva-
tion can be referred to classical references of Zienkiewicz [34] and Bi [35]. The implicit
Galerkin method is expressed by{

(M+∆t(N+D))ũn+1
i +∆tGi p̃n+1=Mũn

i −S,

Biũn+1
i =0,

(2.3)

where

M=
∫

Ωe
ϕϕTdΩ, N=

∫
Ωe

ϕun
i

∂ϕT

∂x
dΩ, D=

1
Re

∫
Ωe

∂ϕ

∂xi

∂ϕT

∂xi
dΩ,

Gi =
∫

Ωe
ϕ

∂ψT

∂xi
dΩ, S=

1
Re

∫
Γe

ϕ
∂un+1

i
∂xj

njdΓ, Bi =
∫

Ωe
ψ

∂ϕT

∂xi
dΩ,

∆t is the time step.
The velocity and pressure can be obtained by solving simultaneous equations (2.3).

It is worth noting that the Galerkin method does not take into account the effects of the
convection term, which can cause error or even divergence at high Reynolds number. In
the subsequent section, we will further illustrate this by some examples.

2.3 The CBS method

In order to consider the effect of the convection term, Zienkiewicz et al. [17] proposed the
CBS method. The derivation can be referred to the classical reference of Zienkiewicz et
al.. Now we only give the solving procedure of the CBS method as follows:

(1) Obtain ũi
∗ by solving the intermediate momentum equation (2.4)

Mũ∗i =Mũn
i −∆t(N+D)ũn

i −
∆t2

2
Cũn

i +S. (2.4)

(2) Obtain p̃n+1 by solving the Poisson equation (2.5)

Hp̃n+1=
1

∆t
Qiũ∗i −L. (2.5)

(3) Obtain ũi
n+1 by solving the velocity correction equation (2.6)

M
(

ũn+1
i −ũn

i

)
=−∆t

(
(N+D)ũn

i +Gi p̃n+1
)
−∆t2

2
(Cũn

i +Fi p̃n)+S, (2.6)
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where M, N, D, S and Gi refer to the Galerkin method, the others are as follows:

C=
∫

Ωe

∂ϕ

∂xj
un

j ln
k

∂ϕT

∂xk
dΩ, H=

∫
Ωe

∂ψ

∂xi

∂ψT

∂xi
dΩ, Qi =

∫
Ωe

∂ψ

∂xi
ϕTdΩ,

L=
∫

Γe
ψun+1

i nidΓ, Fi =
∫

Ωe

∂ϕ

∂xj
un

j
∂ψ

∂xi
dΩ.

Comparing Eq. (2.6) with Eq. (2.3), we can observe that the CBS method considers the in-
fluence of convection by introducing the viscous dissipation term ∆t2

2

(
Cũn

i +Fi p̃n). Com-
pared with the SUPG method, the CBS method has the uniform viscous dissipation term
format and is beneficial to be applied and extended.

3 Characteristic-based Runge-Kutta finite element method

3.1 Math ground

In this subsection, through the coordinate transform, we will derive the two-dimensional
N-S equations without the convection term. At a moment, assuming a particle is at
P1(x1,y1) in the Euler coordinate system, s1 is the corresponding arc coordinate in the
natural coordinate system, the angle of the streamline direction (s-direction) and the x-
direction is α, as shown in Fig. 1, so the direction derivation along the s-direction is shown
in Eq. (3.1), and the N-S equations is shown in Eq. (3.2a). After the time interval ∆t, the
particle reaches P2(x2,y2) along the s-direction. Now a Euler coordinate system and a nat-
ural coordinate system are translated by

−−→
P1P2 to obtain the new Euler coordinate system

(x′o′y′) and the new natural coordinates (o′s′), as shown in Fig. 2. The new coordinate
systems are the moving coordinate systems, which change with the time interval ∆t. The
relationship between the old and new coordinate systems is shown in Eq. (3.2b)

∂ui

∂s

∣∣∣∣
(xi ,y1)

=
ui

U
∂ui

∂xi

∣∣∣∣
(x1,y1)

, (3.1)

where U is the resultant velocity

∂ui

∂t
=−U

∂ui

∂s
− ∂p

∂xi
+

1
Re

∂2ui

∂xj∂xj
, (3.2a)

s′= s−U∆t. (3.2b)

Based on Eq. (3.2b), the main behavior patterns of Eq. (3.2a) can be determined by a
change of the independent variable s to s′. Noting that ui =ui(s′,t), we have

∂ui

∂t

∣∣∣∣
s
=

∂ui

∂s′
∂s′

∂t
+

∂ui

∂t

∣∣∣∣
s
=−U

∂ui

∂s′
+

∂ui

∂t
. (3.3)
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Figure 1: Static coordinate systems.

Figure 2: Moving coordinate systems.

So the alternative N-S equation (3.2a) in the moving coordinate system now becomes
simply

∂ui

∂t

∣∣∣∣
s′
=− ∂p

∂x′i
+

1
Re

∂2ui

∂x′j∂x′j
. (3.4)

As we hoped, the convection term disappears on the moving coordinate system. Now,
Eq. (3.4) is self-adjointness, so it is optimal to use the Galerkin spatial discretization. In
the subsequent subsection, firstly, we will carry out the time discretization for Eq. (3.4)
based on the third-order Runge-Kutta method, and carry out the spatial discretization
based on the Galerkin method. And then we can obtain the finite element equations to
solve the velocity and pressure.
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3.2 Time discretization

The CBS method has only first-order accuracy for the time discretization of Eq. (3.4). In
order to improve time accuracy, we carry out the time discretization of Eq. (3.4) along the
streamline characteristic based on the third-order Runge-Kutta method. Noting the mov-
ing nature of the coordinates, as shown in Fig. 3, the corresponding time discretization
scheme of Runge-Kutta method is as follows:

un+1
i =ui|ns1−ds1

+
∆t
6

(
K1|ns1−ds1

+K2|n+1/2
s1−ds1/2+Kn+1

3

)
, (3.5a)

K1|ns1−ds1
=
(
− ∂p

∂x′i
+

1
Re

∂2ui

∂x′2j

)∣∣∣n
s1−ds1

, (3.5b)

K2|n+1/2
s1−ds1/2=

(
− ∂p

∂x′i
+

1
Re

∂2ui

∂x′2j

)∣∣∣n+1/2

s1−ds1/2
, (3.5c)

Kn+1
3 =−∂pn+1

∂x′i
+

1
Re

∂2u∗n+1
i

∂x′j∂x′j
, (3.5d)

where ui|ns1−ds1
is the velocity, K1|ns1−ds1

and K2|n+1/2
s1−ds1/2 are the slopes. Their right super-

script indicates the time, their right subscript indicates the location, which demonstrates
all of the above are expressed in the moving coordinate system. Kn+1

3 is the slope of time
tn+1 at the location of s1, which is determined in the static coordinate system. In order to
facilitate expression, we default the right subscript in the static coordinate system. u∗n+1

i
is the predicted velocity of time tn+1, which can be expressed as follows:

u∗n+1
i = ui|ns1−ds1

+2∆t K2|n+1/2
s1−ds1/2−∆tK1|ns1−ds1

. (3.6)

In order to circumvent the difficulty of mesh updating due to the moving coordinate
system, which arises in the original characteristic-based method, we introduce two char-
acteristics, as shown in Fig. 3. The characteristic 1 indicates that the particle moves the

Figure 3: Time discretization along the characteristics.
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distance ds1 along the streamline direction at an average velocity U1 from time tn to time
tn+1. The characteristic 2 indicates that the particle moves the distance ds2 along the
streamline direction at an average velocity U2 from time tn to time tn+1/2. So the two
characteristics can be expressed:

ds1=U1∆t, (3.7a)

ds2=U2
∆t
2

, (3.7b)

where the average velocity along the characteristic can be approximated:

U1= U|n+1/2
s1−ds1/2 , (3.8a)

U2=U|ns1−ds2
. (3.8b)

Using the Taylor expansion, we have:

U1=Un+1/2−Un+1/2

2
∆t

∂Un+1/2

∂s
+o
(
∆t2), (3.9a)

U2=Un−Un

2
∆t

∂Un

∂s
+o
(
∆t2). (3.9b)

Therefore, the Taylor expansion of an arbitrary amount ” f ” along the characteristic 1 and
2 can be expressed as follows:

f |ns1−ds1
= f n−ds1

∂ f n

∂s
+

ds2
1

2
∂2 f n

∂s2 +o
(
∆t3), (3.10a)

f |n+1/2
s1−ds1/2= f n+1/2− ds1

2
∂ f n+1/2

∂s
+

ds2
1

8
∂2 f n+1/2

∂s2 +o
(
∆t3), (3.10b)

f |ns1−ds2
= f n−ds2

∂ f n

∂s
+

ds2
2

2
∂2 f n

∂s2 +o
(
∆t3). (3.10c)

Based on Eqs. (3.1) and (3.7a)-(3.10c), and ignoring high order items, Eqs. (3.5a)-(3.5c) can
be expressed as follows:

ui|ns1−ds1
=un

i −∆tun+1/2
j

∂un
i

∂xj
+

∆t2

2
un+1/2

k
∂

∂xk

(
un+1/2

j
∂un

i
∂xj

)
, (3.11a)

K1|ns1−ds1
=−∂pn+θ1

∂xi
+

1
Re

∂2un
i

∂xj∂xj
−∆tun+1/2

k
∂

∂xk

(
−∂pn+θ1

∂xi

)
, (3.11b)

K2|n+1/2
s1−ds1/2=−

∂pn+θ1

∂xi
+

1
Re

∂2un+1/2
i

∂xj∂xj
−∆t

2
un+1/2

k
∂

∂xk

(
−∂pn+θ1

∂xi

)
, (3.11c)
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where un+1/2
i can be solved using the Euler method:

un+1/2
i = un

i |s1−ds2
+

∆t
2

(
− ∂p

∂xi
+

1
Re

∂2ui

∂xj∂xj

)∣∣∣∣
s1−ds2

un+1/2
i =un

i −
∆t
2

(
un

j
∂un

i
∂xj

+
∂pn+θ1

∂xi
− 1

Re
∂2un

i
∂xj∂xj

)
+

∆t2

8
un

k
∂

∂xk

(
un

j
∂un

i
∂xj

+2
∂pn+θ1

∂xi

)
. (3.12)

Substituting Eqs. (3.11a)-(3.11c), into Eq. (3.6), we have the following:

u∗n+1
i =un

i −∆t
(

un+1/2
j

∂un
i

∂xj
+

∂pn+θ1

∂xi
− 1

Re
∂2(2un+1/2

i −un
i )

∂xj∂xj

)
+

∆t2

2
un+1/2

k
∂

∂xk

(
un+1/2

j
∂un

i
∂xj

)
. (3.13)

Substituting Eqs. (3.11a)-(3.13) into Eqs. (3.5a), we can obtain the velocity of time tn+1:

un+1
i =un

i −∆t
(

un+1/2
j

∂un
i

∂xj
+

∂pn+θ1

∂xi
− 1

6Re
∂2(un

i +4un+1/2
i +u∗n+1

i )

∂xj∂xj

)
+

∆t2

2
un+1/2

k
∂

∂xk

(
un+1/2

j
∂un

i
∂xj

+
∂pn+θ1

∂xi

)
, (3.14)

where θ1∈ [0,1]; when θ1=0, it is an explicit method, when 0<θ1<1, it is a semi-implicit
method, when θ1=1, the method is a implicit method. In this paper, θ1=0 in Eqs. (3.12),
(3.13), θ1=1 in Eq. (3.14).

Obviously, before solving Eq. (3.14), we must solve the pressure of time tn+1. Contrary
to the CBS method, we directly take the divergence of Eq. (3.14) without splitting it.
Considering the incompressible condition of time tn+1 and ignoring high order stability
term, the pressure Poisson equation can be obtained :

∂pn+1

∂xi∂xi
=

1
∆t

∂un
i

∂xi
− ∂

∂xi

(
un+1/2

j
∂un

i
∂xj
− 1

6Re
∂2(un

i +4un+1/2
i +u∗n+1

i )

∂xj∂xj

)
. (3.15)

3.3 Spatial discretization

Based on the standard Galerkin finite element method, we carry out the spatial discretiza-
tion for Eqs. (3.12)-(3.15), respectively. The weight function is derived from the shape
function of Eq. (2.2). Firstly, multiplying the pressure weight function by Eq. (3.15), and
spatially integrating in the computational domain, we can obtain the weak integral form
of Eq. (3.15). Substituting Eq. (3.14) into the weak integral form and ignoring its stability
term, we have

Hp̃n+1=
1

∆t
Qiũn

i −Rũn
i −

1
∆t

L, (3.16)
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where

H=
∫

Ωe

∂ψ

∂xi

∂ψT

∂xi
dΩ, Qi =

∫
Ωe

∂ψ

∂xi
ϕTdΩ,

Ri =
∫

Ωe

∂ψ

∂xi
un+1/2

j
∂ϕT

∂xj
dΩ, L=

∫
Γe

ψun+1
i nidΓ.

Then, multiplying the velocity weight function by Eqs. (3.12)-(3.14), respectively, and
spatially integrating in the computational domain, we can obtain the following discrete
momentum equations:

M(ũn+1/2
i −ũn

i )=−
∆t
2
((N+D)ũn

i +Gi p̃n)−∆t2

2
(Cnũn

i +2Fi p̃
n)+Sn, (3.17a)

M(ũ∗n+1
i −ũn

i )=−∆t(Nn+1/2ũn
i +D(2ũn+1/2

i −ũn
i )+Gi p̃n)

−∆t2

2
Cn+1/2ũn

i +2Sn+1/2−Sn, (3.17b)

M(ũn+1
i −ũn

i )=−∆t(Nn+1/2ũn
i +

D
6
(ũn

i +4ũn+1/2
i +ũ∗n+1

i )+Gi p̃n+1)

−∆t2

2
(Cn+1/2ũn

i +Fn+θ2
i p̃n+1)+2Sn+1/2

− 1
6
(Sn+4Sn+1/2+Sn+1), (3.17c)

where

M=
∫

Ωe
ϕϕTdΩ, Nn+θ2 =

∫
Ωe

ϕun+θ2
i

∂ϕT

∂xi
dΩ, D=

1
Re

∫
Ωe

∂ϕ

∂xi

∂ϕT

∂xi
dΩ,

Gi =
∫

Ωe
ϕ

∂ψT

∂xi
dΩ, Fn+θ2

i =
∫

Ωe

∂ϕ

∂xj
un+θ2

j
∂ψ

∂xi
dΩ, Cn+θ2 =

∫
Ωe

∂ϕ

∂xj
un+θ2

j un+θ2
k

∂ϕT

∂xk
dΩ,

Sn+θ2 =
1

Re

∫
Γe

ϕ
∂un+θ2

i
∂xj

njdΓ,

θ2 is 0, 1/2 and 1.
Comparing Eq. (3.17c) with Eq. (2.6), we can observe that the diffusion term of the

present method is approximated through the third-order Runge-Kutta method, and its
viscous dissipation term is slightly different from the CBS method.

3.4 Process of the present method

Based on Runge-Kutta finite element method along the characteristic, we have obtained
all the finite element equations. Its solution steps are summarized:

(1) Obtain the velocity un+1/2
i of time tn+1/2 by solving the momentum equation

(3.17a),
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(2) Obtain the pressure pn+1 of time tn+1 by solving the pressure Poisson equation
(3.16),

(3) Obtain the predicted velocity u∗n+1
i of time tn+1 by solving Eq. (3.17b) based on the

Runge-Kutta method,

(4) Obtain the velocity un+1
i of the time tn+1 by solving Eq. (3.17c) based on the Runge-

Kutta method.

The solution of the all above equations is realized by compiling Matlab program. The
code can be downloaded at DOI: 10.13140/RG.2.2.36336.56329.

4 Numerical validation and comparison

In this section, we apply the above three methods to numerically simulate incompressible
flow in a lid-driven cavity. The problem has been studied by many scholars but probably
the most detailed investigation was that of Erturk and Ghia [36, 37], in which they quote
many solutions for different Reynolds numbers based on high precision mesh. We will
use those results for comparison, in order to reveal viscous dissipation, accuracy and con-
vergence of the three methods. In the following simulations, we have used equal-order
velocity-pressure interpolation function, and adopted the bilinear quadrilateral element
with structured mesh.

4.1 Boundary conditions and mesh

The classic model of flow in a cavity is shown in Fig. 4. The dimensionless cavity sizes
are 1×1. Dimensionless velocities ux = 1 and vy = 0 are imposed on the top wall, and
the other three sides are solid walls where nonslip boundary conditions ux=0 and vy=0
are imposed. The coordinate origin is at the lower left corner where the relative pressure
p= 0. Two kinds of mesh are employed to simulate flow in cavity at different Reynolds
numbers (Re), as shown in Table 1. The mesh 80×80 is nonuniform structured mesh, as
shown in Fig. 5, and the others are uniform structured mesh.

Table 1: Mesh for different Re.

Re =1000 Re =5000 Re =7500
Coarse mesh 20×20, 40×40 40×40, 50×50 40×40

Fine mesh 50×50 80×80 100×100

4.2 Viscous dissipation

When Re is 1000, the uniform mesh 20×20 is used, and the time step size is 0.01. we
adopt the above three methods to carry out numerical simulation. The comparisons of
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Figure 4: Flow in a cavity.

Figure 5: Non-uniform mesh 80×80.

horizontal velocity profiles along the cavity vertical section x=0.5 are shown in Fig. 6(a),
and the comparisons of vertical velocity profiles along the cavity horizontal section y=0.5
are shown in Fig. 6(b). Because the Galerkin method does not introduce viscous dissipa-
tion terms to consider the influence of convection term, the calculation results are mainly
controlled by diffusion term, so the obtained velocity field is more uniform. On the con-
trary, the CBS method and the present method introduce viscous dissipation terms to
increase the influence of convection term, and make the velocity field change violently.
It can be seen from Fig. 6 that the extreme and slope of velocity obtained by the Galerkin
method are the smallest, the CBS method is the largest, and the present method is be-
tween the Galerkin method and the CBS method. In other words, the Galerkin method is
zero dissipation, and the present method has lower dissipation than the CBS method.

Now, we continue to increase Re to 7500, and use the CBS method and the present
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(a) Horizontal velocity at x=0.5 (b) Vertical velocity at y=0.5

Figure 6: Velocity profiles at Re=1000 when using coarse mesh 20×20.

(a) Horizontal velocity at x=0.5 (b) Vertical velocity at y=0.5

Figure 7: Velocity profiles at Re =7500 when using coarse mesh 40×40.

method to simulate. The uniform mesh 40×40 is used, and the time step size is 0.02.
We obtain the velocity profiles along the two symmetric axes, as shown in Fig. 7. Firstly,
due to the increase of Re, the convection effect is more obvious, and the velocity field
change more violently. Secondly, the velocity profiles obtained by the CBS method are
steeper than the present method, which further illustrate the present method has lower
dissipation.

4.3 Calculation accuracy

The fine meshes in Table 1 are chosen to simulate flow in a cavity of different Re. To
determine the accuracy of the three methods, we compare the numerical results with
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of viscous dissipation term, the velocity profiles obtained by the present method are closer to the 
reference data obtained by Erturk than those obtained by the CBS method. 

           
    (a) Horizontal velocity at x = 0.5                                (b) Vertical velocity at y = 0.5 

Figure 8. Velocity profiles at Re = 1000 when using fine mesh 50×50 

Table 2. Comparison of minimum velocity at different Re 

method 
minimum horizontal velocity minimum vertical velocity 

        fine mesh         coarse mesh fine mesh 
1000 5000 7500 5000 7500 1000 5000 7500 

Galerkin -0.321 -- -- -- -- -0.4402 -- -- 
CBS -0.3941 -0.4465 -0.4530 -0.5043 -0.5483 -0.5321 -0.5779 -0.5753 

Present -0.3896 -0.4427 -0.4499 -0.4838 -0.4957 -0.5259 -0.5735 -0.5698 
Erturk[29] -0.3869 -0.4419 -0.4491 -0.4419 -0.4491 -0.5263 -0.5700 -0.5550 

In order to better show the accuracy difference of the CBS method and the present method, 
we simulate flow in a cavity of higher Re. Fig. 9 show the velocity profiles at Re = 5000, Fig. 10 
show the velocity profiles at Re = 7500, and Table 2 gives the quantitative comparison of 
minimum velocity at different Re. The results further illustrate the present method has higher 
accuracy than the CBS method. There are two reasons to explain the improvement of accuracy. 
Firstly, the diffusion term of the CBS method is based on the first-order Euler method, and that of 
the present method is based on the third-order Runge-Kutta method. Secondly, the present method 
has lower dissipation than the CBS method. 

          
     (a) Horizontal velocity at x = 0.5                              (b) Vertical velocity at y = 0.5 

Figure 9. Velocity profiles at Re = 5000 when using fine mesh 80×80 
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Figure 8: Velocity profiles at Re =1000 when using fine mesh 50×50.
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Figure 9: Velocity profiles at Re=5000 when using fine mesh 80×80.

the reference data that are obtained by Erturk and Ghia [36, 37] with a finer uniform
grid mesh of 601×601. When Re is 1000, the comparisons of horizontal velocity profiles
along the cavity vertical section x=0.5 are shown in Fig. 8(a), the comparisons of vertical
velocity profiles along the cavity horizontal section y = 0.5 are shown in Fig. 8(b), and
the minimum horizontal and vertical velocity is given in Table 2. It is observed that the
Galerkin method result in bad accuracy due to the lack of viscous dissipation term, the
velocity profiles obtained by the present method are closer to the reference data obtained
by Erturk than those obtained by the CBS method.

In order to better show the accuracy difference of the CBS method and the present
method, we simulate flow in a cavity of higher Re. Fig. 9 show the velocity profiles at Re
=5000, Fig. 10 show the velocity profiles at Re =7500, and Table 2 gives the quantitative
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Figure 10. Velocity profiles at Re = 7500 when using fine mesh 100×100 

In order to determine the dependence of accuracy on mesh, we choose the coarse mesh in 
Table 1 to simulate. We obtain the horizontal velocity profiles along the section x = 0.5 at 
different Re, as shown in Fig. 11. The corresponding quantitative comparison is shown in Table 2.  
The present method still obtains good results under the coarse mesh, which are closer to the 
reference data obtained by Erturk than those of the CBS method. Thus, comparing the present 
method, the CBS method has a higher requirement for mesh number. 
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Figure 11. Horizontal velocity profiles along the section x = 0.5 at different Re 

      
               (a) Re = 1000                               (b) Re = 5000                                 (c) Re = 7500 

Figure 12. Streamline contours for flow in a cavity at different Re 
when using fine mesh and the present method 
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(a) Horizontal velocity at x=0.5 (b) Vertical velocity at y=0.5

Figure 10: Velocity profiles at Re=7500 when using fine mesh 100×100.

Table 2: Comparison of minimum velocity at different Re.

method
minimum horizontal velocity minimum vertical velocity
fine mesh coarse mesh fine mesh

1000 5000 7500 5000 7500 1000 5000 7500
Galerkin -0.321 – – – – -0.4402 – –

CBS -0.3941 -0.4465 -0.4530 -0.5043 -0.5483 -0.5321 -0.5779 -0.5753
Present -0.3896 -0.4427 -0.4499 -0.4838 -0.4957 -0.5259 -0.5735 -0.5698

Erturk [29] -0.3869 -0.4419 -0.4491 -0.4419 -0.4491 -0.5263 -0.5700 -0.5550

comparison of minimum velocity at different Re. The results further illustrate the present
method has higher accuracy than the CBS method. There are two reasons to explain
the improvement of accuracy. Firstly, the diffusion term of the CBS method is based on
the first-order Euler method, and that of the present method is based on the third-order
Runge-Kutta method. Secondly, the present method has lower dissipation than the CBS
method.

In order to determine the dependence of accuracy on mesh, we choose the coarse
mesh in Table 1 to simulate. We obtain the horizontal velocity profiles along the section
x=0.5 at different Re, as shown in Fig. 11. The corresponding quantitative comparison is
shown in Table 2. The present method still obtains good results under the coarse mesh,
which are closer to the reference data obtained by Erturk than those of the CBS method.
Thus, comparing the present method, the CBS method has a higher requirement for mesh
number.

Based on the present method, we can obtain the pressure contour and streamline
contour for Re =1000, 5000 and 7500, as shown in Figs. 12 and 13. As seen from Fig. 12,
the results are smooth and free of oscillations. As seen from Fig. 13, secondary vortices
on the both bottom corners are predicted excellently by the present method. Particularly
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(a) Re=5000 (b) Re=7500

Figure 11: Horizontal velocity profiles along the section x=0.5 at different Re.

(a) Re=1000 (b) Re=5000 (c) Re=7500

Figure 12: Streamline contours for flow in a cavity at different Re when using fine mesh and the present method.

(a) Re=1000 (b) Re=5000 (c) Re=7500

Figure 13: Pressure contours for flow in a cavity at different Re when using fine mesh and the present method.

when Re is 7500, a small corner vortex at the bottom right corner has been predicted by
the present method, which normally requires a very high mesh resolution.
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4.4 Convergence and computational cost

The above three methods are explicit form and are conditionally stable. The permissible
time step is governed by the critical step as follows:

∆t≤min
(

h
|u| ,

h2

2v

)
, (4.1)

where v is the kinematic viscosity.
In fact, the permissible time step of many algorithms is difficult to reach the critical

time step. Now, based on the uniform coarse mesh in Table 1, we use the large time step
to test the convergence of the three methods for different Re. The convergence is defined
by L2 norm of velocity field as follows:√√√√No.o f nodes

∑
i=1

(|u|n+1
i −|u|ni )2

/√√√√No.o f nodes

∑
i=1

(|u|n+1
i )2≤10−5. (4.2)

The chosen time step and convergence situation are shown in Table 3. Here, ”C” repre-
sents convergence, and ”D” represents divergence. Based on the results of mesh 20×20,
we can obtain that the permissible time step of the Galerkin method is the smallest. We
continue to discuss the convergence of the present method and the CBS method, Fig. 14
shows the change of L2 norm with the increase of time steps, which further illustrate that
the convergence of the present method is better than the CBS method. It also means that
the present method have larger critical time step size and can save calculation time.

Now, we discuss the computational cost of the CBS method and the present method.
The total computational cost is determined by the product of the running time of single

Table 3: Convergence situation of different time step.

method

Time step
Mesh 20×20 Mesh 40×40 Mesh 50×50

Re=1000 Re=1000 Re=5000 Re=5000
0.04 0.01 0.019 0.021 0.02 0.024 0.01 0.015

Galerkin D C – – – – – –
CBS C C D D C D C D

present C C C C C C C C

Table 4: Comparison of the computational cost.

Re method total iteration running times (single step) Total computation
step number updating matrix solving equation (s)

5000 CBS 10339 1 5 62304
present 9207 2 7 82863

7500 CBS 15412 1 5 92472
present 10969 2 7 98721
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(a) Re=1000, ∆t=0.021 (b) Re=5000, ∆t=0.024

Figure 14: Convergence and divergence histories at different Re when using mesh 40×40.

(a) Re=5000, ∆t=0.02 (b) Re=7500, ∆t=0.02

Figure 15: Convergence histories when using the same mesh 40×40 and time step.

step and total iterative step number. The running times of single step of the present
method is 1.5 times that of the CBS method, because the CBS method needs to update
element matrix once and solve equations five times, and the present method needs to
update element matrix twice and solve equations seven times in each iteration step. It
is worth noting that the CBS method is based on the single-step Euler method for time
discretization, but the present method adopt the three-step Runge-Kutta method, which
contributes to improve the convergence of the algorithm. In order to illustrate that point,
based on the same mesh 40×40 and time step, we obtain the convergence histories and
the total iteration step number of the two methods, as shown in Fig. 15 and Table 4. It
is observed that the present method can reach the tolerance faster than the CBS method,
which is beneficial to reduce the computational cost. In general, considering the product
of the running time of single step and total iterative step number, the total computational
cost of the present method is slightly higher than that of the CBS method, but within
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acceptable limit.

5 Conclusions

In this paper, the Galerkin method and the CBS method for solving fluid mechanics equa-
tions are given. On this basis, using coordinate transformation along the characteristic,
we derive two dimensional N-S equations without the convection term under the mov-
ing coordinate. Based on Runge-Kutta method along the characteristic, a third-order time
discretization scheme of the alternative N-S equations is proposed. In order to avoid nu-
merical solving difficulty from mesh updating, the local Taylor expansion along the char-
acteristic is used to express the velocities and pressures of different time. Meanwhile,
in order to avoid splitting the momentum equation, the divergence theorem is applied
to the momentum equation, and then the pressure Poisson equation can be obtained.
Finally, applying the Galerkin spatial approximation, we obtain the characteristic-based
Runge-Kutta finite element method.

We carry out numerical calculations of flow in a cavity, in order to validate the effec-
tiveness of the present method. Based on the coarse mesh and large time step, Comparing
with the traditional Galerkin method and the CBS method, the present method has lower
dissipation and more convergence due to the introduce of the third order Runge-Kutta
method. Based on the fine mesh, we further confirm that the present method has higher
calculation accuracy than the other methods. Because the present method needs to up-
date the total element matrix twice and solve equations seven times in each iteration step,
its running times of single step is obviously higher than that of the CBS method. How-
ever, the present method has bigger critical time step and reach the tolerance faster than
the CBS method, so the total computational cost of the present method is slightly higher
than that of the CBS method. In the future work, we will further focus on how to reduce
the running times of single step to save the computational cost.
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