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Abstract. In this paper, we use the topological and shape gradient framework, to op-
timize a current carrying multicables. The geometry of the multicables is modeled as a
coated inclusions with different conductivities and the problem we are interested is the
location of the inclusions to get a suitable thermal environnent. We solve numerically
the optimization problem using topological and shape gradient strategy. Finally, we
present some numerical experiments.
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1 Introduction

In modern electrical machines like hybrid and electrical cars, manufacturers reduce ca-
ble diameters to save material, space and weight. But smaller diameters of the electrical
cables result a higher temperatures in the connecting structures. This may cause over-
heating and irreparable damages of the machines. The heat transfer in the current carry-
ing multi-cables depend on the position of the cables. Therefore finding the positions of
cables which lead to the minimal temperature is of interest.

In the sequel, we will use the following notations:

The k-th single cable Ce= (xk,yk,r;;,ri) is described by its center (x,y), the radius of
the current carrying part r, and the outer radius r{. It is surrounded by insulation part
with thickness r¢ —r and boundaries I' and T¢ .

The multi-cable MC = ((xo,y0,74,7§),C1...Cn) consists of N single cables, has the cen-
ter coordinates (xg,yo), the inner radius r{) and the outer radius r¢. It is surrounded by
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insulation layer with thickness §—r) and conductivity ¢*. Each single cable consists of
a core part (2} with heat conductivity 0", carrying the current I;, and an insulation
part ()°° with heat conductivity ¢;*°. The gaps between the single cables and the exterior
insulation can be of solid material or air. They are modeled by pure conduction with heat

conductivity 87,

Qiso

Figure 1: The cross section of a single cable.

The temperature distribution is described by the following Helmoltz equation :

—div(eVu)—cu=f in O\I",

OeOnu+o(u) (U—tgyp) =0 on Ff, a1
[u] =0 onI”,

[c0,u]=0 onT?,

where Q=UN_ (QreuQis0) U8 UCY is the two-dimensional cross section of the multi-
cable with regular exterior boundary 9Q=T¢ and interface boundaries T'={J}_, (TeuTi)U
'8!, I'$! represents the interface between the exterior insulation and the gaps, I';, =9}
and I'} represents the external boundary of ();*°.

The heat conductivity o, the linear temperature coefficient ¢ and the source term f are

given respectively by

N
.= Z (J]goyeﬂoime —f—O’IZ(SOﬂQ;'(so) +0-e]108 +(Tgap]103ﬂp, (12)

2
N
1 4],
c.:= — - ool core, 1.3
Y. (d}j‘&kn> Pokp kLo (1.3)
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N 1 4] 2
— k
: E — | = 1—a, kttyer) Lyeore, 14
f = 1k (d;cnék > PO,k( 0.k ref) (o)} ( )

where d};” is the interior diameter of the k-th single cable, 7 is the number of metallic
conductor and Jy is their diameter, oy« is the electrical resistivity of (3;°¢ at reference tem-
perature i, (normally 20°C), U, is the ambiant temperature and a, x the linear temper-
ature coefficient of electrical resistivity. The heat transfer coefficient «(u) is nonlinearly
temperature and geometry dependent quantity, incorporating the effects of radiation and
convection at the transition from solid material to air.

lx(”) = “conv(u) ‘|“xrad(u)/

where acony (1) is the convective part of a(u), summarizes the fluid dynamic properties
of air and &,,4(u) is the radiative part, it is derived from the Stefan-Boltzmann law.
In the particular case of cylindrical multi-cable, the transfert coefficient « is given by

‘X(uamb) ifu< Uamb,
lX(l/l) = ‘X(u) if Ugmp S US Upgy, (1.5)

Dc(umgx) ifu>umax/

where

2
o _ N _
a(s)= (\/;70 —l—ocué\/s—uamb) +&,0p (uﬁmb+sz) (Thamp+5)-

=®ad
=lconv

The parameters a; and a,, describe the dependence of the convection term on the exterior
multicable diameter dn and the difference in temperature, respectively [11]. &, is the
emission coefficient of the conductor surface, o}, the Stefan-Boltzmann constant (=5.67¢—
8) and 5=up—+s where 1(~273.15K denotes the difference from 0°C to absolute zero. The
maximal temperature satisfies 1, <200°c.

In this paper, we aim to find the best locations of electrical multicables in order to get
suitable thermal environment. We mention that this problem was considered in [9]. For
the numerical computation the authors develop an algorithm which is combination of a
squeezing algorithm, helping to find feasible cable configurations for a genetic algorithm
and a gradient-based shape optimization approach.

In this work, we use a topological and shape gradient strategy [1,3,4,13,15-17,19] to
find a desired multicable configuration.

The papaer is organized as follows in Section 2 we prove the existence and unique-
ness of the direct problem and we introduce the minimization problem. In Section 3, we
compute the shape derivative of the proposed cost functional using the framework of
the min-sup differentiability. In Section 4 we give the asymptotic expansion of the cost
functional. In the last section, we propose a numerical algorithm and we present some
numerical simulations.
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2 Existence and uniqueness for the Helmholtz equation

In this section we prove the existence and uniqueness for the Helmholtz equation (1.1).
For simplicity of calculus, we assume that u,,,;, =0.
The weak formulation of problem (1.1) is given by:

Find u € H'(Q) such that

/UVu-Vvdx—/cuvdx+ zx(u)uvds=/fvds, Yoe H'(Q). (2.1)
0 0 re 0

By a solution of problem (1.1) we actually mean a solution of (2.1). Throughout the rest
of the paper, we assume that the fonctions « and c satisfy the following hypothesis:

(H):
i) There exist constants a_,a such that 0 <a_ <a(x)<a,
ii) a is continuously differentiable on (0,00),
i) 3m >0 such that (a(s)s) =wa(s)+a'(s)s>m,
(Hy): There exist a positive constants c,c_ small enough such that c_ <c<c; <a_.

Remark 2.1. The condition iii) imply that the function s — a(s)s is strongly monotone
with monotonicity constant m:

(a(s)s—a(t)t) (s—t) >m(s—t)%
Theorem 2.1. Under hyporthesis (Hy), (Ha), problem (2.1) has a unique solution u € H'(Q).

Proof. Introduce the functional

](u):;/ﬂaVu|2—cuzdx-l-/re/Ouoc(t)tdt—/ﬂfudx.

It is easy to check that the functional | is of classe C! on H!(Q). Its derivative can be
computed as

]/(u)v:/ UVu-Vvdx—/ cuvdx-i—/ a(u)uvds—/fvds,
Q 0 re 0
and the first-order optimality condition

J'(w)o=0 YoecH(Q),

implies that a minimizer of | is a solution of (2.1).
To prove the existence of a weak solution it suffices to prove that | is coercive.
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Denote

=

1
= al / udx  the mean-value of u.
o)

Using Young-inequality, we obtain

](u)2/6r|Vu|2dx—/ cuzdx—g/ ]u|2dx—1/ |f|2dx+%/ u?ds
QO Te

2 2 2 _1/ 2
</ |Vul dx+/ ds) C++= >/u dx e Q\f\ dx

Yl = (5 ) Nty — 52 [ 1P,

1/2
HuH*:(/ \Vu|2dx+/ uzds> ,
Q Ie

is a norm equivalent to the natural norm of H'(Q). i.e.,

>min (mm (X—
"2
=min (min(a) %

where

crflulln o) < lullx < cal|ullm a)

Using the fact that HuHiz(Q) < HuH%l(Q), we obtain

2. : Q- € 2 1 2
J()> (min (min(0), % ) = (e4+3)) ulldn o)~ ¢ [P
From hypothesis (H,) and choosing € small enough, we can conclude that

lim  J(u)=4o0.

el g1y =00
In the next step we show that ] is strictly convex. We have
(J'(w)=J' (v),u—v)
= [ oIV (u=0)Pdx— | c(u—oPdr+ [ (a(wu—a(0)o)(u=v)ds.

Te

Using hypothesis (H;) and (H;), we can show that

(J'(u) =T (v),u—20) =0,
and if (J'(u)—J'(v),u—v)=0 then u=wv. This concludes the proof. O

In order to get a suitable thermal environment inside the multi-cable, we consider the
following minimization problem:

minimize [, (w,u):= /|u]”dx p>2,

subject to w € Oud and u the solution of (1.1), (2.2)
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where

O = {a} =UN 0 cO\QY, W =00U0, QL is surrounded by Q}f“ } .

Throughout this paper, we assume that all interface boundaries I, =9}, T¢ = the exter-
nal boundary of ()**°, I'!" = the internal boundary of ()° and I'® = the external boundary
of Q¢ are C2-smooth.

The numerical resolution of (2.2) requires the sensitivity analysis of ], with respect to
w. The differentiation with respect to the shape w is the main purpose of the following
section.

3 Shape derivative

3.1 Preliminaries

In this section we recall some basic facts about the velocity method from shape opti-
mization used to calculate the shape derivatives of the functional ], ; see [7,18]. In the
velocity (or speed) method a domain () is deformed by the action of a velocity field V.
The evolution of the domain is described by the following dynamical system:

jtx(t) —V(x()),t€[0,€),

x(0)=X,

(3.1)

for some real number & >0. Assume V € D!(Q;R?) where D'(Q);R?) denotes the space
of continuously differentiable functions with compact support in (), then the ordinary
differential equation (3.1) has a unique solution. This allows us to define the diffeomor-
phism

Tp:R?> - R%: X Ty(X) :=x(t). (3.2)

For t €[0,¢), T; is invertible. Furthermore, the Jacobian () is strictly positive
Vte0,e), ¢(t)=|detDTy(X)|>0, (3.3)

where DT;(X) is the Jacobian matrix of the transformation T; associated with the velocity
field V. In the sequel, we use the following notation : M~! for the inverse of M and M~ *
for the transpose of its inverse. We also denote by

w(t)=¢(8)[(DT)""nl, (34)
the tangential Jacobian of T; on 9Q).

Remark 3.1. As the sets wy are made of two pieces ((;°" and Q}'fo), we will restrict the
fields V to those preserving such structure. This easily done for example if we concate-
nate local smooth fields.
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Proposition 3.1 ([7,18]). For a function ¢ € Wllo’c1 (R?) and V € D'(IR?), we have the following
formulae

V(goT,) = DT} (Vg)oT,, (3.5)
;t(gooTt) — (Vg-V)oT;, (3.6)
di(:) _ [divV]oT,E(t), (3.7)
/' (0) =div(V)—DVn-n. (3.8)

Let | be a real valued function J: () — IR. We say that | has a Eulerian semiderivative
at () in the direction V if the following limit exists and is finite:

Yy —1im L) =] (D)
d](Q,V)-%{r& ; .

If V—dJ(();V)) is linear and continuous, we say that J is shape differentiable at Q).

Definition 3.1 ([7,18]). Let Q) be an open domain of class C? with compact boundary 9Q). We
denote by U (9Q) a neighborhood of 0Q).

(i) Let f€CY(dQY) and f be an extension of f in a neighborhood of QY. The tangential gradient
of f at a point of dQ) is defined as

Vf=Vf—a.fn,
where n is the outward unit normal vector to Q).

(ii) For a vector function v € C! (aﬂ)d,d > 1 and its extension v, the tangential divergence is
defined as
div,v=div(v)—Dvn-n,

where Dv denotes the Jacobian matrix of ©.
Note that the tangential divergence and gradient are independent of the extension.

3.2 Min-sup formulation

In what follows we focus on the computation of the shape derivative of J,. We introduce
the Lagrangian functional

G(w,¢,9)=]p(w,9)+b(w,,p)—1(), Ve peH (Q),

where

b(w,(p,qJ):/QUV(p-thdx—/ﬂcqolpdx%—/ma(qo)qozpds, l(lp):/oflpds.
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Then, it is easy to check that

Jp(wu(w))= min  sup G(w,p,9P),
peH (Q)peH! (O)

since ( (w)) (w)
_ ]0 w,ulw if(P:uw'
l/):;[ll}()()) G(W, 9011/’) - { +o0 otherwise.

It is easily shown that the functional G is convex continuously differentiable with respect
to ¢ and concave continuously differentiable with respect to 1. Therefore, according to
Ekeland and Temam [8], the functional G has a saddle point (u,v) if and only if (u,v)
solves the following system:

9y G (w,u,v;1P) =dypb(w,u,0;) —dyl (v;1P) =0,
909G (w,u,v;§) =0y ]y (w,1;$) +0yb(w,u,v;¢) =0,
for all € H'(Q) and ¢ € H'(Q). This yields that G has a saddle point (u,v), where the

state u is the unique solution of (1.1) and the adjoint state v =v(w) is the solution of the
following adjoint problem:

/0Vv-Vz?dx—/cvz§dx+ (a(u)%—o/(u)u)vz?ds—k/ uluP~20dx =0, (3.9)
o o 0

Te

forall 6€ H(Q).

Since u is Holder continuous (from elliptic regularity results), u|u|P~2 is at least in
L%(Q)). Therefore problem (3.9) has unique solution v € H(Q}). Summarizing the above,
we have obtained

Theorem 3.1. The functional J,(w,u(w)) is given by

Jp(wu(w))= min sup G(w,,P), (3.10)
peH (Q)peH (Q)

The unique saddle point for G is given by (u,v), where u solves the direct problem (1.1) and v
solves the adjoint problem (3.9).

Similarly, the previous analysis holds for the functional depending on the transformed
subdomain w; = T;(w). Thus, we have

Jp(wpu(wy)= min  sup G(w, @, ). (3.11)
peH(Q)peH(Q)

The corresponding saddle point (u(w;),v(w;)) is characterized by
Iy G(wr,u(wy),v(wy);P) =0, Ve H'(O),

0y G(wr,u(wy),v(wr);9) =0, Ve H! (Q).
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3.3 Shape derivative by the min-sup differentiability

In this section we apply Theorem 6.1 to compute the shape derivative of J,. Let us con-
sider transformation T; defined by (3.2) with V € D(Q,R?). In this case T;(Q)) =Q but in
general Tj(w) # w. Our aim is to compute the derivative of J,(w;,u(w;)) with respect to
the parameter ¢ > 0.

In order to differentiate G(wy,¢,1) with respect to ¢, the integrals in G(wy,¢,1) need
to be transported back on the reference interface w using the transformation T;. How-
ever, composing by T; inside the integrals creates terms @oT; and o T; which might be
non-differentiable. To avoid this problem, we need to parameterize the space H'(Q) by
composing the elements of H'(Q) with T, . Following this argument, we rewrite (3.11)
as

Jp(wpu(wy))= min  sup G(t9,9), (3.12)
PeH (Q)peH (Q)
where
G(t,9,9):=G(wi,@oT; L poT, ). (3.13)

Note that since T;(Q) = Q we have H!(T;(Q))) = H'(Q) and the sets over which the
minimum and supremum are taken in (3.12) stay unchanged. Furthermore (u!,0') =
(u(w;)o Ty, v(ws)oTy) is the saddle point of G.

We can rewrite expression (3.13) on the fixed domain () by using the transformation
T;. This yields

Gltop)= [ lolzdrs [ rA®)To-Vypdr [ copi(t)dx
— [ foTwetydx+ | w(t(g)gyds, (3.14)

where
A(t):=(DTy)"*(DT:)'&(t),

and ¢(t), w(t) are defined in (3.3),(3.4), respectively. The saddle point (u!,0') is charac-
terized by

/QUA(t)Vut-ledx—/chtlpf,‘(t)dx+/anw(t)oc(ut)ut1pds:/Q(f(t)foTtlpds, (3.15)
/QUA(t)Vvt-Vq)dx—/chtq)dx—k/mw(t)(a/(ut)+oc(uf))vtq)ds
:—/Q(;"(t)ut|ut]p_2q0dx, (3.16)

forall € H'(Q) and ¢ € H' (Q).
Now we are ready to compute the limit

dJp(w;V):=lim Tp(wt) = Tp(w)

t—0 t !
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where
Tp(wr) = Jp(wr,u(wt)).
Theorem 3.2. The functional |, is shape differentiable and its shape derivative in the direction
V e DY(Q) is given by
dJp(w,V)= ;19/ ]u|pdidex+/ o(divV—DVT —DV)Vu-Vodx
Q Q
- / cuvdivVdx— / FodivVx, (3.17)
Q Q
where u is solution of the problem (1.1) and the adjoint state v is solution of
/ aVv-Vﬁdx—/ cvﬁdx—l—/ (oc(u)—i—a'(u)u)w?ds—l—/ ululP~*6dx =0, (3.18)
Q Q a0 Q

for all 6 € HY(Q)).

Proof. We apply Theorem 6.1 given in the appendix to compute the shape derivative of
Jp; see Section 6.1. To this end, we should verify the four assumptions (H;) — (Hy).

Assumption (Hy): Given (B,7) satisfying 0 <ci < <y, we can find & >0 such that
VeR?,  Bly|><cA(t)y-n<v|y|?, for tc[0,e]. (3.19)
As in Theorem 6.1, introduce the sets

X(t)::{xteHl(Q): sup G(t,x',y)= inf sup G(t,x,y)},
yeH(Q) xeH!(Q)yeH! (Q)

Y(t)::{ytEHl(Q): inf G(t,x,y")= sup inf G(t,x,y)}.
x€H!(Q) yeH(Q)xeH!(Q)

We obtain
Vte[0,e] S(t)=X(t)xY(t)={u',0'}#2,

and assumption (H; ) is satisfied.

Assumption (Hy): Defining B(t) =DT, *, we may compute
B'(t)=—B(t)DV*B(t),  &'(t)=te(DVB(t)")¢(t),
A'(t)=—A(t)tr(DVB(t)*)+A(t)B(t)*"DV+DV*B(t)A(t),
w'(£) =¢'(H)[B(t)n]+&(t)|B(t)n| "B (t)n.

Consequently we obtain the derivatives
A= [ oVE (s [ oA (V- Vydr— [ cope()dx

+ [ w(halo)ppds— | foTid'()dx. (3.20)
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At t=0 we also have
A'(0)=div(V)b—DV*—~DV, w'(0)=div.V,
where I is the 2x2 identity matrix. Since V € D!(Q),t — DT; is continuous in [0,¢]

and consequently also ¢+ (B(t),A(t),A’(t),w(t),w'(t)). Therefore the partial derivatives
0:G(t,9,1) exists everywhere in [0,¢] and the condition (H,) is satisfied.

Assumptions (Hs) and (Hy): We show first the boundedness of (u!,0'). Let  =u' in the
variational equation (3.15). By the choice of ¢ satisfying the condltlon (3.19), with

Ti(x)=x, {(t)=1  w(t)=1o0naQ,

and hypotheses H; and H; in section 2, we get from (3.15)
BIVU T2y — el 12y a1 [ F2a0) S NEE) fo Tell 2y 12 |2 )
Using Young's inequality, we obtain
BV By — o oy +o 1 2oy < - NE(E) FoTi gy + 5 1 B
for some r > 0. This imply that
BIVH sy~ (e + 2 ) 1y () 14 By < - NECE)Fo il
We choose s such that « >s/2, and using the fact that
[ull? = Vull 220 + 121 2 30
is a norm on H'(Q) equivalent to the natural norm (cf. [14]), we obtain
min (&) HutH%—ll(Q) - <C++%> HutH%Z(Q) S%Hg(t)foTtH%Z(Q)
Choosing r such that min(B,a_)—(c4++r/2) >0, we deduce that
£)|2 1 2
I iy <€ (S 1E0 o Tllao ).

where C is a positive constant. Since ¢(t)—1as t—0and foT;— f in L?(Q)) (see [7, Lemma
2.1 pp 397]), then u' is bounded:

there exists ¢ >0 such that sup [|u'[|;q) <c.
te[0,€]
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We apply the same technique to the variational equation (3.16) and we are able to show
that the function v’ is bounded. The next step is to show the continuity with respect to ¢
of the vector (u',0"). Subtracting (3.15) at t >0 and t =0 and choosing 1 =u—u' yields

/U|V(u u)[2dx— /c|u u |2dx~|—/ u)|u—ut|*ds
—/ (CA(t)—cL)Vu'-V(u—u)dx— /((’,‘(t) 1eu' (u—u")dx
/6(§(t)oc(u) () )t (1 — ds+/ B foTi— f) (u—u')dx
0

<NleA(t) =0 b| () | Vit | 20 [V (=) | 2
o[G0 =) oy 'l 2yl =1l 2
I (E)a(u’) =) | oo 11 | 200 11— 1| 2002
1) foTi— fllizyllu—ull 120

Furthermore due to the boundedness of u! and the fact that ||u||?:=||Vu || o)t [|ue]|? I2(02)

is a norm on H!(Q)) equivalent to the natural norm, we obtain

[ = ull <C(HUA() ol| () +116(8) =11~

HIE (B e (') —a(u)[|r=@0) + Hé’(t)foTt—fHLz(m)-

Due to the strong continuity of A(t) (as a function of t) and &(t) fo Ty — f, &(#)a(u') —a(u)
in L2(Q) as t—0, one deduces that u' —u in H!(Q) as t—0. Concerning the continuity of
o', one may show from (3.16) that o' —v in H!(Q)). Finally in view of the strong continuity
of

(t,9) = 9:G(t, 9, ) and (t,9) = %G (L, p,9),

assumptions (H3) and (Hy) are verified. All assumptions of Theorem 6.1 are satisfied
and therefore, we obtain

a7, (w;V)=0,G(t,u,0)|,_,,

where
até(t,u,v)‘tozl/ juldiv(V)dv+ [ oa'(0)Vu- Vodx
=0 pJa 0

—/chvdiv(V)dx—/QfdiV(V)dx

This completes the proof. O
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Theorem 3.3. (Boundary expression). The shape derivative of the functional J, in the direction
V e DY(Q) is given by

N N
D]p(w,V):—Z/‘[[aanuanvﬂer-nds—Z/ l00,10,0]r,V -nds
k=17Tk k=1"Tk
N N
—l—k;/ri[[a]]rivriu-Vrivds—i—k;/ri[[a]]rivriu-vrivds
N N
—Z/,[[cuv]]riv-nds—Z/ [cuv]reV-nds
k=17 Tk ¢ =171k
N N
-) _[[fv]]riV-nds—Z/ [folr:V-nds. (3.21)
k=17 Tk ¢ k=17

Remark 3.2. Note that the volume expression of the shape derivative presented in Thorem
3.2 can be rewritten in canonical form as

d.7,](w;V) :/QS:Dde,

where

S= —a(Vu@Vv—l—Vv@Vu)—l—(T(Vu-Vv)I—l—;\u\”l—cuvl—va.

Using standard tensor relation (Vu®V )n=(Vv-n)Vu, one may obtain directly the bound-
ary expression of the shape derivative presented in Theorem 3.3. For more details about
tensor representation, we refer the reader to [10].

4 Topological derivative

In this section, we assume that ()= (" UOiS”) uQs*UQ’ (See, Figure 1) where Q) :=
xo+0¢eB and QF is such that QU = xy+¢eB, where B is the unit ball in R?, ¢ >0 and
0<d<1. We rewrite Q0 and Q¥ instead of Q" and (). This allows to perform
an asymptotic expansion of the shape functional J,(w,) where w,:= Qg UQ?": We also
introduce I'e :=T" UI'Y? where I'?”¢ := 00" and I'¥° the outer boundary of (/.

In the perturbed domain, the state u, is solution to the following problem :

—div(o:Viue) —celie = fe in Q\T,,

OeOntte+a(ue) (e —Ugmp) =0 on T,
(4.1)
[u:]=0 on T,

[I:O—anug]] :0 on I—'el
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where

0= O'COTe]ngore +0'iso]10iso +Ue]108 +0.gups
£

Ce= el Qcore, and fg = fCOTe 1 Qygore.

]IQ\anreuﬂésnuge ’

The functions f“"¢, c“’® are defined in (1.3) and (1.4) . The variational formulation asso-
ciated with the problem (4.1) is defined by :

find u. € H'(Q), such that, F.(u,,v)=0, YocH(Q), (4.2)
where

Fg(us,v):/QUEVug-Vvdx—/chugvdij tx(u)(u—umb)vds—/ﬂfvdx.

JoQ

The asymptotic expansion of the cost functional will be provided by the following propo-
sition

Proposition 4.1. Let V be a real Hilbert space. For e € [0,¢),¢ >0, we consider
e a differentiable map F.:V —V’,
e a function u, €V satisfying
Fe(ue) =0, (4.3)
e a differentiable functional |.:V — R,

We assume that there exists vo € V, called adjoint state, solving

(DFy(u0)@,v0)v,y=—DJo(uo)p, VeeV. (4.4)

Suppose that there exists real numbers 6F;,0F,,6]1 and 8], as well as a function h(e) tending to
zero with € such that when ¢ —0

(Fe(ue) = Fo(ue),00) =h(e)6Fi+o(h(e)), (4.5)
(Fo(ue) — Fo(uo) —DFy(uo)(ue—ug),00) =h(e)dF+o(h(e)), (4.6)
Je(ue) —Jo(ue) =h(e)oJ1+o(h(e)), 4.7)
Jo(ue)— Jo(uo)+DJo(uo) (ue —uo) =h(e)dJa+o0(h(e)). (4.8)

Then we have the asymptotic expansion

Je(ue) = Jo(uo) = f(€) (SF1 +6F+6]146]2)) +o(h(e)). (4.9)
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Proof. In view of equation (4.3), we can write
Je(ute) = Jo(10) = Je(ue) — Jo(uo) + (Fe(tte) — Fo (o), v0)-
Using (4.5)-(4.8), yields
DJo(uo)(ue—1o)+h(e) (6J1+06J2)+DFo(ug)(ue—119) +h(e) (6F1+0F)+o(h(e))
From equation (4.4), we obtain the desired result. ]

Using Proposition 4.1 and following the same lines as in the proof of [2, Thm 3], we
can prove the following theorem.

Theorem 4.1. The topological asymptotic expansion of the functional |, is given by
Ty (ue) = Jp (1t0) =€*G(x0) +0(e?),
where
G(x0) = TAVug(xg) - Vog(xo) — 8o (x0)vo (x0) — fO 80 (x0), (4.10a)

2(1—52)g84ps (giso _ o o180 | greore 4 4 52 58aps yiso ( yeore __ ygaps
(1—-6%)e8r*( gaps) (07 +0) + ( )

A= (aiso+0.core)(aiso+o-gaps)_52(0—1'50_Ucore)(o—iso_g—gaps)

, (4.10b)

where uy is solution of the problem (1.1) with QU = Q™ =@ and the adjoint state v is solution

of

/O'EV’UO-Vﬁdx—i— agﬂPSVvo.Vﬁdx—i—/a (zx,(uo)(uo—umb)—ka(uo))voﬁds
e 0

8aps

+/ woluo|P20dx=0,  VoeH'(Q). 4.11)
Q

5 Algorithm and numerical results

5.1 Descent direction

Definition 5.1. Let V € D!(Q,R?)( the space of continuous functions with support cmm-
pact in 2) and denote T;(x) =x+tV(x) the associated transformation. We say that V is a
descent direction for a functional J: () — R if there exists € > 0 such that

J(T:(Q))<J(Q) Vte(0,e).

If the Eulerian semiderivative of | at () in direction V exists and if it is a descent direction
then by definition
dJj(Q; V) <0.
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We use descent descent directions in iterative methods to find a possible local min-
imizers of the functional J,. The strategy is to start with initial shape () and compute
descent direction V, then we proceed a long this direction as long as the cost functional
J» reduces sufficiently using a line search strategy.

In our problem the shapes wy are known and invariant under a rotation but their
locations are unknown. It is meaningful to use translations to move the shapes wy.

One may choose a velocity V' as a piecewise linear function so that V is a translation
on T, I'¥ and vanish on Q°. In order to obtain transformation which is locally a translation
one may choose the class of vector fields V= (bZ,b20)T:= (V}},V?)T, where b}, b? €R and
¢ is a smooth function equal to one in a neighborhood w;’ of wy and equal to zero in ()°.

The boundary expression of the shape derivative can be written as

N N
dJ, (V)= E/vng-ndH—Z/ hV -nds.
k=1"Tk k=1"Tk

On the boundaries F};, 0 V= (bl,bf)T. Then plugging V with n= (n}(,n%)T in the above
expression, one obtains

N N N N
d](Q;V):Zb,l/'gkn,ids+ Zb,l/ hntds+ Zbi/,gknids%— Zbi/ hnzds.
k=1 JTi k=1 Tk =1 T k=1 7T

To get a descent direction, one may choose
b,l:—/_gkn,l(ds—/ hkn,lcds and b,%:—/_gkn%ds—/ hknﬁds. (5.1)
T Ty T Ty

For our numerical results, we use the boundary expression of the shape derivative to get
a descent directions and gradient algorithm with backtracking line search to solve the
optimization problem.

To avoid the overlap of the inclusions during the optimization process, we follow
the routine presented in [12]. To prevent the exit to the external boundary, we make
a constraint on the distance between the center of the inclusions and the center of the
domain ). Since we use a gradient-based method, we implement a line search to adjust
the time-stepping. The algorithm is stopped when the decrease of the functional becomes
insignificant.

5.2 Algorithms

The numerical procedure, is described in the following algorithms.
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Table 1: Parameter values of the simulations.

Parameter value Symbol Value Unit
Heat conductivity of metallic conductors ot 401 W/(m.K)
Heat conductivity of single cables insulation  ;*° 0.19 W/(m.K)
Heat conductivity of outer insulation o8P 2.61e-02 W/(m.K)
Heat conductivity of air o° 0.08 W/(m.K)
Electr. resistivity at reference temperature 00,k 1.71e-08 Q.m
Temperature coefficient of electr. resistivity — a, 4.04e-03 1/K
Emission coefficient g 0.93

Reference temperature Uref 20 °C
Ambient temperature Ugmb 32 °C
Number of metallic conductors n 50

Metallic conductors” diameter Ox 0.2 mm

Algorithm 1 (One-shot method).
1. Solve the direct problem and the adjoint problem in the safe domain.
2. Compute the topological gradient G.

3. Determine the local minima (xo,10) where G is the most negative.

Algorithm 2 (Topology and shape gradient strategy).
1. Initialization : Finding (xo,10) using Algorithm 1.
2. Iteration: (xi,yx) being computed

a. compute the state u; and the adjoint state vy, then we can evaluate the
descent direction (5.1).
b. update the center by the gradient method with backtracking linesearch.

3. Stop test: If [D],(w; V)| is smaller than a prescribed threshold, then stop, else
return to step (2) with k=k+1.

5.3 Numerical results

In the following examples, we consider realistic values of the physical parameters as
in [9]. The parameter values of the simulations are presented in Table 1. In our problem,
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Temperature, Steady state solution . The topological gradient
05}
100 0
-0.5¢}

"4 05 0 05 1 05 o0 o5 1

(@) (b)

Figure 2: (a) the initial configuration of temperature (b) the topological derivative of J5.

the non linear heat transfer coefficient « is given by the expression (1.5) where a; and «,,
are explicitly expressed in [12].

5.4 Examplel

In this example, we optimize the position of one single cable using Algorithm 2.

The initial coated inclusion is composed of two concentric disks Q*° and Q)" with
radius r1 =0.2 and r, =0.1 centered at the point (0.00203,0.49036), where the topological
gradient is most negative (cf. Figures 3.a)). The optimal position given by the algorithm
is (2.90e7%°,0.49033) (cf. Figures 3.b)).

5.5 Example 2

In this example, we optimize the positions of identical three and four cables respectively
using the shape gradient algorithm.

We remark that during the optimization process the inclusions go toward the boundary.
Also from figures 4 and 5 we remark that the maximal temperature decrease from 300°C
to 130°C in the case of three cables and from 326°C to 122°C in the case of four ones.

5.6 Example 3

In this example, we optimize the positions of identical four cables using the topological
and shape gradient algorithm. The iterative algorithm using the expression (3.21) gives
a local minima while the one shot algorithm using the expression (4.10) gives a global
minima independent of the choice of the initial positions around the multicable’s center.
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Temperature, at final topological configuration Temperature, at final shape configuration

-1 -0.5 0 0.5 1

o

(0) (d)

Figure 3: (c) the final configuration of temperature by the topological derivative and (d) the final configuration
of the temperature using Algorithm 1 with p=2.

Temperature at initial configuration Temperature at final shape configuration
-1 -0.5 0 0.5 1 -1 -0.5 0 0.5 1
(e) ()

Figure 4: (e) the temperature distribution of the initial configuration and (f) the temperature distribution for
the final configuration of [ for three single cables.

From figure (7) we remark that the use of the iterative method decrease the temperature
from 290.62°C to 79°C and to 71.87°C using the one shot method.

Remark 5.1. When p is large enough, the functional ], approximate well the L*-norm,
which is the suitable functional to minimize the maximum temperature. From the nu-
merical point of view, we didn’t get a good approximation of the multi-cables when p is
large.

For the numerical simulation, we have used two different values of the parameter
p, p=2 and p=10. Although that with this values the functional ], does not approxi-
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Temperature, at initial configuration Temperature, at initial configuration

(®) (h)

Figure 5: (g) the temperature distribution of the initial configuration and (h) the temperature distribution for
the final configuration of g for four multicables.

Temperature, Steady state solution ~ The topological gradient

05}

ol

05}
-1

4 05 0 05 1
(i) ()

Figure 6: (i) the temperature distribution of the initial configuration and (j) the topological derivative of Jg.

mate the L*-norm very accurately, the maximum temperature is lower than at the initial
configuration for the examples presented in this paper.

6 Appendix

6.1 An abstract differentiability result

In this section, we give an abstract result for differentiating Lagrangian functionals with
respect to a parameter. This result is used to prove Theorem 3.2. We first introduce some



Belhachmi ef al. / J. Math. Study, 52 (2019), pp. 425-447 445

Temperature, at final topological configuration Temperature, at final shape configuration

e

e

1

(k) @

Figure 7: (k) the temperature distribution at the final configuration given by (4.10) and (I) the temperature
distribution at the final configuration given by (3.21)

notations. Consider the functional
G:[0,e] x XxY—=TR (6.1)
for some £ >0 and the Banach spaces X and Y. For each t € [0,¢], define

<(f)=inf supG(t,x,y), h(t) =supinf G(t,x,y), (6.2)
xeXyeY yeY xeX

and the associated sets

X(t)= {xtGX:squ(t,xt,y):g(t)}, (6.3)
yey
Y(t)= {yt ey: ig}f{G(t,x,yt) =h(t) } (6.4)

Note that inequality h(t) <g(t) holds. If h(t) =g(t) the set of saddle points is given by
S(t):=X(t) x Y(¢). (6.5)

We state now a simplified version of a result from [6] derived from [5] which gives real-
istic conditions that allows to differentiate g¢(t) at t =0. The main difficulty is to obtain
conditions which allow to exchange the derivative with respect to t and the inf-sup in
(6.2).

Theorem 6.1 (Correa and Seeger [5,7]). Let X,Y,G and € be given as above. Assume that the
following conditions hold :
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(H1) S(t)#D for 0<t<e.
(H2) The partial derivative 0;G(t,x,y) exists for all (t,x,y) €[0,e] x X X Y.

(H3) For any sequence {t, }nen, with t,— 0, there exist a subsequence {t,, }ren and x° € X(0),
X, € X(ty,) such that for all y€ Y (0),

t\loi’irlmatG(t,xnk,y) zatG(O,xO,y).

(H4) For any sequence {t, }neN, with t, — 0, there exist a subsequence {t,, }ren and y° € Y(0),
Yn, €Y (tn,) such that for all x € X(0),

t\loi;gooatG(t,x,ynk) =0;G(0,x,4°).

Then there exists (x°,y°) € X(0) x Y(0) such that

d
d—f(O) zatG(O,xO,yO).
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