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Abstract. Modelling based on Computational Fluid Dynamics (CFD) is by now ef-
fectively used in fire research and hazard analysis. Depending on the scenario, ra-
diative heat transfer can play a very important role in enclosure combustion events
such as tunnel fires. In this work, the importance of radiation and the effect of the
use of different approaches to account for it were assessed. Firstly, small-scale tun-
nel fire simulations were performed and the results compared with experimental
data, then realistic full-scale scenarios were simulated. The results show up the
capability of CFD modelling to reproduce with good approximation tunnel fires.
Radjiation proved to be noteworthy mainly when the scale of the fire is relatively
large. Among the various approaches employed to simulate radiation, the use
of the Discrete Transfer model gave the most accurate results, mainly when the
absorption-emission characteristics of the combustion products were taken into ac-
count. Finally, the suitability of the use of CFD in quantitative Fire Hazard Analysis
is discussed.
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1 Introduction

Quantitative fire hazard analysis is becoming the fundamental tool of modern fire
safety engineering practice, and it can help to evaluate and reduce the fire risk in
industrial, civil or transport (i.e., road and rail tunnels) enclosures. Fire accidents in
road tunnels have recently proven to be extremely costly in terms of human lives, but
also in increased congestion, pollution and repairs [1]. The serious threat for lives
mainly derives from high temperatures, toxic species, obscuration by smoke and, rad-
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iative heat flux. On the other hand, tunnel closure consequent to fires is prejudicial
to national and international economy because it increases transport costs, reduces
competitiveness and negatively impacts road safety. The goal of a Fire Hazard Anal-
ysis (FHA) is to determine the expected outcome of a specific set of conditions called
fire scenario, either in order to find out the hazards that are present in an existing or
planned tunnel, or for design and evaluation of the effectiveness of trial fire protec-
tion strategies. A tunnel fire scenario includes any details that have an effect on the
outcome of interest. This outcome determination can be made by expert judgment, by
probabilistic methods using data from past incidents, or by deterministic means such
as fire models. The last include empirical correlations, computer programs, full-scale
and reduced-scale models, and other physical models [2]. Although empirical corre-
lations and simplified computer models allow a rapid assessment of a fire scenario,
because quickly yield a value of the variables of interest, they are heavily limited by
experimental conditions and simplifying assumptions [2, 3].

In this context, the use of Computational Fluid Dynamics (CFD) techniques may
represent an effective way to account for case and site specific details. These codes use
a discretisation method in order to approximate the differential flow equations by a
system of algebraic equations and solve the simplified balance equations for the con-
servation of mass, momentum, energy and gas species within the physical domain of
interest, thus allowing the estimation of the transient flow patterns of the fire-induced
air velocity, temperature, pollutants and smoke concentration in large and complex
enclosures. A detailed insight into CFD methodology can be widely found in the
literature, e.g., by Shaw [4], Lea [5], Gobeau et al. [3]. In the case of tunnels, CFD mod-
elling for FHA can efficiently be used to evaluate the effects of changes in structural
design and ventilation, or to assess performance of safety measures over a range of
fires differing in size, duration and locations [3].

Tunnel fires, as fires in enclosures, are very complex in nature [6]. Their com-
plexity arises from the fact that the physical and chemical processes (e.g., turbulence,
combustion, radiation, etc) controlling fire and smoke development interact with each
other and with the surroundings. Radiation can be a significant portion of the overall
heat transfer in confined combusting flows, typically when temperatures are above
670K [3].

In fire science literature thermal radiation has been early recognized as an impor-
tant and sometime dominant mode of heat transfer for medium and large scale fires.
Indeed, it can determine the growth and spread of some type of fires [7,8]. Many au-
thors [3,9-11] reported that radiative heat transfer can account for 20-40% of the heat
output of a large fire. Combustion products such as CO, and H;O, emitting energy
in discrete bands, are the main radiation sources. Moreover, according to the review
performed by Novozhilov [7], radiation due to luminous diffusion flames contributes
significantly in lowering the flame temperatures. Finely dispersed soot particles act
accordingly as individual minute black or gray body and emit continuously over a
wide range of wavelengths. Soot, CO; and H,O are responsible for more than 95% of
the radiant absorption and emission [7]. Radiative heat transfer occurs between the
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emitters and receivers, i.e., between solid surfaces, soot/gas phase mixtures of flames
and smoke aerosols [12,13].

Sacadura [8] reports a detailed review of the various approaches to thermal ra-
diation modelling in the most common CFD fire codes, with different levels of ac-
curacy ranging from roughly simplified analyses to sophisticated methods of inves-
tigation. Moreover, he highlighted that very limited information is reported on the
method used for radiative heat transfer calculations in a number of papers on CFD
fire modelling and that, for a widespread use of accurate radiation models in current
fire CFD codes, the key factor is the optimization of their accuracy/computing time
ratios. Keramida et al. [14] compared the discrete transfer and the six-flux model for
fire simulation, and found that the simple six-flux model suffices for small compart-
ment fires, up to 100kW, whereas for higher heat release rates the Discrete Transfer can
provide sufficient accuracy. A comprehensive comparison of six CFD computational
methods for solution of the radiative transfer equation is reported by Jensen et al. [15]
for the numerical simulation of a 2m diameter JP-8 pool fire. The authors found that
inside the fire, where radiation is isotropic, all methods gave comparable results with
good accuracy; on the whole, predictions of Discrete Transfer method agreed well
with those of the Monte Carlo method which are considered as reference solutions.
An in-depth discussion on the CFD models for modeling radiation is also available in
literature [3,16-18].

Generally speaking, for cases ranging from transparent to optically thick regions,
like fire, the Discrete Transfer and the Monte Carlo models accurately represent the
solution of the radiative transfer equation.

In this work the CFX code by ANSYS [19] was used to evaluate the effect of dif-
ferent approaches and models employed to simulate thermal radiation on the con-
ditions established in a tunnel when a gasoline pool fire occurs. In particular, the
fractional heat loss approximation, the Discrete Transfer and the Monte Carlo mod-
els were used for the simulations. The radiation transport mode was also assessed,
i.e., assuming that radiative flux transfers heat only ”surface to surface”, or that the
domain fluid emits/absorbs radiation too. In the ”participating media” mode the
absorption-emission characteristics of the combustion products were either modelled
by a constant absorption coefficient (Grey model) or by a Multigrey model, to account
for the dependence on the local gas composition.

Indeed, in the case of the assumption of the Grey model all radiation quantities are
uniform throughout the spectrum; instead, in the case of the Multigrey model gas ab-
sorption is represented by a weighted sum of grey media as a function of temperature,
the partial pressure and the path length.

Finally, in the perspective of CFD use for Fire Hazard Analysis, simulation results
in terms of incident radiation were also compared with results from empirical corre-
lations available in the literature to assess radiant heat flux from a fire to a target fuel
(”solid flame radiation model” [20]). Moreover, in the context of FHA the full-scale
tunnel fire was also studied from the point of view of duration in the time of safety
conditions within the tunnel.
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2 The mathematical models

2.1 CFD fundamentals and physical sub-models

In a fire the main physical mechanisms involved are turbulence, buoyancy, wall heat
transfer, combustion and radiation. The relevant simplified sub-models are computed
and solved in coupling with the main governing equations, that is: (i) the continuity
equation; (i) the momentum equation; (iii) the energy equation.

The continuity equation is based on the principle of conservation of mass:

o
L4V (pu) =0, (21)
where t is the time, p the density and u the velocity vector.

Newton’s second law of motion states that the rate of change of momentum of the
fluid in the volume is equal to the sum of forces acting on it:

d(pu)
ot
where p is the pressure, g is the gravitational vector, S are all other external forces and
T is the stress tensor.
The energy equation is derived from the first law of thermodynamics:

+V-(puxu)=-Vp+pg+S+V- 1, (2.2)

d(ph D :
]

where h = Zj h;Y;is the enthalpy of the fluid and Y; and }; are the mixture fraction and
the enthalpy of the j-th species, respectively, Dp/ Dt is the material derivative of p, Qg
is the heat release rate per unit volume from chemical reactions, q, the radiative heat
flux, k the thermal conductivity, T the temperature and D; is the diffusion coefficient
for the j-th species into air.

2.1.1 Turbulence modelling

Turbulent mixing is the key process responsible for transport of heat, mass and mo-
mentum in the vast majority of fluid flows. Turbulent flows contain a wide range
of length and time scales. The Reynolds Averaged Navier-Stokes equations (RANS)
are produced considering a generic property of a flow, such as the component u; of
velocity at a certain point, to consist of fluctuating part u! (due to turbulence) and a
non-fluctuating part u; [4]:

u; = u; + ul. (2.4)

Upon averaging the equations new unknown terms appear. These terms are referred
to as the “Reynolds stresses”:

T = —pugu;.. (2.5)
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Physically the “Reynolds stresses” represent the effects of turbulent mixing on the
transport of heat, mass and momentum. Empirically-based turbulence models are
then used to close the Reynolds-averaged equation set, either through simple algebraic
expressions for Reynolds stresses or by the solution of additional transport equations.
The most commonly-encountered RANS turbulence model is referred to as the k — ¢
model [21]. k is turbulent kinetic energy, ¢ is the rate of dissipation of k, defined as:

1
k= 5 (ulul + Wit + ujul), (2.6)

with u}, uj, u}, the velocity fluctuating components, and

e=k2( 2.7)

where £ is a turbulence characteristic length.

The model is based on the premise that the Reynolds stresses are linearly related
to rates of local mean strain by means of a turbulent or “eddy” viscosity, which acts
in an analogous manner to the physical viscosity of the fluid but depends on local
flow conditions. Modifications to the basic k — e model have been introduced for fire
applications to account for the buoyancy effects on turbulent mixing [22,23]. They
consist of adding a buoyancy-related term in the model equations so that the result-
ing computed Reynolds stresses behave more as expected in the presence of buoyant
forces.

The values of k and ¢ are found by solving simplified model versions of their exact
transport equations. The source terms for k and ¢ are given by:

Sk =Gr+Gp—p, (2.8a)
€ €
Se = ClsE(Gk + GB) - CZEP?/ (28b)

where Gy is the turbulence production due to shear and Gp is the production due to
buoyancy.
The turbulent viscosity y; is given in terms of k and ¢ as:

k2
Ut = CHP?/ (29)

with C, Cie and Gz model constants.

2.1.2 Combustion modelling

The Eddy Break-Up model of Magnussen and Hjertager [24, 25] is based on the solu-
tion of species transport equations for reactant and product concentrations. The model
assumes that: i) the combustion process can be represented as a single, one-step re-
action; ii) the chemical reaction is infinitely fast compared to the mixing rate of the
reactant species, and consequently the turbulence mixing of the gas phase reactants
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controls the combustion rate. The model relates the rate of reaction to the dissipa-
tion rate of turbulent eddies containing products and reactants. The dissipation rate
of turbulent eddies is assumed to be proportional to the ratio of the turbulent kinetic
dissipation and the turbulent kinetic energy, ¢/k [26]. The rate of reaction R; is given
by the smallest of the two expressions below [16]:

E m
Ri = —VZMZAPEﬁ, (2.10&)
M. € Ypmp
R = —viMiABpy =0 (2.10b)

where M; denotes the molecular weight of species i, vg and Mg are the stoichiometric
coefficients of the reaction, mp are the mass fractions of any product species P, mg
represents the mass fraction of the reactant R, giving the smallest R;, and A and B are
empirical constants, i.e., A = 4.0 and B = 0.5.

The modelling of soot formation is based on a two-step process adapted by Mag-
nussen [27] from the work of Tesner et al. [28]. The first step treats the formation of
nuclei from gas phase and the second step treats the formation of soot particles from
the nuclei. Once soot is formed, the model includes the combustion of the soot in the
flame; the soot combustion rate is expressed from an Eddy Dissipation Concept model
in terms of the dissipation rate and the turbulent kinetic energy k. The above model
assumes that the rate of formation of soot depends on the mixing between the eddies
that contain soot and other eddies that contain oxygen. The model, however, intro-
duces only the particle number density and does not address the question of surface
growth and of particle size evolution.

2.1.3 Radiation modelling

In the energy equation (2.3) the effect of radiation is accounted for by the use of a
source term —V - qr, which must be supplied by a separate radiation model [7,19,29].

The fundamental quantity of radiation transport is the spectral radiation intensity
I,, depending on position and direction. I, is defined as the radiant energy (per unit
time and per unit wavelength interval) passing per unit surface area normal to the
direction s into a unit solid angle (). The spectral radiative transfer equation (RTE) is
a first order integro-differential equation for I, in a fixed direction, s,

dlvc(iZ,S) = — Ko Iy(r,8) — Koy I (1,8) + Koy Iy (v, T)
b [ Ll s)@(s )0 15, @1
4r Jar

where v is the frequency, s and r are the direction and the position vectors, respec-
tively, s is the path length, K, and K; are the absorption and the scattering coefficients,
respectively, T is the local absolute temperature, I, is the blackbody emission inten-
sity that is proportional, according to the Stefan-Boltzmann law, to T#, ® is the in-
scattering phase function giving the scattered intensity form direction s'tos,and S is
the relevant radiation intensity source term.



P. Ciambelli, M. G. Meo, P. Russo and S. Vaccaro / Adv. Appl. Math. Mech., 3 (2011), pp. 327-353 333

The spectral radiative heat flux, gX passing through a surface at some location r
with a unit vector normal n is

gR(r,n) = / (s-n)L,(r,s)dQs. (2.12)

Finally, the total radiative flux term in Eq. (2.3) is obtained by integrating Eq. (2.12)
over solid angles and over the spectrum.

Descriptions of mathematical methods for solving the RTE are available in heat
transfer textbooks [30-32]. Indeed, it is very difficult to solve in its general form, and
a complete radiation model is very expensive. In problems where thermal radiation
is significant, as for fires in enclosures, the proper choice of the radiation model will
affect not only the quality of the solution, but also the computational time. In prac-
tice, there is a range of simplifying assumptions that may be appropriate for a given
problem. A comprehensive comparison of six CFD methods for solving the RTE is
reported by Jensen et al. [15] for the numerical simulation of a 2m diameter JP-8 pool
fire. A detailed discussion on the models for radiation is also available in [3,16-18].

Among the different available modelling approaches, the most common used for
large fires [3,29] are, in order of increasing complexity:

1. Fractional heat loss due to radiative heat transfer. This method is based on the
observation that flames radiate a roughly fixed proportion of their total heat release,
which depends on the type of the fuel and on fire scenario. Thus, this approach
simply ignores in the simulation the percentage of the heat release rate (HRR) from
a fire that turns into radiation, by reducing by 20-40% [3,9-11] the amount of HRR
to be used in the energy balance equation, i.e., Qg in Eq. (2.3);

2. Discrete Transfer model. This model, developed by Shah [33,34], is based on tracing
the domain by multiple rays leaving from the bounding surfaces. The technique
solves the radiative transfer equation along discrete representative "rays” of radiation
traced in the computational domain for the radiation field, and its accuracy depends
on the chosen ray directions as well as on the number of rays [7,16,19]. The physical
quantities in each control volume crossed by a radiation ray are assumed to be uniform,
and then the RTE equation can be integrated analytically. The Discrete Transfer
model provides a good compromise between computational economy and precision;
it is commonly and successfully applied to fire modelling problems, as reported for
example by Novozhilov [7], Jensen et al. [15] and Wen et al. [35] who studied large
compartment fires;

3. Monte Carlo model. The Monte Carlo method is a statistical method that simulates
the underlying processes which govern the system of interest, i.e., the physical inter-
actions between photons and their environment. It assumes the radiation field as a
photon gas, and the intensity is proportional to the differential angular flux of pho-
tons "emitted” in (pseudo-) random directions. A large number of sample photons,
typically thousands, need to be tracked through a computational domain for the ra-
diation field to generate their histories, in order to get good estimates of the physical



334 P Ciambelli, M. G. Meo, P. Russo and S. Vaccaro / Adv. Appl. Math. Mech., 3 (2011), pp. 327-353

quantities of interest [3,19]. The photons are tracked in the Monte Carlo model in
the same way that rays are traced through the domain in the Discrete Transfer model.
By following a typical selection of photons and tallying, in each volume element, the
relevant parameters, the mean total intensities and radiative flux can be calculated.
The Monte Carlo method has been used for computation of radiation in compartment
fires [36-38], although, given its computational cost, it is not generally applied to
fires and smoke movement in large complex spaces. However, Snegirev et al. [31]
claimed that it will be soon feasible, from a computational overhead point of view,
to use the Monte Carlo method to this aim.

As concerns the radiative properties of combustion gases, absorption coefficient, scat-
tering coefficient and refractive index may be a function of intensive thermodynamic
variables such as temperature and pressure, as well as composition. Moreover, for
non-grey media the radiation intensity field may be also a function of the spectrum as
shown in Eq. (2.12) [19]. According to [7,36,39], for many engineering applications,
reasonable results are obtained using simplified methods.

The validity of a grey gas assumption has been discussed in [40]. If the grey me-
dia assumption is made, predictions may significantly depend on how the effective
emission/absorption coefficient is calculated. It can be either assumed constant or
calculated to provide correct value for total emissivity of the mixture occupying a
given control volume of the computational domain [36]. In the former case, the Grey
model assumes that all radiation quantities are nearly uniform throughout the spec-
trum, consequently the radiation intensity is the same for all frequencies. This simpli-
fies the radiation calculation considerably since only one radiative transfer equation
must be solved [19]. However, a significant limitation of the Grey model in com-
bustion calculations is that a single absorption coefficient is set, independent of the
local gas composition. In the latter case, a more detailed treatment is offered by the
Weighted Sum of Grey Gases (WSGG) model [7,8,13,19,36], which is the most widely
used global model for the calculation of gas radiative properties in combustion sys-
tems [41]. WSGG model has been developed by Hottel and Sarofim [13] and improved
by Modest [30]. Within this approach, the absorptivity of the mixture is approximated
by the sum of component grey gas absorptivities weighted with a temperature depen-
dent factor. This method is obviously more expensive computationally. More details
on the mathematical approach can be found in [19, 30, 36].

In this work, two approaches (single effective absorption coefficient and Weighted
Sum of Grey Gases, referred as Multigrey) were used and compared in modeling of
full-scale tunnel fires.

2.1.4 Numerical methods

The governing equations of fluid flow cannot be solved analytically except in special,
highly simplified cases. The task of CFD is to generate approximate solutions to these
equations by a numerical approach. An iterative approach is required because of the
non-linear nature of the equations [5,19]. CFX code is based on the finite volume
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method, i.e., the region of interest is divided into small sub-regions (control volumes).
In the matter of space discretization, the advection schemes implemented in CFX can
be expressed as [19]:

Gip = up + BV - Ar, (2.13)

where the subscript ip denotes evaluation at an integration point, ¢, is the value at
the upwind node, and r is the vector from the upwind node to the ip. A value of
B = 0 yields a first order Upwind differencing scheme, which is very robust [19,42].
Such first order Upwind differencing scheme was used to run both small-scale and
full-scale simulations. In the matter of time discretization a First Order Backward
Euler scheme [19] was used. This discretization is robust, fully implicit, bounded,
conservative first-order accurate in time, and does not have a time step size limitation.

With regard to the solution strategy, CEX uses a coupled solver [19], in which all the
hydrodynamic equations are solved as a single system. The coupled solver is faster
and more robust than the traditional segregated solver and fewer iterations are re-
quired to obtain a converged solution. The solution of each set of equations consists of
two numerically intensive operations; for each time step: i) coefficient generation: the
non-linear equations are linearized and assembled into the solution matrix; ii) equa-
tion solution: the linear equations are solved using an algebraic multigrid method,
which is an iterative solver whereby the exact solution of the equations is approached
during the course of several iterations. For the equation solution, CFX uses a par-
ticular implementation of algebraic multigrid called Additive Correction. The multi-
grid process involves carrying out early iterations on a fine mesh and later iterations
on progressively coarser virtual ones. The results are then transferred back from the
coarsest mesh to the original fine mesh. More details are reported in the literature [43].

2.2 The solid flame radiation model

The empirical “solid flame radiation model” aims to estimate the impact of radiation
from pool fires to potential targets [20]. It assumes that: the pool is circular or nearly
circular; the fire can be represented by a solid body of a simple geometrical shape and
thermal radiation is emitted from its surface; non-visible gases do not emit much radi-
ation. In summary [44], estimating the thermal radiation field surrounding a fire using
the “solid flame radiation model” involves the following steps: 1) to characterize the
geometry of the pool fire and its HRR; 2) to determine the radiative properties of the
fire, the view factors and the effective emissive power of the flame; 3) to calculate the
radiative heat flux to the target at a given location. This model has been widely ap-
plied for hazard calculations to assess radiation in case of fires occurring in industrial
sites, both in open spaces [45] and between premises [46], and also in nuclear power
plant [44].

The intensity of thermal radiation from a pool fire to a target for no-wind condi-
tions is given by the following equation [20]:

i’ = EFy_, (2.14)
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where E is the flame emissive power, F;_,; is the configuration view factor and 4" is
the incident radiative heat flux.

The effective emissive power E in terms of effective pool diameter D is given by
an empirical correlation [20]:

E = 58 x (10700082D) (2.15)

The configuration view factor F_,; is a purely geometric quantity, which is a function
of target location and distance from fire L, flame height H iz and fire diameter D. Flame
height of the pool fire H; is determined using the Heskestad correlation [47]:

Hy = 0.235Q5 —1.02D, (2.16)

where Q is the heat release rate (HRR) of the fire.
The fire HRR can be determined by laboratory or field testing. In the absence of
experimental data, the maximum HRR for the fire, is given by [48]:

Q = 1" AH, s Ap(1 — e D), (2.17)

where Ay is the horizontal burning area of the fuel, 7" is the burning rate per unit area
and per unit time, AH_,f is the effective heat of combustion and kp is an empirical
constant, given by the product of the extinction-absorption coefficient of the flame
(k) and the mean-beam-length corrector (B), reported in the literature [48] in case of
sufficient available data.

Calculations for assessing the impact of radiations from pool fire on potential tar-
gets were performed by using the solid flame model. Results are reported in the fol-
lowing Section 5 and compared with CFD predictions in order to evaluate the relative
performances of the simple approximated solid flame radiation model and of numer-
ical simulations.

3 Simulations

ANSYS CFX is a general-purpose flow solver code, which has been widely used and
validated for many aspects of enclosure fire safety, smoke movement and combustion,
e.g., in tunnels [49]. The CFX solver allows efficient parallel running for all the numer-
ically intensive tasks, allowing to easily distribute the CFD calculation across multiple
processors for any set of physics and mesh type [19]. The parallel run modes depends
on the hardware and operating system.

In this work the MPI/MPICH2 procedure on Windows XP 32bit was used to dis-
tribute total runs into 4Pentium personal computers to execute parallel processing.
The CPU clock frequency of each computer was 3GHz and the memory was 2GB. The
overall parallel run procedure is divided into two steps: i) a partitioning step, where
the MeTiS partitioning algorithm divided the mesh into four different partitions; ii)
a running step, where the mesh partitions were solved by four (a master and three
slave) processes working on its own partition.
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3.1 Small scale fire

Preliminary simulations were run using the CFX code for a small-scale steady-state
tunnel fire reported by Xue et al. [16]. The tunnel was 6m long, with rectangular
cross section (0.9 x 0.3m?), made of insulating materials. The fire source was located
1.5m from the inlet section. The burner dimensions were 0.18 x 0.15m?. Liquefied
petroleum gas (LPG) was used as fuel, with a steady-state HRR of 3.15kW. Ambient
temperature was 300K. Longitudinal ventilation of 0.13m/s was generated at the inlet
tunnel section.

Firstly, a sensitivity study of the effect of mesh resolution on the solution stability
and on the results accuracy was carried out. An in-depth discussion about the results
of such a sensitivity analysis can be found in [50].

CFX simulations were run in the whole tunnel, using the following settings: i) an
unstructured mesh, with 45,771 elements of various resolution; ii) 15,000 iterations as
a maximum; 10~ as residual convergence criterion; the upwind advection scheme; iii)
the k — e turbulence model with wall function; the Eddy Dissipation model for com-
bustion of a 70%propane-30%butane mixture; iv) the radiation was either not solved
or modelled by Discrete Transfer or Monte Carlo model, in Grey assumption. The
quality of simulation results was evaluated by comparison with available experimen-
tal data [16].

3.2 Full scale fire

Tunnel fires at full-scale were simulated under hypotheses, based on case studies re-
ported in the literature, regarding road transportation of flammable liquids and pos-
sible accidents and fire events. Data concerning the distribution of hazardous materi-
als flows for land transportation identify gasoline and LPG as those most frequently
transferred by road [51]. Therefore, the major contribution to fire risk deriving from
goods transportation on the roads is due to liquid fuels and LPG, which can cause
flash fires, pool fires or even vapour cloud explosions [51]. Among various scenarios
the one most likely to occur in the case of road transportation of liquid fuels (like gaso-
line) is a pool fire subsequent to a small, a medium or a catastrophic release (tanker
collapse) [51].

Based on this background, a tunnel fire scenario was assumed. The tunnel in-
vestigated was a two-tube (each tube one-way) road tunnel along the Southern Ital-
ian A3 highway, between Pontecagnano and Salerno. It is the main highway for the
transportation of goods in Southern Italy. The tunnel is about 800m long, with an
arched cross section of 12m x 7m, and is not equipped with any emergency ventila-
tion system, in compliance with the current Italian directives for tunnel safety (forced
ventilation is mandatory in tunnels longer than 1km) [52]. Tunnel portals were as-
sumed at atmospheric pressure and ambient temperature, 298K. A small release and
a subsequent 2 x 2m? gasoline pool fire was supposed at the tunnel centre. Accord-
ing to data in the literature, the mass loss rate of a burning pool of gasoline is about
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0.05kg/m?s [48] and an "ultra ultra fast” growth rate can be assumed [53]. These data
are consistent with experimental data collected in full scale fire tests performed in the
Ofenegg tunnel, Switzerland, and reported in the literature [54]. Hence, in this work
the HRR curve was imposed to rise rapidly (in 90s) up to 8MW, remaining constant
for about 10min and, then, decaying exponentially within 30min. In this work, a 100m
section of the tunnel, centred on the pool fire location, was modelled. The simulations
were run in a quarter of the tunnel, due to longitudinal and transverse symmetry of
the scenario, with the following numerical input data and assumptions: i) an unstruc-
tured mesh approach was used, with 76,143 cells and a finer grid resolution where
strong local gradient of properties were expected; ii) the upwind advection scheme
and the first order backward eulerian transient scheme were set; the integration time
step was 0.1s when radiation was modelled and 1s otherwise, with maximum 10 itera-
tive loops per time step; the residual convergence criterion was taken as 10~>; parallel
processing was executed; iii) the k — e model was used for turbulence, the Eddy Dis-
sipation model was set for combustion reaction of the octane-air gaseous mixture; the
Magnussen soot model was also set in a run and solved in conjunction with the com-
bustion reaction; iv) the radiative heat transfer was either modelled by the Discrete
Transfer model or the Monte Carlo model, in ”surface to surface” or ”participating
media” mode, in Grey or Multigrey assumptions. The fractional radiative heat loss
approach was also assessed by assuming a 30% reduction in HRR.

4 Results

4.1 Small scale fire

In Fig. 1 the results of simulations pertaining to laboratory-scale tunnel fire are re-
ported and compared with experimental data. Temperature profiles along the height
at the tunnel centreline are reported, at 0.6m upstream the fire (Fig. 1(a)) and at 1.8m
and 3.6m downstream the fire (Figs. 1(b)) and 2(b), respectively). Due to the peculiar
characteristics of the scenario (HRR of only 3.15kW, giving rise to a moderate increase
of the temperatures except within the flame), radiative phenomena were of moderate
relevance and, therefore, small differences were found between the predicted results
when using different approaches. As an example, results reported in Fig. 1 show that
modelling the heat transfer by radiation contributes to lowering predicted temper-
atures by about 5% with respect to values computed without any radiation model,
especially in the upper hot gas layer, and also that predicted temperature profiles
are similar regardless of the radiation model used (either Discrete Transfer or Monte
Carlo).

Actually, calculated temperature profiles along the tunnel height do not rise as
gradually as experimental data does, thus resulting in a different trend at intermediate
levels and yielding a relatively poor prediction for the height of the interface between
cold layer and smoke layer. This occurs both upwind the fire, where temperatures
at intermediate tunnel levels are underestimated in comparison with experimental
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data (Fig. 1(a)), and downstream the fire where, instead, they are overestimated. In
particular, at the nearest downstream tunnel section (Fig. 1(b)) predicted temperatures
are approximately 15-20K higher than experimental data along all the tunnel height
up to about 0.2m, yielding an error of 5-6%. At the farthest section downstream the
fire (see Fig. 1(c)), the simulated temperature is 325K at the height of about 0.1m, while
experimental data shows that the temperature reaches such value at the height of 0.2m.
Actually, a similar poor temperature prediction at intermediate heights downstream
the fire was also reported by Hue at al. [16] who compared their own test data with
those obtained by CFD simulations considering different combustion models.

On the whole, given the similar results regardless of the radiation model used, the
Discrete Transfer model for radiation modelling was found to allow the best compro-
mise between computing time and accuracy: it ensured a computational rate of 12.8
iterations/min and a good heat balance closure (90%) after 3200 iterations. Instead,
with the Monte Carlo model the calculation rate was only 3.6 iterations/min and the
program needed 8000 iterations for balances closure.
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Figure 2: Small-scale tunnel fire. a) Experimental flow pattern upstream the fire. b) Experimental flow
pattern downstream the fire. c¢) Predicted gas velocity distribution at the tunnel middleplane (Discrete
Transfer run).

In Fig. 2(c) the gas flow velocity, calculated by Discrete transfer model at the tun-
nel middleplane, is reported. The model predicted a significant upstream back flow
formed near the entrance section of the tunnel. Moreover, despite the longitudinal
ventilation in the tunnel, a thin layer of recirculating flow near the floor that brings
hot gases back against the ventilation is predicted. By comparing the simulation re-
sults (Fig. 2(c)) with experimental flow patterns upstream (Fig. 2(a)) and downstream
(Fig. 2(b)) the fire, the main features of the experimental fire-induced airflow (up-
stream backflow (Fig. 2(a)), stratification (Figs. 2(a) and (b)) and recirculating flow
downstream (Fig. 2(b))) are reproduced with reasonable agreement.

4.2 Full scale fire

In the case of the full-scale tunnel fire, simulations were performed in order to assess
the effect of various models to take into account radiative heat transfer and of the
radiation model parameters on the predicted gas temperatures. An outline of the
simulations performed is reported in Table 1. The different models were evaluated
in terms of reliability, consistency and computational run time.

Firstly, the Discrete Transfer (run II) and the Monte Carlo (run I) models were
evaluated in the “participating media” Grey assumption with the gas absorption co-
efficients 2 = 1Im~!. As for the small-scale case, predicted temperature profiles are
comparable each other regardless of the radiation model used. Indeed, differences be-
tween temperatures predicted by the two models (run I and II) at the end of the HRR
growth phase (90s) were about 5K above and close to the pool, and almost negligible
(less than 1K) far from the fire, with larger values computed by the Discrete Transfer
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Table 1: Full-scale tunnel fire. Computational times for the growth phase (90s) with good balance closure,
convergence and stability. (*) time step 1s instead of 0.1s.

Computational
Run | Radiation Radiation transport | Radiative Other time (fire
model/approach mode properties growth phase)
I Monte Carlo Participating Media | a = Im~! 38.7h
1I Discrete Transfer Participating Media | a = Im ™! 9.5h
I Discrete Transfer Participating Media | a = 0.08m ! 9.4h
v Discrete Transfer Participating Media | 2 = 0.2m ! 9.4h
\% Discrete Transfer Participating Media | @ = 0.5m ! 9.4h
VI Discrete Transfer Participating Media | Multigrey 12.7h
VII Discrete Transfer Participating Media | Multigrey Soot model | 26h
VIII | Discrete Transfer Surface to Surface 8h
IX (*) | No radiation model 1.5h
X (*) | 30% HRR reduction 1.5h

model. However, the Monte Carlo model needed much more computational resource
(about 4 times) compared to the Discrete Transfer model, as shown in Table 1, where
the required computational times for the growth phase (90s) are reported for all the
simulations run in this study.

Subsequently, using the Discrete Transfer participating media radiation model, a
sensitivity analysis on the gas absorption coefficient in Grey (runs II-V) or Multigrey
(run VI) assumption was performed. It results that while the flow pattern in the tunnel
is similarly predicted regardless of the gas absorption coefficient used, this latter has
significant effects on gas temperature. This is shown in Figs. 3(a) and (b), where the
temperature profiles above the pool centre, predicted using various Grey or Multigrey
assumptions, at the height of Im and 3m, respectively, are reported.

The predicted gas layer temperature decreases as the gas absorption coefficient
increases, with larger differences just above the pool (Fig. 3(a)). In particular, at the
fire section it was found that when the fire is fully developed, predicted temperature
within the flame decreases with 4, the gas absorption coefficient, according to a third-
order polynomial law. In the upper gas layer, predicted temperature varies slightly
slower as a function of the absorption coefficient according to a power law with ex-
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Figure 3: Full-scale tunnel fire. Time profiles of temperature above the pool centre: a) height 1m; b) height
3m.
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ponent equal to —0.08. Conversely, far from the fire the differences between tem-
peratures predicted using different absorption coefficient are negligible (below 5K).
As shown in Figs. 3(a) and (b), when the gas absorption coefficient is assumed to be
0.5m~! (run V), the simulated temperature profile mostly agrees with Multigrey be-
haviour (run VI). These results are in agreement with literature [55], where a constant
(independent of the local gas composition) absorption coefficient over the whole do-
main has been employed with values in the range from 0.1 to Im~! in dependence on
the characteristics of the fuel and of the scenario investigated.

The comparison between the required run times in Table 1 shows that the Grey
model considerably simplifies the radiation transport calculation with respect to the
more expensive Multigrey option, since fewer equations should be solved. However,
for combustion calculations the use of the Grey model introduces errors in the total
radiative heat flux [19]. Indeed, with this model the combustion air has the same ra-
diative properties of the combustion products, although the latter can contain a high
percentage of CO, and H,O, which are highly efficient emitters of thermal radiation.
This can lead to an overestimation of the absorption due to the air. Moreover, in en-
closure fires both emission from gases and wall heating and reflection should be prop-
erly accounted for but, if the radiative heat transfer is modelled using the Grey spectral
model, this effect is not correctly predicted [19]. On the other hand, a Multigrey model
is able to give more reasonable gas absorption-emission characteristics resulting in fair
agreement with measurements [55] and allowing the best compromise between com-
puting time and result accuracy.

The effect of soot formation on the absorption coefficient and, therefore, on ther-
mal radiation modelling was then assessed by solving the Magnussen soot model
in conjunction with combustion, in the Discrete Transfer, Multigrey option (run VII).
Generally, the formation of soot in gaseous flames can result both in significantly en-
hanced radiative heat transfer and in particulate pollution, mainly when in the reac-
tant mixture the carbon to oxygen mole ratio is above unity [19]. In practice, due to
the characteristics of the scenario (gasoline fuel, small pool size with respect to tunnel
dimensions), soot production was of moderate extent, resulting in small differences
in temperature (less than 10K) with respect to run VI and hence in radiation outputs.
Moreover, as shown in Table 1, solving the soot model required a much longer com-
putational time when compared to the corresponding case without soot (26h instead
of 12.67h for the 90s growth phase).

Finally, the radiation transport ”surface to surface” mode (run VIII) was also im-
plemented in conjunction with the Discrete Transfer model and the results were com-
pared with those relevant to run VI for Discrete Transfer with ”participating media”
Multigrey option. The results were also compared with those obtained with simula-
tions carried out without radiation modelling (run IX) and with 30% reduction in the
HRR (run X for the fractional heat loss approach).

Fig. 4 and Fig. 5 report the predicted temperature vertical profiles, on the tunnel
centreline, 90s after the fire starting above the pool fire and at a distance of 25m down-
stream the fire, respectively.
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Figure 5: Full-scale tunnel fire. Temperature profiles at 25m from the fire, along the height and at the
tunnel centreline, t = 90s.

Above the pool (Fig. 4) temperature values from all the simulations are consistent
with the range of adiabatic flame temperature of gasoline-air mixtures (1632-2251K).
At a distance of 25m from the fire (Fig. 5), the smoke and hot gases stratification is
more stable being the predicted temperatures higher the upper the layer.

Results in Fig. 4 show that the temperatures above the fire predicted using the
fractional radiative heat loss approach (run X) are, nearby the fire, comparable to those
calculated without the use of any radiation model (run IX); but significantly lower as
the vertical distance increases. In detail, at tunnel height less than 2m combustion
occurs at flame temperature, and gas temperatures predicted in both runs IX and X
reach approximately the same peak temperature of about 2030K, but at two different
height above the pool 1.9m and 1.4m, respectively. Conversely, in the upper layer
(>2m) great differences (about 200K) in the temperatures predicted in runs IX and X
were observed.

On the contrary, the Discrete Transfer ”surface to surface” radiation modelling (run
VIII) yields temperature profiles above the pool (Fig. 4) practically coincident with
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those obtained in the absence of radiation (run IX).

Finally, when radiation is modelled by Discrete Transfer Multigrey model (run VI)
the gas temperatures within the flame and near the fire (i.e., up to 10m along the tunnel
axis) are significantly lower than those calculated by imposing a reduced HRR (run
X). As shown in Fig. 4, the Discrete Transfer Multigrey model (run VI) yields about a
20% reduction in maximum temperature, with a peak value of 1599K instead of 2030K.
However, under the tunnel ceiling gas temperatures predicted by the Discrete Transfer
Multigrey model (run VI) are approximately 85K higher than those calculated by the
fractional heat release approach (run X), but are always lower (70-80K) than those
computed in the cases of no radiation (run IX) and of Discrete Transfer “surface to
surface” radiation modelling (run VIII). This because with the Multigrey option there
is a lowering of the gas temperature as effect of the radiative heat emitted by hot gases
generated by the combustion. The resulting reduction in temperature is in the range
from 9% close to the ceiling to 22% close to the fire. These results could be interpreted
also considering that the amount of hot gas production is directly proportional to the
HRR and that, above and near the fire, domain gases are warmed up predominantly
by the convective heat of combustion coming from the pool. Therefore, simulations
give similar results when the HRRs are equal and there is not radiation heat emitted
by the gas phase.

Results in Fig. 5 suggest that far from the fire there is not a dominant heat trans-
fer mechanism, and convection and radiation become comparable; in fact, predicted
temperatures in the case of radiation modelling (runs VI, VIII) are higher (about 10-
20K) than those calculated by imposing a reduced HRR (run X) because of radiative
heating of the ceiling and of gases, especially at elevated heights where hot gases are
stratified (Fig. 5). In addition, the gas temperature profile along the tunnel height at
25m from the fire, obtained with the Discrete Transfer “surface to surface” radiative
transfer model (run VIII), results in between those pertaining to the cases IX and VI of
no radiation and of Discrete Transfer Multigrey, respectively (Fig. 5). Indeed, also at
25m from the fire, with equal HRR, the Discrete Transfer Multigrey model gives rise to
the lowest vertical temperature profile and this behaviour, once again, is attributable
to the cooling effect of the radiative heat emitted by the hot gases.

The ensemble of the results presented enables us to draw some considerations
about the validity of the different ways employed in the present work to model ther-
mal radiation in tunnel fires. The main consideration is that the results highlight the
noticeable influence of radiation when considering large fires and the negligible effect
of a such phenomenon if laboratory-scale fires are analyzed, as shown by tempera-
ture differences between those predicted by simulations without and with radiation
model. Indeed, in case of full-scale tunnel fire such difference was on the order of
20-30%, whereas in case of small-scale was limited to 5-10%. This outcome is due to
the larger heat release rates involved. In fact, the higher wall and gas temperatures
resulting from the fire give rise to a significant radiation term according to the Stefan
Boltzmann law (i.e., the total heat energy radiated from a body is proportional to the
fourth power of its absolute temperature).
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The simplest fractional radiative heat loss approach requires in less computational
time (1/8) with respect to the other radiation models yielding a good (differences less
than 10%) estimation of gas temperatures in the upper layer and at some distance
from the fire. Indeed, these are the zone where the actual convective heat transport
is the governing transfer mode. On the contrary, it overestimates (up to 30%) the gas
temperatures close to the fire.

Generally, whenever a domain fluid does not emit/absorb radiation, the “surface
to surface” transfer mode option should be chosen, since it reduces the computational
time, as shown in Table 1. In any case, this transfer mode assumes that the domain
fluid is like a transparent media, i.e., that radiative exchange only occurs between
solid surfaces. Therefore the net radiation intensity will depend only on the total view
factor between surfaces, on the total interchange area, and on surface properties and
temperatures. As shown by simulation results, in modelling confined fires in tunnels
this model may reproduce temperature profile likewise without any radiation model
(see Fig. 4). This because the influence on radiation of the combustion products is not
negligible, especially above the pool where the radiative heat transfer is mainly due
to the fluid medium, rich of combustion gases. Hence, its use is not advisable. More-
over, owing to the assumptions on which the “surface to surface” model is based, the
pertaining simulations give a single result over the whole domain in terms of incident
radiation. This does not allow a correct evaluation of the pointwise radiant heat flux
from a fire and the assessment of safety conditions within the tunnel (as reported in
the following Section) and, therefore, represents a limit in the suitability of the use of
CFD for Fire Hazard Analysis.

Finally, in modelling radiation and the effect of “participating media” like combus-
tion gases the Gray approach, with the use of a constant absorption coefficient over
the whole domain, may give significant differences in the results in dependence of the
value of the absorption coefficient. Significant reduction (up to 20% for a = 0.08m™!)
of predicted temperatures in the fire zone with respect to Multigrey model are ob-
served varying the gas absorption coefficient (Fig. 3). Moreover, with respect to Monte
Carlo method, the Discrete Transfer Multigrey model requires lower computing time.

5 CFD in quantitative fire hazard analysis

In Fig. 6 results of CFD simulations in terms of radiant heat flux to a target at different
heights and distances from the pool fire were compared with those obtained from
empirical correlations, usually applied for fire risk assessment in buildings and public
facilities (”solid flame radiation model” [20,44]).

It appears that, except at small distances from the fire (<3m), the incident radiation
values computed by simulations overestimate those yielded by the empirical correla-
tions and, hence, they are more conservative with a view to FHAs. Moreover, correla-
tions are based on assumptions (e.g., pool size, flame height and shape, time-averaged
size of the visible envelope, average emissive power, wind, enclosure size) that limit
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Figure 6: Full-scale tunnel fire. Incident radiation flux calculated by CFD simulations and by empirical
correlations at different distances and heights (h) from the pool fire, t = 90s.

their applicability, and have inherent limitations in their predictive capabilities. On
the contrary, CFD models, when validated through suitable tests, are applicable to a
wider range of conditions and scenarios [3,6,10,16,19,55].

In the context of Fire Hazard Analysis, the hypothesized full-scale tunnel fire sce-
nario was also studied from the point of view of tenability conditions within the tunnel
in the time.

Generally, during a tunnel fire people’s lives are threatened in a number of ways
by the hot smoke spreading. The accepted target criteria for tunnel users and fire-
fighters are [56]: (i) to provide survivable gas temperatures, i.e., not exceeding 60°C
(100°C for fire-fighters); (ii) to contain radiation heat flux below 2kW/ m? (5KW/m?
for fire-fighters); (iii) to keep pollutants and toxic species concentrations below dan-
gerous values, that is below the Immediately Dangerous to Life or Health (IDLH)
concentrations: IDLH is 40,000ppm for CO, and 1,200ppm for CO; (iv) to guarantee a
minimum O, concentration (16vol %) to allow breathing without impairing thinking
and coordination; to control smoke and, hence, visibility: illuminated signs should be
discernible at 10m.

In fact, as concerns the hypothesized tunnel fire scenario with a small gasoline
release and a relatively moderate fire, the hazard mainly derives from people exposure
to hot temperature and large radiative heat flux. Indeed, stratification is stable and
smoke remains confined in the upper layer below the tunnel ceiling, and CO, and
CO concentrations and O, consumption are almost negligible at breathing level along
the tunnel length (except above the pool). The time profiles of gas temperature and
incident radiation, predicted by the simulation at the average breathing height of 2m
and on the tunnel centreline are shown in Fig. 7 and Fig. 8, respectively. Results are
reported for people located at various distances from the fire (2.5, 5, 10, 15, 20m), and
compared with the accepted safety values for tunnel users and for fire-fighters.

With regard to gas temperature (Fig. 7), hazardous values for unprotected people
are reached at eye level about 3min after the fire starting at distances up to 10m from
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Figure 8: Full-scale tunnel fire. Incident radiation profiles along the time at the height of 2m and at the
tunnel centreline, at different distances from the pool fire, in comparison with safety values.

the pool. However, temperatures level off towards a value which is only a little higher
than 60°C. Conversely, the temperature remains always below the safety limit along
the tunnel section far from the fire (i.e., for x>15m, Fig. 7). Therefore such results
show that for the hypothesized scenario temperature exposure represents a relatively
small hazard for people.

On the other hand, results in terms of incident radiation highlight the severe risk,
deriving from the radiative heat emitted by the pool fire, for both tunnel users and fire-
fighters exposed along the tunnel up to 20m far from the fire. The radiation intensity
stays on the border of safety limits in the initial fire phase but, afterwards, the radiative
flux reaches hazardous values, able to cause severe burns and injuries if people do
not start to escape towards tunnel portals. Even protected fire-fighters will be able to
contrast the fire only from distances larger than 20m. Hence, radiation demonstrates to
be a significant hazard for people, even for the hypothesized scenario with a relatively
small fire.
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6 Conclusions

In this work CFD modelling was adopted to simulate small-scale and full-scale pool
fires in tunnels and to assess for this case the relative influence of heat transfer by
convection and by radiation.

Radiation proved to be a significant phenomenon above all in the case of large
scale fires, so it should be properly taken into account to achieve reliable predictions
by numerical simulations.

Results of our simulations showed that the use of fractional radiative heat loss
approach is advisable only to have an approximate and rapid estimation of probable
temperature profiles in the tunnel in the upper layer and at some distance from the
fire; whereas, in the proximity of the fire it gave results similar to those obtained with-
out modelling radiation. The worst results were obtained by the surface to surface
radiation model.

Among the tested radiation models, Monte Carlo and Discrete Transfer model
gave similar temperature predictions, but the latter required lower computing time.
Moreover, the effect of participating media like combustion gases and the depen-
dence of the gas radiation properties on temperature (multigrey model) may not be
neglected. Indeed, the use of a constant absorption coefficient over the whole domain
(Gray approach) may give significant differences in the results in dependence of the
value of the absorption coefficient. For the scenario investigated a value of the ab-
sorption coefficient equal to 0.5 gave results close to those obtained by the multigrey
model.

Finally, the suitability of the use of CFD in quantitative FHA of full-scale tunnel
fire scenarios have also been highlighted. Radiant heat flux proves to be a noteworthy
hazard for exposed people, even when the fire is of moderate extent, such as in the hy-
pothesized scenario of a small gasoline release generating a pool fire with a maximum
HRR of SMW.

Nomenclature
Constants
g gravitation acceleration 9.81m/s?
o Stefan Boltzmann constant 5.67 x 1073W/m2K*
Variables
a absorption coefficient m~!
A area m?2
D diameter m
D, diffusion coefficient of j-th species into air m?/s
E flame emissive power W/m?
Fi_» configuration view factor
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specific enthalpy

height

effective heat of combustion
blackbody emission intensity
spectral radiation intensity
thermal conductivity

turbulent kinetic energy
extinction-absorption coefficient of the flame
absorption coefficient

scattering coefficient

turbulence characteristic length
distance

molecular weight

burning rate per unit area per unit time
pressure

heat flux

spectral radiative heat flux

heat release rate (HRR)

heat release rate per unit volume
position vector

rate of reaction

direction vector

path length

temperature

time

velocity, velocity components
cartesian positions

mixture fraction

Greek Symbols

TREReS O™

EGDQG

mean-beam-length corrector

coefficient for advection schemes

rate of dissipation of turbulent energy k
generic scalar fluid variable

fluctuating part of a variable
non-fluctuating part of a variable

gas dynamic viscosity

turbulent viscosity

frequency

molar stoichiometric coefficients of the reaction

unit solid angle
in-scattering phase function
density

J/kg

m2/33

Pas

kg/ms
-1

rad

kg/m?
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T shear stress N/m?
Subscripts

0 free stream/ambient/initial

f flame

i,j chemical species

i,jk component

ip integration point

p product

r radiative

R reactant

t turbulent

up upwind node
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