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1 Introduction

In many stochastic model, the assumption that random variables are independent is not

plausible. Many researchers focus on weakening the restriction of independence in recent

years. The concept of extended negatively dependent random variables was firstly introduced
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by Liu[1] as follows.

Definition 1.1 [1] Random variables {Xi, i ≥ 1} are said to be extended negatively depen-

dent if there exists a constant M > 0 such that both

P
( n∩
i=1

(Xi ≤ xi)
)
≤ M

n∏
i=1

P (Xi ≤ xi) (1.1)

and

P
( n∩
i=1

(Xi > xi)
)
≤ M

n∏
i=1

P (Xi > xi) (1.2)

hold for each n ≥ 1 and all real numbers x1, x2, · · · , xn.

In the case M = 1 the notion of extended negatively dependent random variables re-

duces to the well-known notion of so-called negatively dependent random variables which

was introduced by Lehmann[2]. Recall that random variables {Xi, i ≥ 1} are said to be

positively dependent if the inequalities (1.1) and (1.2) hold both in the reverse direction

when M = 1. Not looking that the notion of extended negatively dependent random vari-

ables seems to be a straightforward generalization of the notion of negative dependence, the

extended negative dependent structure is substantially more comprehensive. As it is men-

tioned in [1], the extended negatively dependent structure can reflect not only a negative

dependent structure but also a positive one, to some extend. Joag-Dev and Proschan[3] also

pointed out that negatively associated random variables must be negatively dependent, and

therefore, negatively associated random variables are also extended negatively dependent.

Some applications for sequences of extended negatively dependent random variables have

been found. We refer to Shen[4] for the probability inequalities, Liu[1] for the precise large

deviations, and Chen[5] for the strong law of large numbers and applications to risk theory

and renewal theory.

The concept of complete convergence was firstly introduced by Hsu and Robbins[6] as

follows. A sequence {Xn, n ≥ 1} of random variables is said to converge completely to

a constant θ if
∞∑

n=1
P (|Xn − θ| > ϵ) < ∞ for any ϵ > 0. In view of the Borel-Cantelli

Lemma, the complete convergence implies almost sure convergence. Therefore the complete

convergence is very important tool in establishing almost sure convergence. When {Xn, n ≥
1} is a sequence of independent and identically distributed random variables, Baum and

Katz[7] proved the following remarkable result concerning the convergence rate of the tail

probabilities P (|Sn| > ϵn1/p) for any ϵ > 0, where Sn =
n∑

i=1

Xi.

Theorem 1.1[7] Let {X, Xn, n ≥ 1} be a sequence of independent and identically dis-

tributed random variables, 0 < p < 2 and r > 1. Then
∞∑

n=1

nr−2P (|Sn| > ϵn1/p) < ∞, ϵ > 0,

if and only if

E|X|rp < ∞,

where EX = 0 whenever 1 ≤ p < 2.
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Since partial sums are particular cases of weighted sums and the weighted sums are

often encountered in some actual questions, the complete convergence for the weighted sums

seems more important. Li et al.[8] investigated the complete convergence for independent

weighted sums and obtained the following result. From now on, we denote always log x =

ln(max{e, x}).

Theorem 1.2 [8] Let {X, Xn, n ≥ 1} be a sequence of independent and identically dis-

tributed random variables. Let β > −1 and {ani ≈ (i/n)β , 1 ≤ i ≤ n, n ≥ 1} be a triangular

array of real numbers such that
n∑

i=1

ani = 1 for all n ≥ 1. Then the following are equivalent:

(i) 
E|X|1/(1+β) < ∞, −1 < β < −1/2,

E|X|2 log(1 + |X|) < ∞, β = −1/2,

E|X|2 < ∞, β > −1/2;

(ii)
∞∑

n=1

P
(∣∣∣ n∑

i=1

aniXi − nEX
∣∣∣ > ϵn

)
< ∞, ϵ > 0.

Liang[9] extended the conclusions of Li et al.[8] from independent and identically dis-

tributed random variables to identically distributed negatively associated random variables.

The result is as follows:

Theorem 1.3 [9] Let {X, Xn, n ≥ 1} be a sequence of identically distributed negatively

associated random variables and r > 1. Assume that β > −1 and {ani ≈ (i/n)β , 1 ≤ i ≤
n, n ≥ 1} is a triangular array of real numbers such that

n∑
i=1

ani = 1 for all n ≥ 1. Then

the following are equivalent:

(i) 
E|X|(r−1)/(1+β) < ∞, −1 < β < −1/r,

E|X|r log(1 + |X|) < ∞, β = −1/r,

E|X|r < ∞, β > −1/r,

EX = 0;

(ii)
∞∑

n=1

nr−2P
(

max
1≤k≤n

∣∣∣ k∑
i=1

aniXi

∣∣∣ > ϵn
)
< ∞, ϵ > 0.

The main purpose of this paper is to generalize and improve the result of Theorem 1.3

to the case of sequences of extended negatively dependent random variables. We investigate

the complete convergence for weighted sums of sequences of extended negatively dependent

random variables under more general conditions. Equivalent conditions of complete conver-

gence for weighted sums of sequences of extended negatively dependent random variables

are established. As a result, we not only promote and improve the results of Liang[9] from

negatively associated random variables to extended negatively dependent random variables
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without necessarily imposing any extra conditions, but also relax the range of β. As an appli-

cation, the Baum-Katz type result for sequences of extended negatively dependent random

variables is obtained.

Throughout this paper, the symbol C denotes generic positive constants, whose value

may vary from one application to another, and I(A) denotes the indicator function of A.

Let an ≪ bn denotes that there exists a constant C > 0 such that an ≤ Cbn for sufficiently

large n, and let an ≈ bn mean an ≪ bn and bn ≪ an.

By Definition 1.1, the following properties of extended negatively dependent sequences

can be obtained directly.

Lemma 1.1 Let random variables {Xn, n ≥ 1} be extended negatively dependent. Let

{fn, n ≥ 1} be a sequence of Borel functions, all of which are monotonically increasing (or

all are monotonically decreasing). Then random variables {fn(Xn), n ≥ 1} are still extended

negatively dependent.

The following lemma is the Rosenthal type inequality for extended negatively dependent

sequences and is obtained by Shen[4].

Lemma 1.2 [4] Let {Xi, i ≥ 1} be a sequence of extended negatively dependent random

variables with

EXi = 0, E|Xi|t < ∞, i ≥ 1, t ≥ 2.

Then there exists a positive constant C depending only on t such that

E
∣∣∣ n∑
i=1

Xi

∣∣∣t ≤ C
( n∑

i=1

E|Xi|t +
( n∑

i=1

E|Xi|2
)t/2)

.

By Lemma 1.2 and Theorem 3 in [10], we can obtain the following lemma.

Lemma 1.3 Let {Xi, i ≥ 1} be a sequence of extended negatively dependent random

variables with

EXi = 0, E|Xi|t < ∞, i ≥ 1, t ≥ 2.

Then there exists a positive constant C depending only on t such that

E max
1≤j≤n

∣∣∣ j∑
i=1

Xi

∣∣∣t ≤ C logt n
( n∑

i=1

E|Xi|t +
( n∑

i=1

E|Xi|2
)t/2)

.

From the proof of Lemma 1.10 in [11] and by Lemma 1.2 we can obtain the following

lemma.

Lemma 1.4 Let {Xn, n ≥ 1} be a sequence of extended negatively dependent random

variables. Then there exists a positive constant C such that

(1− P ( max
1≤i≤n

|Xi| > x))2
n∑

i=1

P (|Xi| > x) ≤ CP ( max
1≤i≤n

|Xi| > x), x ≥ 0, n ≥ 1.

Using Fubini’s theorem, the following lemma can be easily proved.



44 COMM. MATH. RES. VOL. 31

Lemma 1.5 Let X be a random variable. Then

(i) ∫ ∞

1

uβE|X|αI(|X| > uγ)du ≪ E|X|(β+1)/γ+α, α ≥ 0, γ > 0, β > −1;

(ii) ∫ ∞

1

uβ log uE|X|αI(|X| > uγ)du

≪ E|X|(β+1)/γ+α log(1 + |X|), α ≥ 0, γ > 0, β > −1.

2 Main Results and Proofs

Theorem 2.1 Let {X, Xn, n ≥ 1} be a sequence of identically distributed extended neg-

atively dependent random variables, r > 1, p > 1/2, β+ p > 0 and suppose that EX = 0 for

1/2 < p ≤ 1. Let {ani ≈ (i/n)β , 1 ≤ i ≤ n, n ≥ 1} be a triangular array of real numbers.

Then the following are equivalent:

(i) 
E|X|(r−1)/(p+β) < ∞, −p < β < −p/r,

E|X|r/p log(1 + |X|) < ∞, β = −p/r,

E|X|r/p < ∞, β > −p/r;

(2.1)

(ii)
∞∑

n=1

nr−2P
(

max
1≤k≤n

∣∣∣ k∑
i=1

aniXi

∣∣∣ > ϵnp
)
< ∞, ϵ > 0. (2.2)

Proof. Firstly, we prove that (2.1) implies (2.2). Note that ani = a+ni − a−ni, where

a+ni = max{ani, 0} and a−ni = max{−ani, 0}. Thus, to prove (2.2), it suffices to show that
∞∑

n=1

nr−2P
(

max
1≤k≤n

∣∣∣ k∑
i=1

a+niXi

∣∣∣ > ϵnp
)
< ∞,

∞∑
n=1

nr−2P
(

max
1≤k≤n

∣∣∣ k∑
i=1

a−niXi

∣∣∣ > ϵnp
)
< ∞.

So, without loss of generality, we can assume that ani > 0, 1 ≤ i ≤ n, n ≥ 1. Choose a

δ > 0 small enough and an integer K sufficiently large. Set, for any 1 ≤ i ≤ n, n ≥ 1,

X
(1)
ni = −np−δI(aniXi < −np−δ) + aniXiI(|aniXi| ≤ np−δ) + np−δI(aniXi > np−δ),

X
(2)
ni = (aniXi − np−δ)I(np−δ < aniXi < ϵnp/K),

X
(3)
ni = (aniXi + np−δ)I(−ϵnp/K < aniXi < −np−δ);

X
(4)
ni = (aniXi + np−δ)I(aniXi ≤ −ϵnp/K) + (aniXi − np−δ)I(aniXi ≥ ϵnp/K).

It is obvious that
k∑

i=1

aniXi =
k∑

i=1

X
(1)
ni +

k∑
i=1

X
(2)
ni +

k∑
i=1

X
(3)
ni +

k∑
i=1

X
(4)
ni .
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Note that (
max

1≤k≤n

∣∣∣ k∑
i=1

aniXi

∣∣∣ > 4ϵnp
)
⊂

4∪
j=1

(
max

1≤k≤n

∣∣∣ k∑
i=1

X
(j)
ni

∣∣∣ > ϵnp
)
.

Hence, to complete the proof of (2.2), it suffices to show that

Ij =:
∞∑

n=1

nr−2P
(

max
1≤k≤n

∣∣∣ k∑
i=1

X
(j)
ni

∣∣∣ > ϵnp
)
< ∞, j = 1, 2, 3, 4. (2.3)

From the definition of X
(4)
ni , it is easy to see that(

max
1≤k≤n

∣∣∣ k∑
i=1

X
(4)
ni

∣∣∣ > ϵnp
)
⊂

(
max
1≤i≤n

|aniXi| > ϵnp/K
)
.

Noting that ani ≈ (i/n)β , we obtain from Lemma 1.5 that

I4 ≤
∞∑

n=1

nr−2
n∑

i=1

P
(
|aniXi| >

ϵ

K
np

)
≤

∞∑
n=1

nr−2
n∑

i=1

P
(
|X| > ϵ

CK
np+βi−β

)
≈

∫ ∞

1

xr−2

∫ x

1

P
(
|X| > ϵ

CK
xp+βy−β

)
dydx (letting u = xp+βy−β , v = y)

=
1

p+ β

∫ ∞

1

du

∫ u1/p

1

u(r−1)/(p+β)−1vβ(r−1)/(p+β)P
(
|X| > ϵ

CK
u
)
dv

≈



∫ ∞

1

u(r−1)/(p+β)−1P
(
|X| > ϵ

CK
u
)
du, −p < β < −p/r;∫ ∞

1

ur/p−1 log uP
(
|X| > ϵ

CK
u
)
du, β = −p/r;∫ ∞

1

ur/p−1P
(
|X| > ϵ

CK
u
)
du, β > −p/r

≪


E|X|(r−1)/(p+β), −p < β < −p/r;

E|X|r/p log(1 + |X|), β = −p/r;

E|X|r/p, β > −p/r.

(2.4)

Therefore, by (2.1), I4 < ∞. From the definition of X
(2)
ni , it is clear that X

(2)
ni > 0. Using

Definition 1.1, we deduce that

P
(

max
1≤k≤n

∣∣∣ k∑
i=1

X
(2)
ni

∣∣∣ > ϵnp
)

= P
( n∑

i=1

X
(2)
ni > ϵnp

)
≤ P (there are at leastK indices i ∈ [1, n] such that aniXi > np−δ)

≪
∑

1≤i1<i2<···<iK≤n

K∏
j=1

P (anijXij > np−δ)
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≤
( n∑

j=1

P (anjX > np−δ)
)K

. (2.5)

Since (2.1) implies E|X|r/p < ∞, one has by Markov’s inequality and (2.5) that

I2 ≤
∞∑

n=1

nr−2
( n∑

j=1

P
(
anjX > np−δ

) )K

≤
∞∑

n=1

nr−2
( n∑

j=1

n−r+rδ/p|anj |r/pE|X|r/p
)K

≪



∞∑
n=1

nr−2−Kr(p+β−δ)/p, −p < β < −p/r;

∞∑
n=1

nr−2−K(r−1−rδ/p) log n, β = −p/r;

∞∑
n=1

nr−2−K(r−1−rδ/p), β > −p/r.

(2.6)

Noting that r > 1, p + β > 0, we can take δ small enough and take integer K sufficiently

large so that

r − 2−Kr(p+ β − δ)/p < −1,

r − 2−K(r − 1− rδ/p) < −1.

Thus, by (2.6) we get I2 < ∞. Similarly, we can show I3 < ∞. In order to estimate I1, we

first verify that

n−p max
1≤k≤n

∣∣∣ k∑
i=1

EX
(1)
ni

∣∣∣ → 0 as n → ∞.

Note that (2.1) implies E|X|r/p < ∞ and E|X|1/p < ∞. When p > 1, noting that

|X(1)
ni | ≤ np−δ, |X(1)

ni | ≤ |aniXi|,

we obtain by Hölder’s inequality that

n−p max
1≤k≤n

∣∣∣ k∑
i=1

EX
(1)
ni

∣∣∣ ≤ n−p
n∑

i=1

E|X(1)
ni |

≤ n−1−δ(1−1/p)
n∑

i=1

E|aniXi|1/p

≤ n−1−δ(1−1/p)
n∑

i=1

|ani|1/p

≤ n−1−δ(1−1/p)n(r−1)/r
( n∑

i=1

|ani|r/p
)1/r

≪ n−δ(1−1/p)−1/r
( n∑

i=1

n−rβ/piβr/p
)1/r
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≈


n−δ(1−1/p)−1/r−β/p, −p < β < −p/r;

n−δ(1−1/p) log n, β = −p/r;

n−δ(1−1/p), β > −p/r

→ 0 as n → ∞. (2.7)

When 1/2 < p ≤ 1, noting that EX = 0, by choosing a δ small so that

−δ(1− r/p) + 1− r < 0,

we have

n−p max
1≤k≤n

∣∣∣ k∑
i=1

EX
(1)
ni

∣∣∣ ≤ 2n−p
n∑

i=1

E|aniXi|I(|aniXi| > np−δ)

≤ 2n−r−δ(1−r/p)
n∑

i=1

E|aniXi|r/p

≤ n−r−δ(1−r/p)
n∑

i=1

|ani|r/p

≪ n−r−δ(1−r/p)
( n∑

i=1

n−rβ/piβr/p
)

≈


n−δ−r(p+β−δ)/p, −p < β < −p/r;

n−δ−r(p+β−δ)/p log n, β = −p/r;

n−δ(1−r/p)+1−r, β > −p/r

→ 0 as n → ∞. (2.8)

Therefore, by (2.7) and (2.8), it suffices to prove that

I∗1 =:

∞∑
n=1

nr−2P
(

max
1≤k≤n

∣∣∣ k∑
i=1

(X
(1)
ni − EX

(1)
ni )

∣∣∣ > ϵnp
)
< ∞. (2.9)

Note that {X(1)
ni , 1 ≤ i ≤ n, n ≥ 1} is still extended negatively dependent by Lemma 1.1.

By using Markov’s inequality, Cr inequality and Lemma 1.3, we get that for a suitably large

t, which will be determined later,

P
(

max
1≤k≤n

∣∣∣ k∑
i=1

(X
(1)
ni − EX

(1)
ni )

∣∣∣ > ϵnp
)

≪ n−pt(logn)t
( n∑

i=1

E|X(1)
ni |

t +
( n∑

i=1

E(X
(1)
ni )

2
)t/2)

. (2.10)

Taking a sufficiently large t so that

−2− δt+ r(δ − β)/p < −1, −1− (t− r/p)δ < −1,
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we have
∞∑

n=1

nr−2n−pt(logn)t
n∑

i=1

E|X(1)
ni |

tdx

≤
∞∑

n=1

n−2n−δ(t−r/p)(logn)t
n∑

i=1

|ani|r/p

≪
∞∑

n=1

n−2−δ(t−r/p)(log n)t
n∑

i=1

irβ/pn−rβ/p

≪



∞∑
n=1

n−2−δt+r(δ−β)/p(logn)t, −p < β < −1/r;

∞∑
n=1

n−2−δt+r(δ−β)/p(logn)t+1, β = −p/r;

∞∑
n=1

n−1−(t−r/p)δ(logn)t, β > −p/r

< ∞. (2.11)

When r/p ≥ 2, (2.1) implies EX2 < ∞. Noting that p + β > 0, p > 1/2, and choosing a

sufficiently large t so that

r − 2− t(p+ β) < −1, r − 2− (2p− 1)t/2 < −1,

we obtain
∞∑

n=1

nr−2n−pt(logn)t
( n∑

i=1

E(X
(1)
ni )

2
)t/2

≤
∞∑

n=1

nr−2n−pt(logn)t
( n∑

i=1

a2ni

)t/2

≪
∞∑

n=1

nr−2−pt(log n)t
( n∑

i=1

i2βn−2β
)t/2

≪



∞∑
n=1

nr−2−t(p+β)(logn)t, −p < β < −1/2;

∞∑
n=1

nr−2−(2p−1)t/2(logn)3t/2, β = −1/2;

∞∑
n=1

nr−2−(2p−1)t/2(logn)t, β > −1/2

< ∞. (2.12)

When r/p < 2, choosing a sufficiently large t so that

r − 2− [δ(2− r/p) + r(p+ β)/p]t/2 < −1,

r − 2− [δ(2− r/p) + r − 1]t/2 < −1,
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we have
∞∑

n=1

nr−2n−pt(logn)t
( n∑

i=1

E(X
(1)
ni )

2
)t/2

≪
∞∑

n=1

nr−2n−rt/2−δ(2−r/p)t/2(logn)t
( n∑

i=1

a
r/p
ni

)t/2

≪
∞∑

n=1

nr−2n−δ(2−r/p)t/2(logn)t
( n∑

i=1

irβ/pn−rβ/p
)t/2

≪



∞∑
n=1

nr−2−[δ(2−r/p)+r(p+β)/p]t/2(log n)t, −p < β < −1/r;

∞∑
n=1

nr−2−[δ(2−r/p)+r−1]t/2(logn)3t/2, β = −p/r;

∞∑
n=1

nr−2−[δ(2−r/p)+r−1]t/2(logn)t, β > −p/r

< ∞. (2.13)

Thus, by (2.9)–(2.13), we have shown that I1 < ∞. Therefore, (2.1) holds by (2.3) and

Ii < ∞, i = 1, 2, 3, 4.

Next, we proceed to prove that (2.2) implies (2.1). Since

max
1≤k≤n

|ankXk| ≤ 2 max
1≤k≤n

∣∣∣ k∑
i=1

aniXi

∣∣∣,
by (2.2), we have

∞∑
n=1

nr−2P
(

max
1≤k≤n

|ankXk| > ϵnp
)
< ∞, (2.14)

P
(

max
1≤k≤n

|ankXk| > ϵnp
)
→ 0 as n → ∞. (2.15)

Therefore, by Lemma 1.4 and (2.15), we obtain
n∑

i=1

P (|aniXi| > ϵnp) ≪ P
(

max
1≤k≤n

|ankXk| > ϵnp
)
. (2.16)

Combining with (2.14) and (2.16), we deduce that
∞∑

n=1

nr−2
n∑

i=1

P (|aniXi| > ϵnp) < ∞. (2.17)

From the proof of (2.4), it is obvious that (2.17) is equivalent to (2.1).

Remark 2.1 It is obvious that Theorem 1.2 of Li et al.[8] is a special case of p = 1,

r = 2 of Theorem 2.1 in this paper. Thus, we not only extend the result of Li et al.[8]

for independent and identically distributed random variables to the case of sequences of

extended negatively dependent random variables without necessarily imposing any extra

conditions, but also the method used for proving Theorem 2.1 is different from that of Li et

al.[8].



50 COMM. MATH. RES. VOL. 31

Remark 2.2 Since negatively associated random variables are a special case of extended

negatively dependent random variables, taking p = 1 in Theorem 2.1, we obtain Theorem 1.3

of Liang[9]. So Theorem 2.1 generalizes and improves the corresponding result of Liang[9].

Applying Theorem 2.1 with β = 0 and p replaced by 1/p, we can get the following

Baum-Katz type result for sequences of extended negatively dependent random variables as

follows.

Corollary 2.1 Let {X, Xn, n ≥ 1} be a sequence of identically distributed extended neg-

atively dependent random variables, 0 < p < 2 and r > 1. Then
∞∑

n=1

nr−2P
(

max
1≤k≤n

∣∣∣ k∑
i=1

Xi

∣∣∣ > ϵn1/p
)
< ∞, ϵ > 0,

if and only if E|X|rp < ∞, where EX = 0 whenever 1 ≤ p < 2.
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