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1 Introduction

In affine differential geometry, the classification of complete hyperbolic affine hyperspheres

has attracted the attention of many geometers. By a Legendre transformation, the classifica-

tion of Euclidean-complete hyperbolic hyperspheres is reduced to the study of the following

boundary value problem det

(
∂2u(x)

∂xi∂xj

)
= (−u(x))−n−2 in Ω ,

u(x) = 0 on ∂Ω ,

(1.1)

where Ω ⊂ Rn is a bounded convex domain. Calabi[1] conjectured that there is a unique

convex solution to (1.1). Loewner and Nirenberg[2] solved (1.1) in the cases of domains in

R2 with smooth boundary. Cheng and Yau[3] showed there always exists a convex solution

u ∈ C∞(Ω) ∩ C0(Ω̄), and the uniqueness follows from the maximum principal.

When Ω = Bn(1), the unit ball in Rn, the convex solution of (1.1) is

u0 = −
√
1−

∑
1≤k≤n

x2
k. (1.2)
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When Ω is projectively homogeneous, Sasaki[4] found that the convex solution of (1.1)

and the characteristic function χ of domain Ω have the following relation:

u = C0χ
− 1

n+1 for a constant C0.

Also, Sasaki and Yagi[5] obtained an expansion of derivatives of the characteristic function

χ along the boundary of the smooth convex bounded domain. Referring the Fefferman’s

expansion of the Bergman kernel on smooth strictly pseudoconvex domains (see [6]), Sasaki[7]

obtained an asymptotic expansion form of χ with respect to the solution u:

χ = C0u
−(n+1)

[
1 +

5

24(n− 1)
Fu2 + the higher orders of u

]
, (1.3)

where F is a smooth function on Ω̄ .

In this paper, we confine ourselves to the case that Ω is a strictly convex bounded domain

with smooth boundary. By the barrier functions on the balls, the convex solution of (1.1)

has the bound:
1

C
d(x)

1
2 ≤ −u(x) ≤ Cd(x)

1
2 , (1.4)

where d(x) =: dist(x, ∂Ω), and C is a positive constant depending on Ω and n.

By (1.4) and the convexity of u, the gradient estimate is given by:

1

C
d(x)−

1
2 ≤ |gradu| ≤ Cd(x)−

1
2 . (1.5)

Loewner and Nirenberg[2] first obtained the sharp second order estimates in dimension

two. Their methods and Pogorelov’s calculations also gave bound for the higher dimensions

(see [8]):

|uij | ≤ Cd(x)−
3
2 , 1 ≤ i, j ≤ n. (1.6)

Now we introduce the basic notations. For a multi-index α = (α1, α2, · · · , αn), where

αi, i = 1, 2, · · · , n, are non-negative integers with |α| =
∑

1≤i≤n

αi, we define

Di =
∂

∂xi
, Dαi

i =
∂αi

∂xαi
i

, i = 1, 2, · · · , n,

Dα = Dα1
1 · · ·Dαn

n =
∂|α|

∂xα1
1 · · · ∂xαn

n
.

In this paper, by the finite geometry of complete hyperbolic affine sphere as stated in

Lemma 2.1, we obtain derivative estimates of any order:

Theorem 1.1 For n = 2, the convex solution of (1.1) satisfies

|Dα(u)| ≤ Cd(x)
1
2−|α|, |α| = 0, 1, 2, · · · , (1.7)

where C is a constant depending on Ω and |α|.

Remark 1.1 For |α| = 3, the estimate (1.7) holds for any dimension n ≥ 2. The sharp-

ness of exponent “
1

2
− |α|” can be seen in the case that Ω is projectively homogeneous (see

[5]).
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Remark 1.2 As in [7], the function v = −1

2
u2 satisfies a real analogue of Fefferman

equation 
det

(
vij vi

vj 2v

)
= −1 in Ω ,

v = 0 on ∂Ω ,

(1.8)

where vi, vij are the usual first and second derivatives. For the boundary behaviors of

derivatives of the solution u, it is necessary to study the smoothness of v on the closure of

Ω , and to derive a complete description of the boundary singularity.

2 Formulas for Hyperbolic Affine Hyperspheres

Let M be a locally strictly convex affine hypersurface in Rn+1, given by a convex function

f defined in a domain D ⊂ Rn:

M = {(y1, · · · , yn, yn+1) | yn+1 = f(y1, · · · , yn), y = (y1, · · · , yn) ∈ D}.
The Blaschke metric is given by (see [9])

G =
∑

1≤i,j≤n

ρf ijdyidyj , (2.1)

where f ij (1 ≤ i, j ≤ n) are the second derivatives of f with respect to y, (f ij) is the inverse

of matrix (f ij), and

ρ = (det(f ij))
− 1

n+2 .

The Fubini-Pick form is given by (see [10])

Aijk = −1

2

(
fkj

∂ρ

∂yi
+ fik

∂ρ

∂yj
+ fij

∂ρ

∂yk
+ ρ

∂fij
∂yk

)
. (2.2)

Consider the Legendre transformation relative to f
xi =

∂f

∂yi
(y1, · · · , yn),

u(x1, x2, · · · , xn) =
∑

1≤i≤n

yi
∂f

∂yi
(y1, · · · , yn)− f(y1, · · · , yn).

The Legendre transformation domain Ω of f is defined by

Ω =

{
x = (x1, x2, · · · , xn) | xi =

∂f

∂yi
, (y1, y2, · · · , yn) ∈ D

}
.

In the terms of coordinates (x1, x2, · · · , xn), the Blaschke metric G is given by

G =
∑

1≤i,j≤n

1

ũ
uijdxidxj .

Here and later we denote by ui, uij , uijk, · · · the derivatives of u with respect to x, (uij)

the inverse of matrix (uij), and

ũ = (det(uij))
−1
n+2 , ũij =

∂2ũ

∂xi∂xj
.
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By a direct calculation, the Fubini-Pick form can be represented in the following form:

A =
∑

1≤i,j,k≤n

Aijkdyidyjdyk

=
∑

1≤i,j,k≤n

1

2ũ2

(
uij

∂ũ

∂xk
+ uik

∂ũ

∂xj
+ ujk

∂ũ

∂xi
+ ũuijk

)
dxidxjdxk. (2.3)

Suppose that M = {(y, f(y))} is a hyperbolic affine hypersphere with center at the

origin. Then the Legendre function u of f satisfies (see [11])

det(uij) = (−u)−n−2. (2.4)

It follows from (2.4) that the Blaschke metric and the Fubini-Pick form are given respectively:

G =
∑

1≤i,j≤n

− 1

u
uijdxidxj , (2.5)

A =
∑

1≤i,j,k≤n

− 1

2u2
(uijuk + uikuj + ujkui + uuijk)dxidxjdxk. (2.6)

By using (2.4), the Laplacian with respect to the metric G is given by

∆ = −u
∑

1≤i,j≤n

uij ∂2

∂xi∂xj
− 2

∑
1≤i,j≤n

uijui
∂

∂xj
. (2.7)

There exist two notions of completeness on affine hypersurfaces in Rn+1: (1) Euclidean

completeness, that is the completeness of the Riemannian metric induced from a Euclidean

metric on Rn+1; (2) Affine completeness, that is the completeness of the Blaschke metric

G. But for hyperbolic affine hyperspheres, these two completeness are equivalent (see [11]).

Now we state a corollary of Theorem 2 of [9].

Lemma 2.1 [9] Let M be a Euclidean-complete hyperbolic affine sphere in R3. Then M

has finite geometry:

∥A∥G + ∥∇A∥G + · · ·+ ∥∇kA∥G ≤ C, k = 0, 1, 2, · · · , (2.8)

where C is a constant depending on k and ∇ is the covariant differentiation with respect to

the Blaschke metric G.

We remark here every Euclidean-complete hyperbolic affine hypersphere in Rn+1 has

bounded Pick invariant ∥A∥G (see [11]). Next, we give a Lemma due to Yau[12].

Lemma 2.2 [12] Let (M, g) be a complete Riemannian manifold with Ricci curvature bounded

from below. If a smooth positive function ϕ on M satisfies

∆ϕ = λϕ, (2.9)

where λ is a constant and ∆ is the Laplacian with respect to g, then there exists a constant

C such that

∥∇ϕ∥g
ϕ

≤ C. (2.10)
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3 The Third Order Derivative Estimates

In this section, we give the third order derivative estimates for any dimension. Let u be

the convex solution of boundary value problem (1.1) in a smooth strictly convex bounded

domain Ω . Then the Blaschke metric

G =
∑

1≤i,j≤n

Gijdxidxj =
∑

1≤i,j≤n

− 1

u
uijdxidxj (3.1)

is a complete Riemannian metric, and the Pick invariant

∥A∥2G =
∑

1≤i,j,k,r,s,t≤n

GirGjsGktAijkArst

is bounded. For any point x ∈ Ω , we assume uij(x) = λiδ
i
j . It follows from (2.6) that

∥A∥2G =
∑

1≤i,j,k≤n

−1

4uλiλjλk
(3λ2

i δ
j
i u

2
k + u2u2

ijk + 6λ2
i δ

i
jδ

k
i ukuj + 6uukλiδ

j
i uijk)

=
−1

4u

( ∑
1≤i≤n

9
u2
i

λi
+

∑
1≤i,j,k≤n

u2
u2
ijk

λiλjλk
+

∑
1≤i,k≤n

6u
ukuiik

λiλk

)
≤ C. (3.2)

Here and later we use the same C for different constants. Differentiating equation (1.1) with

respect to xk, one has ∑
1≤i,j≤n

uijuijk =
∑

1≤i≤n

uiik

λi
= −(n+ 2)

uk

u
. (3.3)

Inserting (3.3) into (3.2), we get∑
1≤i,j,k≤n

u2
ijk

λiλjλk
≤ −4C

1

u
+ (6n+ 3)

1

u2

∑
1≤k≤n

u2
k

λk
. (3.4)

Combining (1.1) and (2.7), we have

∆(−u−1) = n(−u−1). (3.5)

Recall that the Ricci curvature of hyperbolic affine hypersphere is bounded from below (see

[11]), by (3.5) and Lemma 2.2, we get
∥∇(−u−1)∥G

−u−1
=

∥ ∇u ∥G
−u

≤ C. (3.6)

It follows that
∥∇u∥2G

u2
= − 1

u

∑
1≤i,j≤n

uijuiuj = − 1

u

∑
1≤k≤n

u2
k

λk
≤ C. (3.7)

By using (1.4), (3.4) and (3.7), we have
|uijk|√
λiλjλk

≤ Cd(x)−
1
4 . (3.8)

Applying (1.6), we have proved

|uijk| ≤ Cd(x)−
5
2 , 1 ≤ i, j, k ≤ n. (3.9)

Formula (3.7) gives a lower bound of the maximal eigenvalue of Hessian (uij). In fact,

|gradu|2

−u

1

λmax(uij)
≤ − 1

u

∑
1≤i,j≤n

uijuiuj ≤ C. (3.10)

It follows from (1.4) and (1.5) that

λmax(uij) ≥ Cd(x)−
3
2 . (3.11)
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Hence, by (1.6), we get

Corollary 3.1 The convex solution of (1.1) satisfies
1

C
d(x)−

3
2 ≤ λmax(uij)(x) ≤ Cd(x)−

3
2 , (3.12)

where C is a constant depending on Ω and n.

4 The Higher Order Derivative Estimates

In this section, we show (1.7) under the condition (2.8). Hence our theorem follows from

Lemma 2.1.

Let u be the convex solution of (1.1) in a smooth strictly convex bounded domain Ω , the

Blaschke metric is given by (3.1). Then, by (2.6), the Christoffel symbols of G are given by

Γ t
ij =

1

2

∑
1≤s≤n

Gts

(
∂Gsj

∂xi
+

∂Gsi

∂xj
− ∂Gij

∂xs

)
=

1

2u

∑
1≤s≤n

uts(uusij + usuij)−
ui

2u
δtj −

uj

2u
δti

= −u
∑

1≤s≤n

utsAsij −
ui

u
δtj −

uj

u
δti . (4.1)

We write

∇kA =
∑

1≤i1,i2,...,ik+3≤n

Ai1···ik+3
dxi1 · · ·dxik+3

, k = 0, 1, 2, · · · ,

and assume that uij(x) = λiδ
i
j .

To obtain (1.7), it suffices to prove the following estimates:

|Dµ(u)|√
λµ1

1 · · ·λµn
n

≤ Cd(x)
2−|µ|

4 , |µ| = 3, 4, 5, · · · , (4.2)

where µ = (µ1, · · · , µn) and C is a constant depending on Ω , n and |µ|.
We proceed by introduction on |µ|. For |µ| = 3, (4.2) is obtained in Section 3. Suppose

that these estimates hold for |µ| ≤ m− 1. To prove (4.2) for |µ| = m, we first prove

Lemma 4.1 For multi-index α = (α1, · · · , αn) with 1 ≤ |α| ≤ m− 3,

|Dα(Ai1···ik)|√
λα1
1 · · ·λαn

n · λi1 · · ·λik

≤ Cd(x)−
k+|α|

4 , k = 3, 4, · · · , (4.3)

where C is a constant depending on Ω , n, k and m.

Proof. We proceed by introduction on |α|. For α = (1, 0, · · · , 0), it is obvious that
D1(Ai1···ik) = Ai1···ik1 +

∑
1≤p≤n

Ai1···ispis+1···ik · Γ p
is1

. (4.4)

Noting that for any integral l > 0, ∥ ∇lA ∥G is bounded, we have

∥∇lA∥2G = (−u)l+3
∑

1≤i1,i2,...,il+3≤n

(Ai1···il+3
)2

λi1 · · ·λil+3

≤ C. (4.5)
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Hence, by the estimate (1.4), we get
|Ai1···ik1|√
λ1λi1 · · ·λik

≤ C · d(x)−
k+1
4 . (4.6)

(4.1) gives ∑
1≤p≤n

Ai1···ispis+1···ikΓ
p
is1

= − u
∑

1≤p,t≤n

upt ·Atis1 ·Ai1···ispis+1···ik

− 1

u
· uis ·Ai1···is−11is+1···ik

− 1

u
· u1 ·Ai1···is−1isis+1···ik . (4.7)

By (1.4) and (4.5) we have

− u

∣∣∣∣ ∑
1≤p,t≤n

uptAtis1Ai1···ispis+1···ik

∣∣∣∣√
λ1λi1 · · ·λik

≤ − u
∑

1≤t≤n

|Atis1|√
λtλisλ1

·
|Ai1···is−1tis+1···ik |√

λtλi1 · · ·λis−1λis+1 · · ·λik

≤ C · d(x) 1
2 · d(x)− 3

4 · d(x)− k
4

= C · d(x)−
k+1
4 . (4.8)

From (1.4), (3.7) and (4.5) we also have

− 1

u
·
∣∣∣∣ uis√

λis

·
Ai1···is−11is+1···ik√

λ1λi1 · · ·λis−1λis+1 · · ·λik

∣∣∣∣ ≤ C · d(x)−
k+1
4 . (4.9)

Combining the above estimates we have
|D1(Ai1···ik)|√
λ1λi1 · · ·λik

≤ C · d(x)−
k+1
4 . (4.10)

This proves (4.3) for |α| = 1.

Now suppose that the estimate (4.3) holds for multi-index α with |α| ≤ t. We need to

prove that for |α| = t+1 (4.3) holds. Without loss of generality, we assume thatDα = DβD1,

where β = (β1, β2, · · · , βn) = (α1 − 1, α2, · · · , αn). Then

DαAi1···ik = DβD1Ai1···ik = Dβ
(
Ai1···ik1 +

∑
1≤p≤n

Ai1···is−1pis+1···ikΓ
p
is1

)
. (4.11)

By using the Leibniz formula we have

Dβ
( ∑

1≤p≤n

Ai1···is−1pis+1···itΓ
p
is1

)
=

∑
1≤p≤n

∑
γ≤β

(
β

γ

)
Dβ−γ(Ai1···is−1pis+1···ik)D

γ(Γ p
is1

).

Noting the assumption that for |α| ≤ t the estimate (4.3) holds, we have

|Dβ−γ(Ai1···is−1pis+1···ik)|√
λβ1−γ1

1 · · ·λβn−γn
n λi1 · · ·λis−1λpλis+1 · · ·λik

≤ C · d(x)−
k+t−|γ|

4 . (4.12)

Applying (4.1) we have

Dγ(Γ p
is1

) = Dγ
(
− u

∑
1≤t≤n

uptAtis1 −
uis

u
δp1 − u1

u
δpis

)
. (4.13)

Noting that |γ| ≤ |β| = t ≤ m− 3 and the assumption for |µ| ≤ m− 1, we have

|Dγ(u1 · u−1)|√
λγ1

1 · · ·λγn
n · λ1

≤ C · d(x)−
|γ|+1

4 . (4.14)
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For multi-index ρ = (ρ1, · · · ρn) with |ρ| ≤ t ≤ m− 3, the same reason gives√
λiλ1 · |Dρ(ui1)|√

λρ1

1 · · ·λρn
n

≤ C · d(x)−
|ρ|
4 . (4.15)

It follows from (4.15) and the assumptions for |α| ≤ t and |µ| ≤ m− 1 that∣∣∣∣
√
λp ·Dγ(u · upt ·Atis1)√
λγ1

1 · · ·λγn
n · λ1 · λis

∣∣∣∣
=

∣∣∣∣∑
τ≤γ
ρ≤τ

(
γ

τ

)(
τ

ρ

)
· Dγ−τ (u)√

λγ1−τ1
1 · · ·λγn−τn

n

·
√

λp · λt ·Dρ(upt)√
λρ1

1 · · ·λρn
n

· Dτ−ρ(Atis1)√
λτ1−ρ1

1 · · ·λτn−ρn
n · λis · λ1 · λt

∣∣∣∣
≤ C · d(x)

2−|γ|+|τ|
4 · d(x)−

|ρ|
4 · d(x)−

3+|τ|−|ρ|
4

= C · d(x)−
|γ|+1

4 . (4.16)

By the assumption for |α| ≤ t we have

|Dβ(Ai1···ik1)|√
λβ1

1 · · ·λβn
n · λi1 · · ·λik · λ1

≤ C · d(x)−
k+t+1

4 . (4.17)

Combining (4.11)–(4.14) and (4.16)–(4.17) we have

|Dα(Ai1···ik)|√
λα1
1 · · ·λαn

n · λi1 · · ·λik

≤ C · d(x)−
k+t+1

4 . (4.18)

Now we prove that for |µ| = m (4.2) holds. By (4.3) we get

|Dµ(Aijk)|√
λµ1

1 · · ·λµn
n · λiλjλk

≤ Cd(x)−
3+|µ|

4 , |µ| ≤ m− 3. (4.19)

From (2.6), we get

Dµ(Aijk) = −1

2
Dµ
(uijk

u

)
− 1

2
Dµ
(uijuk + uikuj + ujkui

u2

)
. (4.20)

By using (1.4), (3.7) and the assumption for |µ| ≤ m− 1, we have∣∣∣∣ Dµ(uijk)

u
√
λµ1

1 · · ·λµn
n · λiλjλk

∣∣∣∣ ≤ 2|Dµ(Aijk)|√
λµ1

1 · · ·λµn
n · λiλjλk

+ Cd(x)−
m
4 , |µ| = m− 3. (4.21)

It follows from (1.4) and (4.19) that∣∣∣∣ Dµ(uijk)√
λµ1

1 · · ·λµn
n · λiλjλk

∣∣∣∣ ≤ Cd(x)
2−m

4 , |µ| = m− 3. (4.22)

This proves (4.2), furthermore, by using (1.6), we obtain (1.7).

References

[1] Calabi E. Complete affine hyperspheres I. Sympos. Math., 1972, 10: 19–38.

[2] Loewner C, Nirenberg L. Partial Differential Equations Invariant Under Conformal Or Pro-
jective Transformations. in: Ahlfors L V, Kra I, Maskit B, Nirenberg L. Contributions to
Analysis. New York: Academic Press, 1974: 245–272.

[3] Cheng S Y, Yau S T. On the regularity of the solutions of the Monge-Ampère equation

det
( ∂2u

∂xi∂xj

)
= F (x, u). Comm. Pure Appl. Math., 1977, 30: 41–68.



70 COMM. MATH. RES. VOL. 31

[4] Sasaki T. A note on characteristic functions and projectively invariant metrics on a bounded
convex domain. Tokyo J. Math., 1985, 8: 49–79.

[5] Sasaki T, Yagi T. Sectional curvature of projective invariant metrics on a strictly convex
domain. Tokyo J. Math., 1996, 19: 419–433.

[6] Fefferman C. Parabolic invariant theory in complex analysis. Adv. Math., 1979, 31: 131–262.

[7] Sasaki T. On the characteristic function of a strictly convex domain and the Fubini-Pick
invariant. Results Math., 1988, 13(3): 367–378.

[8] Wu Y D. Asymptotic behaviors of hyperbolic hypersurfaces with constant affine Gauss-
Kronecker curvature. Results Math., 2011, 59(1): 173–183.

[9] Li A M, Jia F. Euclidean complete affine surfaces with constant affine mean curvature. Ann.
Global Anal. Geom., 2003, 23: 283–304.

[10] Li A M, Zhao G S. Projective Blaschke manifolds. Acta Math. Sinica (English Ser.), 2008,
24(9): 1433–1448.

[11] Li A M, Simon U, Zhao G S. Global Affine Differetial Geometry of Hypersurfaces. Berlin:
Walter de Gruyter, 1993.

[12] Yau S T. Harmonic functions on complete Riemannian manifolds. Comm. Pure Appl. Math.,
1975, 28: 201–228.


