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1 Introduction and Statement of the Main Results

In this paper, we discuss the third initial-boundary value problem for parabolic Monge-

Ampère equations

−
∂u

∂t
+ F (D2u+ σ(x)) = f(x, t) in QT , (1.1)

α(x)
∂u

∂ν
+ u = φ(x, t) on ∂Ω × [0, T ], (1.2)

u = ψ(x, 0) on Ω × {t = 0}, (1.3)

where Ω is a bounded uniformly convex domain in Rn,

QT = Ω × (0, T ],

∂pQT = ∂Ω × (0, T ] ∪ Ω̄ × {t = 0},

F (D2u+ σ(x)) = det
1
n (D2u+ σ(x)),

∗
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and

D2u = (Diju)

is the Hessian of u with respect to the variable x, ν is the unit exterior normal at (x, t) ∈

∂Ω × [0, T ] to ∂Ω , which has been extended on Q̄T to be a properly smooth vector field

independent of t, α(x) > 0 is properly smooth for all x ∈ Ω̄ , σ(x) = (σij(x)) is an n ×

n symmetric matrix with smooth components, f(x, t), φ(x, t), ψ(x, t) are given properly

smooth functions and satisfy some necessary compatibility conditions.

The first initial-boundary value problem for a class of elliptic Monge-Ampère equations
{

det(D2u(x) + σ(x)) = f(x) in Ω ,

u = φ(x) on ∂Ω

was firstly discussed by Caffarelli et al.[1]

Ivochkina and Ladyzhenskaya[2] studied the following first initial-boundary value prob-

lem for parabolic Monge-Ampère equations

−
∂u

∂t
+ det

1
n (D2u) = f(x, t) in QT , (1.1)∗

u = φ(x, t) on ∂pQT . (1.2)∗

They derived two structure conditions as follows:


























min
Q̄T

f(x, t) + min
∂pQT

∂

∂t
φ(x, 0) −

1

2
ad2 > 0, in which d is

the radius of the minimal ball Bd(x0) containing Ω ,

a = max

{

0, max
Q̄T

∂

∂t
f(x, t)

}

,

(C2)
∗







min
∂pQT

(

f(x, t) +
∂

∂t
φ(x, t)

)

> 0,

D2f(x, t), D2(det
1
nD2φ(x, 0)) are nonpositive definite.

(C′
2)

∗

By (C2)
∗ or (C′

2)
∗, they obtained the existence and uniqueness of the solution. The third

initial-boundary value problem for equation (1.1)∗ was studied by Zhou and Lian[3]. They

also got two structure conditions similar to (C2)
∗ and (C′

2)
∗ in [2].

Therefore, it is natural for us to consider the problem (1.1)–(1.3) as an extension of the

result of [2–3].

Definition 1.1 We say that u(x, t) is an admissible function of (1.1)–(1.3) if u(x, t) ∈ K,

where

K = {v ∈ C2,1(Q̄T ) | (D2v(x, t) + σ(x)) > 0, (x, t) ∈ Q̄T}.

Definition 1.2 We say that u(x, t) is an admissible solution of (1.1)–(1.3) if an admis-

sible function u(x, t) satisfies (1.1)–(1.3).

Obviously, the equation (1.1) is of parabolic type for any admissible function u(x, t).

For any admissible solution, the following condition is necessary:

(D2ψ(x, 0) + σ(x)) > 0, x ∈ Ω̄ . (C1)
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Following the idea of [2], we derive two structure conditions as follows:










































min
Q̄T

f(x, t) + min

{

min
∂pQT

∂

∂t
φ(x, 0), min

∂pQT

∂

∂t
ψ(x, 0)

}

−
1

2
ad2 − amax

Ω̄

|α(x)(x − x0) · ν| > 0, in which d

is the radius of the minimal ball Bd(x0) containing Ω ,

a = max

{

0, max
Q̄T

∂

∂t
f(x, t)

}

,

(C2)











min
∂Ω×[0,T ]

(

f(x, t) +
∂

∂t
φ(x, t) + α

∂

∂ν
f(x, t)

)

> 0,

(D2f(x, t)), (D2det
1
n (D2ψ(x, 0) + σ(x))) are nonpositive definite.

(C′
2)

Especially, we drive a new type of structure condition














−min{min
∂pQT

φt(x, t), min
∂pQT

ψt(x, 0)} + min
Q̄T

f(x, t) − aT > 0,

in which a = max

{

0, max
Q̄T

∂

∂t
f(x, t)

}

.
(C′′

2 )

Our main result is as follows.

Theorem 1.1 Assume that Ω is a bounded uniformly convex domain, and for some β ∈

(0, 1), ∂Ω ∈ C4+β, f ∈ C2+β,1+β/2(Q̄T ), φ ∈ C4+β,2+β/2(Q̄T ), ψ ∈ C4+β,2+β/2(Q̄T ), where

φ, ψ satisfy the compatibility conditions up to the second order. If (C1) and one of the

structure conditions (C2), (C′
2) and (C′′

2) hold, then the problem (1.1)–(1.3) has a unique

admissible solution u ∈ C4+β,2+β/2(Q̄T ).

Remark 1.1 When α(x) ≡ 0 ≡ σ(x), the structure conditions (C2) and (C′
2) are just

(C2)
∗ and (C′

2)
∗ in [2].

To simplify the formulations, we assume that φ(x, t) and ψ(x, t) have been smoothly

extended on Q̄T , and

−
∂ψ(x, 0)

∂t
+ det

1
n (D2ψ(x, 0) + σ(x)) = f(x, 0), x ∈ Ω̄ . (C)

Similarly to the argument in [4], we use Weyl’s theorem (see [5]) to overcome the difficulty

coming from σ = σ(x) in (1.1). However, if σ = σ(x, t) in (1.1), then the difficulty in the

process of deriving the structure conditions is so hard that we are not accomplished.

Lemma 1.1[5](Weyl’s Theorem) Assume that A and B are all real symmetric matrices

of order n. Denote the eigenvalues of A, B, A+B respectively by λi(A), λi(B), λi(A+B),

i = 1, · · · , n. Suppose that these eigenvalues are arranged in increasing order, i.e., for

C = A, B, A+B, we have

λ1(C) ≤ λ2(C) ≤ · · · ≤ λn(C).

Then for each k = 1, 2, · · · , n, it holds that

λk(A) + λ1(B) ≤ λk(A+B) ≤ λk(A) + λn(B).
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It is necessary to give some known results for further discussion. Denote

Sn
+ = {η = (ηij) | η is a symmetric positive definite matrix of n order},

F (η) = det
1
n η,

Fij(η) =
∂

∂ηij
F (η).

Then we have several lemmas as follows.

Lemma 1.2[2]
n
∑

m=1
Fkm(η)ηml =

1

n
δklF (η), where δkl =

{

1, k = l;

0, k 6= l.

Lemma 1.3[2] For any η ∈ Sn
+, we have

tr(Fij(η)) =

n
∑

i=1

Fii(η) ≥ 1.

Lemma 1.4[2] If η, ζ ∈ Sn
+, then

n
∑

i,j=1

Fij(η)ζij ≥ F (ζ).

The structure of this paper is stated as follows: In Section 2, we show the existence and

uniqueness of the admissible solution in Theorem 1.1 by using the method of continuity

and comparison theorem. In Section 3, the generalized approach for deriving the structure

conditions is presented, and the positive lower bound of F (D2u + σ(x)) is obtained. In

Section 4, a series of a priori estimates are established.

2 The Method of Continuity and Comparison Theorem

In order to get the existence of admissible solution in Theorem 1.1 by the method of conti-

nuity, we consider a family of problems with one parameter τ ∈ [0, 1] as follows:

−
∂uτ

∂t
+ det

1
n (D2uτ + σ(x)) = f τ (x, t) in QT , (2.1)τ

α(x)
∂uτ

∂ν
+ uτ = φτ (x, t) on ∂Ω × [0, T ], (2.2)τ

uτ = ψ(x, 0) on Ω × {t = 0}, (2.3)τ

where


















f τ (x, t) = τf(x, t) + (1 − τ)f0(x, t),

f0(x, t) = det
1
n (D2ψ(x, 0) + σ(x)),

φτ (x, t) = τφ(x, t) + (1 − τ)
[

α
∂

∂ν
ψ(x, 0) + ψ(x, 0)

]

.

(2.4)

Obviously, for τ = 1 the problem (2.1)τ–(2.3)τ is just (1.1)–(1.3).

Remark 2.1 If the assumptions of Theorem 1.1 hold, it is easy to find that the admis-

sible solutions to problem (2.1)τ–(2.3)τ satisfy the compatibility condition up to order two

uniformly with respect to τ by direct calculations.
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Set

V = {v ∈ C2+α,1+α/2(Q̄T ) | det(D2v(x, t) + σ(x)) > 0, (x, t) ∈ Q̄T },

S = {τ ∈ [0, 1] | the problem (2.1)τ–(2.3)τ has a solution in V }.

In order to prove the existence of admissible solution in Theorem 1.1 by the method of

continuity, we only need to prove that S is nonempty, and also S is a relatively both open

and closed set in [0, 1].

Let τ = 0. It is obvious that u0(x, t) ≡ ψ(x, 0) is a solution of (2.1)τ–(2.3)τ in V , i.e., S

is nonempty.

In order to show that S is a relatively open set in [0, 1], we need the following lemma.

Lemma 2.1[6] Let X1, X2 and Σ be Banach spaces, and G be a mapping from an open

set U in X1 × Σ into X2. If there exists a (w0, τ0) ∈ U satisfying

(1) G(w0, τ0) = 0;

(2) G is differentiable at (w0, τ0);

(3) the partial Fréchet derivative Gw(w0, τ0) is invertible,

then there exists a neighborhood N of τ0 in Σ such that the equation

G(w, τ) = 0

is solvable for each τ ∈ N with the solution w = wτ ∈ X1.

Actually, we can choose

Σ = [0, 1],

X1 = {w(x, t) | w ∈ C2+β,1+β/2(Q̄T ), w|t=0 = 0},

B1 = Cβ,β/2(Q̄T ),

B2 = C1+β,1+β/2(∂Ω × [0, T ]),

X2 = B1 ×B2.

Let

U = {(w, τ) | w(x, t) = v(x, t) − ψ(x, 0), v(x, t) ∈ V, τ ∈ X}.

It is easy to prove that U is an open set in X1 × Σ .

Set

G1(w, τ) = −Dt(w + ψ) + det
1
n (D2(w + ψ) + σ) − τf − (1 − τ)det

1
n (D2ψ + σ),

G2(w, τ) = α(x)Dν (w + ψ) + (w + ψ) − τψ − (1 − τ)(αDνψ + ψ),

G(w, τ) = (G1, G2)(w, τ) = (G1(w, τ), G2(w, τ)).

Then G1 and G2 are mappings from the open set U into B1 and B2 respectively, and G is

a mapping from U into X2.

Let w0 ∈ U , τ0 ∈ [0, 1] be such that

G1(w0, τ0) = 0, G2(w0, τ0) = 0,

i.e.,

G(w0, τ0) = 0.
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It is easy to find that G is differentiable at (w0, τ0) if G1 and G2 are differentiable at (w0, τ0)

with the Fréchet derivative

G1
w(w0, τ0) = −Dt + Fij(D

2(w0 + ψ) + σ)Dij ,

G2
w(w0, τ0) = αDν + I,

where

Fij(r) =
∂F (r)

∂rij
, F (r) = det

1
n (r).

Since G1 is a linear parabolic operator and G2 is an oblique derivative operator, by Theorem

5.3 of Chapter 7 in [7], we know that

Gw(w0, τ0) = (G1
w, G

2
w)(w0, τ0) : X1 × Σ → X2

is invertible. Therefore, by Lemma 2.1, there exists a neighborhood N ⊂ [0, 1] of τ0 such

that N ⊂ S. This proves that S is a relatively open set in [0, 1].

In order to prove S is a relatively close set in [0, 1], we need to establish the following a

priori estimate.

Theorem 2.1 If the assumptions of Theorem 1.1 hold, then there exist two positive con-

stants α ∈ (0, 1) and C independent of τ such that

‖uτ‖C2+α,1+α/2(Q̄T ) ≤ C (2.5)

holds for all solutions uτ of the problem (2.1)τ–(2.3)τ .

Thus we can prove that S is a relatively close set in [0, 1] by Theorem 2.1 and Ascoli-

Arzela lemma. It is easy to check that the data of (2.1)τ and (1.1) have the same characters.

So it suffices to establish the a priori estimate (2.5) for all admissible solutions u of (1.1).

To prove the uniqueness of the admissible solution in Theorem 1.1, we need the following

comparison theorem.

Lemma 2.2[3] Assume that (aij(x, t)) is a non-negative definite matrix, u ∈ C2,1(QT ) ∩

C1,0(Q̄T ), α(x) ≥ 0 for any x on ∂Ω, and

Lu ≤ 0 in QT , (2.6)

α(x)
∂

∂ν
u+ u ≥ 0 on ∂Ω × [0, T ], (2.7)

u ≥ 0 on Ω × {t = 0}, (2.8)

where

L = −
∂

∂t
+

n
∑

i,j=1

aijDij ,

and ν is the unit exterior normal at (x, t) ∈ ∂Ω × [0, T ]. Then

u(x, t) ≥ 0, (x, t) ∈ Q̄T .

Theorem 2.2 If the assumptions of Theorem 1.1 hold, then there exists at most one

admissible solution of the problem (1.1)–(1.3).
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Proof. If u1 and u2 are two admissible solutions of (1.1)–(1.3), then ũ = u1 − u2 satisfies

−
∂ũ

∂t
+ F (D2u1 + σ(x)) − F (D2u2 + σ(x)) = 0, (x, t) ∈ Q̄T .

Moreover, we have






















−
∂ũ

∂t
+ aij(x, t)Dij ũ = 0 in QT ,

α(x)
∂

∂ν
ũ+ ũ = 0 on ∂Ω × [0, T ],

ũ = 0 on Ω × {t = 0},

where

aij(x, t) =

∫ 1

0

Fij(sD
2u1 + (1 − s)D2u2 + σ(x))ds.

By Lemma 2.2, we have

ũ = 0,

i.e.,

u1 = u2.

The proof is completed.

3 A Positive Lower Bound Estimate of F (D2u(x, t)+σ(x))

For convenience of statements, we call a constant depending only on the data of the problem

as a controllable constant.

The structure conditions (C2), (C′
2), (C′′

2 ) are used to estimate a positive lower bound

of F (D2u(x, t) + σ(x)). From now on, we show a generalized approach for deriving these

structure conditions.

Set

Lu = −
∂

∂t
+ Fij(D

2u+ σ)Dij , (3.1)

where

Fij(r) =
∂F (r)

∂rij
, F (r) = det

1
n (r).

Choose the auxiliary function

v(x, t) = ut(x, t) + at+ c,

where u is an admissible solution of the problem (1.1)–(1.3), a ≥ 0 and c are constants to

be chosen.

For any (x, t) ∈ Q̄T ,

Luv = −
∂ut

∂t
+ Fij(D

2u+ σ)Dijut − a = ft − a ≤ 0

provided

a = max{max
Q̄T

ft(x, t), 0}.

For any (x, t) ∈ ∂Ω × [0, T ],

α
∂v

∂ν
+ v = α

∂ut

∂ν
+ ut + at+ c = φt + at+ c ≥ 0
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provided

c = − min
∂pQT

φt(x, t).

For any (x, t) ∈ Ω × {t = 0},

v(x, 0) = ut(x, 0) + c = ψt(x, 0) + c ≥ 0

provided

c = − min
∂pQT

ψt(x, 0).

As the discussion above, setting

c = −min{min
∂pQT

φt(x, t), min
∂pQT

ψt(x, 0)},

a = max{0, max
Q̄T

ft(x, t)},

we get v ≥ 0 by Lemma 2.2. Therefore, in order to obtain

F (D2u(x, t) + σ(x)) = ut + f(x, t) ≥ −at− c+ f(x, t) ≥ γ > 0,

where γ is a controllable constant, we need only to establish the structure condition

{ −min{min
∂pQT

φt(x, t), min
∂pQT

ψt(x, 0)} + min
Q̄T

f(x, t) − aT = γ > 0,

a = max{0, max
Q̄T

ft(x, t)}.
(C′′

2 )

Thus we have the following theorem.

Theorem 3.1 If the assumptions of Theorem 1.1 (except (C2) and (C′
2)) hold, then there

exists a controllable positive constant γ such that F (D2u(x, t) + σ(x)) has a positive lower

bound, where u is an admissible solution of the problem (1.1)–(1.3).

Remark 3.1 We can get the structure condition (C2) by choosing the auxiliary function

v(x, t) = ut(x, t) −
1

2
a|x− x0|

2 + c,

where a ≥ 0 and c are to be chosen, and x0 is an arbitrary fixed point in Ω.

Remark 3.2 We can get the structure condition (C′
2) by choosing the auxiliary function

v(x, t) = ut(x, t) + f(x, t) − c,

where c is to be chosen.

4 A Priori Estimate of ‖u‖C2+α,1+α/2(Q̄T )

Theorem 4.1 If the assumptions of Theorem 1.1 hold, then there exists a controllable

constant C0 > 0 such that

sup
Q̄T

|u| ≤ C0

holds for all admissible solutions u of the problem (1.1)–(1.3).
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Proof. Choose the function

w±(x, t) = ±K(t+ 1) + ψ(x, 0),

where

K = max

{

max
Q̄T

|f(x, t)| + max
Ω̄

F (D2ψ(x, 0) + σ),

max
∂Ω×[0,T ]

φ(x, t) + max
∂Ω

|ψ(x, 0)| + max
∂Ω

∣

∣

∣

∣

α(x)
∂ψ(x, 0)

∂ν

∣

∣

∣

∣

}

.

Set

L = −Dt + aij(x, t)Dij ,

where

aij(x, t) =

∫ 1

0

Fij(sD
2w+(x, t) + (1 − s)D2u(x, t) + σ(x))ds

is a positive definite matrix, i.e., L is a linear parabolic operator.

Then, for any (x, t) ∈ Q̄T , we have

L(w+ − u) = −Dtw+ + det
1
n (D2w+ + σ) − f

= −K −Dtψ(x, 0) + det
1
n (D2ψ(x, 0) + σ) − f

≤ 0.

For any (x, t) ∈ ∂Ω × [0, T ], we have

α(x)
∂

∂ν
(w+ − u) + (w+ − u) = α(x)

∂ψ(x, 0)

∂ν
+K(t+ 1) + ψ(x, 0) − φ(x, t) ≥ 0.

For any (x, t) ∈ Ω̄ × {t = 0}, we have

w+(x, 0) − u(x, 0) = K + ψ(x, 0) − ψ(x, 0) = K ≥ 0.

Therefore, by Lemma 2.2, w+ ≥ u. Similarly, w− ≤ u. Then there exists a controllable

constant C0 > 0 such that

sup
Q̄T

|u| ≤ C0.

This completes the proof.

Theorem 4.2 If the assumptions of Theorem 1.1 hold, then there exists a controllable

constant C1 > 0 such that

sup
Q̄T

|Du| ≤ C1

holds for all admissible solutions u of the problem (1.1)–(1.3).

Proof. Step 1. For any ξ ∈ Sn−1, set

w±(x, t, ξ) = ±Dξu+M |x|2/2,

where

M = 1 + Λ(σ) + sup
QT

|Df |, Λ(σ) = sup
x∈Ω ,ξ∈Sn−1

λmax(±Dξσ(x)).

Differentiating (1.1) with respect to ξ, we have

−Dt(Dξu) + Fij(D
2u+ σ)Dij(Dξu) = Dξf − Fij(D

2u+ σ)Dξσij .
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Set

Lu = −Dt + Fij(D
2u(x, t) + σ(x))Dij .

By Lemma 1.4, we have

Luw± = ±Dξf + Fij(D
2u+ σ)(Mδij ∓Dξσij) ≥ ±Dξf + F (MI ∓Dξσ) ≥ 0.

By the maximum principle of parabolic equations we have

w± ≤ sup
∂pQT

w±.

There exists a controllable constant C̃1 > 0 such that

|Dξu| ≤ sup
∂pQT

|Dξu| + C̃1.

Obviously, Dξu is known on Ω × {t = 0} × Sn−1, and hence we only need to get a priori

estimate of |Dξu| on ∂Ω × [0, T ]× Sn−1.

Step 2. For all (x0, t0) ∈ ∂Ω×[0, T ], by (1.2) and Theorem 4.1, there exists a controllable

constant Ĉ1 > 0 such that

|Dνu(x0, t0)| ≤ Ĉ1.

If we can prove that there exists a controllable constant Č1 > 0 such that

|Dηu(x0, t0)| ≤ Č1, (∗)

where ν · η = 0, then for any ξ ∈ Sn−1, there exist θ, ζ ∈ [0, 1] with θ2 + ζ2 = 1 such that

ξ = θν + ζη,

and

Dξu = θDνu+ ζDηu, |Dξu| ≤ |Dνu| + |Dηu|.

Thus

|Dξu(x0, t0)| ≤ Ĉ1 + Č1.

Step 3. We now prove that (∗) holds. Actually, if u(x, t0) is a convex function of x,

following the proof of Theorem 2.2 in [8], we have

|Dηu(x0, t0)| ≤ C.

If it were not true, we could choose the function

û(x, t0) = u(x, t0) + (Λ(σ) + 1)
|x|2

2
.

Since

(D2u(x, t) + σ(x)) > 0, (x, t) ∈ Q̄T ,

by Wyel’s theorem we have

(D2u(x, t)) ≥ (D2u(x, t) + σ(x)) − Λ(σ)I, (D2u(x, t) + (Λ(σ) + 1)I) ≥ I.

Thus û(x, t0) is a convex function of x, and we have

|Dηû(x0, t0)| ≤ C.

At last, noticing that Ω is bounded, we have

|Dηu(x0, t0)| = |Dηû(x0, t0) − (Λ(σ) + 1)(x0 · η)| ≤ C + (Λ(σ) + 1)|x0| = Č1.

The proof is completed.
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Theorem 4.3 If the assumptions of Theorem 1.1 hold, then there exists a controllable

constant C2 > 0 such that

sup
Q̄T

|Dtu| ≤ C2

holds for all admissible solutions u of the problem (1.1)–(1.3).

Proof. A priori estimate

Dtu+ f = det
1
n (D2u+ σ) ≥ γ

in Theorem 3.1 yields

Dtu ≥ γ − f ≥ C̃2,

where C̃2 is a controllable constant.

In order to get the upper bound of Dtu, denoting v = Dtu, differentiating (1.1)–(1.2)

with respect to t, we have














−Dtv + Fij(D
2u+ σ)Dijv = ft in QT ,

αDνv + v = φt on ∂Ω × [0, T ],

v(x, 0) = det
1
n (D2u(x, 0) + σ) − f(x, 0) on Ω × {t = 0}.

Choose

w(x) =
M

2
|x|2 −K,

where

M = sup
QT

|Dtf |,

K = max

{

M sup
∂Ω×[0,T ]

(

|α|

∣

∣

∣

∣

Dν

(

|x|2

2

)∣

∣

∣

∣

+
|x|2

2
+ |φt|

)

,

sup
Ω

(

M

2
|x|2 + |det

1
n (D2u(x, 0) + σ)| + |f(x, 0)|

)}

.

Following the proof of Theorem 4.1 we get the upper bound of Dtu. Thus the proof of

Theorem 4.3 is completed.

By Theorems 3.1 and 4.3, we have the following proposition.

Proposition 4.1 If the assumptions of Theorem 1.1 hold, then there exists a controllable

constant Γ > 0 such that

γ ≤ det
1
n (D2u(x, t) + σ(x)) = Dtu+ f ≤ Γ , (x, t) ∈ Q̄T (H1)

for all admissible solutions u of the problem (1.1)–(1.3).

In order to get the estimate of sup
Q̄T

|D2u|, we need the following lemma.

Lemma 4.1[3] Assume that h ∈ C2,1(Q̄T ), h|∂Ω×[0,T ] = 0, and

|h(x, 0)| ≤ Ĉ3, |Dh(x, 0)| ≤ Č3, | −Dth+ FijDijh| ≤ κ

n
∑

i=1

Fii, x ∈ Ω ,
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where Ĉ3, Č3, κ are positive constants, (Fij) is a positive definite matrix and tr(Fij) ≥ 1.

Then there exists a controllable constant C3 > 0 such that

sup
∂Ω×[0,T ]

|Dh| ≤ C3.

Theorem 4.4 If the assumptions of Theorem 1.1 hold, and u ∈ C4,2(Q̄T ) is an admissible

solution of the problem (1.1)–(1.3), then there exists a controllable constant C4 > 0 such that

sup
Q̄T

|D2u| ≤ C4. (H2)

Proof. Step 1. Denote Λ̄(σ) = sup
x∈Ω

λmax(σ(x)). Notice that (D2u + σ(x)) > 0, Wyel’s

theorem yields

λ(D2u) ≥ −Λ̄(σ).

Step 2. In order to get the upper bound of Dξξu, ξ ∈ Sn−1, we choose the function

v(x, t, ξ) : Q̄T × Sn−1 → R,

v(x, t, ξ) = Dξξu− ṽ(x, t, ξ) +K|x|2,

where ṽ is given by

ṽ(x, t, ξ) = 2(ξ · ν)ξ̃i(DiΦ −DiνkDku),

in which, ν is a C3(Ω̄) extension of the unit exterior normal vector on ∂Ω ,

ξ̃i = (ξ − (ξ · ν)ν)i, Φ = (φ− u)/α(x),

and K is a positive constant to be chosen.

Rewrite

ṽ(x, t, ξ) = akDku+ b,

where

ak = 2(ξ · ν)(−ξ̃k/α(x) − ξ̃iDiνk), b = 2(ξ · ν)ξ̃iDiΦ.

Then

−Dtv + Fij(D
2u+ σ(x))Dijv

= −Dξξtu+ akDktu+Dtb+DtakDku+ Fij(D
2u+ σ(x))Dijξξu

− akFij(D
2u+ σ(x))Dijku−DkuFij(D

2u+ σ(x))Dijak

− Fij(D
2u+ σ(x))Dijb+ 2KFii(D

2u+ σ(x))

− 2DiakFij(D
2u+ σ(x))[Djku+ σjk] + 2Fij(D

2u+ σ(x))Diakσjk. (4.1)

Step 3. From now on, we prove that we can choose K > 0 large enough so that the right

hand term of (4.1) is positive.

By Lemma 1.2, we have

Fik(D2u+ σ(x))[Dkju+ σkj ] =
1

n
δijdet

1
n (D2u+ σ(x)) > 0. (4.2)

Differentiating (1.1) twice with respect to ξ ∈ Sn−1, we get

−Dtξξu+ Fij(D
2u+ σ(x))Dijξξu

= − Fij,kl(D
2u+ σ(x))(Dijξu+Dξσij(x))(Dklξu+Dξσij(x))

+Dξξf(x, t) − Fij(D
2u+ σ(x))Dξξσij(x).
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Since F is concave, it holds that

−Dtξξu+ Fij(D
2u+ σ(x))Dijξξu ≥ Dξξf(x, t) − Fij(D

2u+ σ(x))Dξξσij(x). (4.3)

Differentiating (1.1) with respect to xk, and multiplying by ak, we get

akDktu− akFij(D
2u+ σ(x))Dijku = −akDkf(x, t) + akFij(D

2u+ σ(x))Dkσij(x). (4.4)

Since (Fij(D
2u+ σ(x))) is a positive definite matrix, we have

|Fij(D
2u+ σ(x))| ≤

1

2
[Fii(D

2u+ σ(x)) + Fjj(D
2u+ σ(x))]. (4.5)

At last, by Lemma 1.3, we have
n

∑

k=1

Fkk(D2u+ σ(x)) ≥ 1.

Substituting (4.2)–(4.5) into (4.1), and noticing that the other terms in the right hand side

of (4.1) are all controllable, for all (x, t) ∈ Q̄T we have

−Dtv + Fij(D
2u+ σ(x))Dijv ≥ (2K − C)

n
∑

k=1

Fkk(D2u+ σ(x)) − C > 0,

where C is a controllable constant, and K is a large enough controllable positive constant.

By means of the maximum principle of parabolic equations, we know that the maximum of

v is attained on ∂pQT .

Step 4. Since v is known on Ω × {t = 0} × Sn−1, we only need to estimate v on

∂Ω × (0, T ]×Sn−1. Assume that the maximum of v is attained at (x0, t0, ξ). Then we need

only to estimate v(x0, t0, ξ).

Now, we complete the estimate in the following four cases.

Case 1. Estimate of |Dηνu(x
0, t0)|, where ν · η = 0.

Set

δi = (δij − νiνj)Dj .

Applying δi to (1.2) (Dνu = Φ), we have

δiνkDku+ νkδiDku = δiΦ, (4.6)

and multiplying (4.6) with ηi, we get

ηiδiνkDku+ ηiνkδijDjku− νkηiνiνjDjku = ηiδiΦ.

Since ηiνi = 0, we have

ηiνkδijDjku = Dηνu.

It holds that

ηiδiνkDku+Dηνu = ηiδiΦ,

which implies that there exists a controllable positive constant C such that

|Dηνu(x
0, t0)| ≤ C.

Case 2. Estimate of |Dηηu(x
0, t0)|, where ν · η = 0.

Applying δi twice to (1.2) (Dνu = Φ), we have

Dkuδiδjνk + δiνkδjDku+ δjνkδiDku+ νkδiδjDku = δiδjΦ, (4.7)
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and multiplying (4.7) with ξiξj , we get

Dξξνu = νkξiξjDijku

= ξiξjδiδjΦ − ξiξjDkuδiδjνk

− δiνkδjDkuξiξj − δjνkδiDkuξiξj + (δiνj)ξiξjDννu. (4.8)

Then

Dξξνu = νkξiξjDijku

= ξiξjδiδjΦ − ξiξjDkuδiδjνk − δiνkδjDkuξiξj − δjνkδiDkuξiξj + (δiνj)ξiξjDννu

≤ (−1/α)Dijuξiξj − 2(δiνk)Djkuξiξj + (δiνj)ξiξjDννu+ C,

i.e.,

Dξξu ≤ −α(x)Dξξνu− 2α(x)δiνkDjkuξiξj + α(x)δiνjξiξjDννu+ C. (4.9)

Since the maximum of v is attained at (x0, t0, ξ) ∈ ∂Ω × [0, T ] × Sn−1 and ak = 0 (by

ξ · ν = 0), we have

0 ≤ Dνv = Dξξνu− akDνku− (Dνak)Dku−Dνb+ 2K(x · ν),

which implies that

−α(x)Dξξνu ≤ Cα, (4.10)

where C is a controllable positive constant. Moreover, by the positive definite property of

(δiνk) and (Djku+ σjk(x)), we have

−2α(x)δiνkDjkuξiξj = − 2α(x)δiνk(Djku+ σjk)ξiξj + 2α(x)δiνkσjkξiξj

≤ 2α(x)δiνkσjkξiξj . (4.11)

Substituting (4.10)–(4.11) into (4.9), we have

Dξξu(x
0, t0) = Dηηu(x

0, t0) ≤ C(1 +Dννu(x
0, t0)).

Case 3. Estimate of |Dξξu(x
0, t0)|, where ξ 6= η and ξ 6= ν.

For all ξ ∈ Sn−1, rewrite

ξ = pη + qν,

where

p = (ξ · η), q = (ξ · ν), p2 + q2 = 1.

At the point (x0, t0, ξ) ∈ ∂Ω × [0, T ]× Sn−1, it holds that

ṽ = 2(ξ · ν)ξ̃i(DiΦ −DiνkDku) = 2qpDηνu,

Dξξu = p2Dηηu+ q2Dννu+ ṽ.

Then

Dξξu− ṽ +K|x|2 = p2Dηηu+ q2Dννu+ (p2 + q2)K|x|2,

i.e.,

v(x0, t0, ξ) = p2v(x0, t0, η) + q2v(x0, t0, ν).

Since the maximum of v is attained at (x0, t0, ξ) ∈ ∂Ω × [0, T ]× Sn−1, we have

v(x0, t0, ν) ≥ v(x0, t0, ξ) ≥ v(x0, t0, η),



NO. 1 LÜ B. Q. et al. A CLASS OF PARABOLIC MONGE-AMPÈRE EQUATIONS 89

which implies that

Dξξu(x
0, t0) ≤ C(1 +Dννu(x

0, t0)).

Case 4. Estimate of |Dννu(x
0, t0)|.

Differentiating (1.1) with respect to xk, we get

−Dktu+ Fij(D
2u+ σ(x))Dijku = Dkf(x, t) − Fij(D

2u+ σ(x))Dkσij(x).

Set

h(x, t) = νkDku− φ.

Then h ∈ C2,1(Q̄T ), h|∂Ω×[0,T ] = 0, and |h|, |Dh| are all bounded on Ω̄×{t = 0}. By simple

calculations, we have

−Dth+ Fij(D
2u+ σ(x))Dijh

= νkDkf(x, t) −Dtu/α(x) + 2Fij(D
2u+ σ)DiuDj(1/α(x))

+ uFij(D
2u+ σ)Dij(1/α(x)) + Fij(D

2u+ σ)Diju/α(x)

+ 2Fij(D
2u+ σ)Di(νk)Djku+ Fij(D

2u+ σ)DijνkDku

− Fij(D
2u+ σ)Dij(φ/α) + φt/α(x) − νkFij(D

2u+ σ)Dkσij(x)

+ 2Di(νk)Fij(D
2u+ σ)σik(x) − 2Di(νk)Fij(D

2u+ σ)σik(x)

+ (1/α(x))Fij(D
2u+ σ)σij(x) − (1/α(x))Fij(D

2u+ σ)σij(x).

Following the discussion of (4.1), we can find a controllable constant κ > 0 such that

| −Dth+ Fij(D
2u+ σ(x))Dijh| ≤ κ

n
∑

k=i

Fii(D
2u+ σ(x)).

By Lemma 4.1, there exists a controllable constant C3 > 0 such that

sup
∂Ω×[0,T ]

|Dh| ≤ C3,

which implies that

sup
∂Ω×[0,T ]

|Dννu| ≤ C.

The proof is completed.

By Theorems 4.1–4.4, we get the estimate of ‖u‖C2,1(Q̄T ). Similarly to the Chapter 14

in [9], it is easy to get the estimate of ‖u‖C2+β,1+β/2(Q̄T ) provided that (1.1) is a uniformly

parabolic equation. The following lemma implies that (1.1) is a uniformly parabolic equation.

Lemma 4.2 Assume that u ∈ C4,2(Q̄T ) is an admissible solution of the problem (1.1)–

(1.3). If (H1) and (H2) hold, then there exist two positive constants λ and Λ such that

λ|ξ|2 ≤ Fij(D
2u+ σ(x))ξiξj ≤ Λ|ξ|2, ξ ∈ Rn. (4.12)

Proof. Let 0 < λ1 ≤ · · · ≤ λn be the eigenvalues of (D2u+ σ(x)). Noticing that Dtu and

f are bounded, we can find that

det
1
n (D2u+ σ(x)) = f +Dtu

is bounded. Then

0 < λk ≤ C̄, k = 1, · · · , n,
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where C̄ > 1 is controllable. Diagonalizing (D2u+ σ(x)), by (H1) we have

0 < γn ≤ λk · (C̄)n−1, C̄ ≥ λk ≥
γn

(C̄)n−1
> 0.

Let µ1 ≥ · · · ≥ µn > 0 be the eigenvalues of (D2u+ σ(x))−1. Then

µk = (λk)−1

and

0 <
1

C̄
≤ µk ≤

(C̄)n−1

γn
, k = 1, · · · , n.

Diagonalizing Fij(D
2u+σ(x)), by Lemma 1.2, we see that the eigenvalues of (Fij(D

2u+σ(x))

are
1

n
det

1
n (D2u+ σ(x))µk , k = 1, · · · , n.

Thus we can choose λ =
γ

nc̄
, Λ =

(C̄)n−1Γ

nγn
such that (4.12) holds. Then the proof is

completed.
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