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Abstract. We study the backward self-similar solution of Leray’s type for com-
pressible Navier-Stokes equations in dimension two. The existence of weak so-
lutions is established via a compactness argument with the help of an higher
integrability of density. Moreover, if the density belongs to L∞(R2) and the
velocity belongs to L2(R2), the solution is trivial; that is (ρ,u)=0.
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1 Introduction

This work concerns the backward self-similar solution of Leray’s type for com-
pressible isentropic Navier-Stokes equations with a positive number M in R

n as
the adiabatic constant γ>

n
2











∂tρ+div(ρu)=0,

∂t(ρu)+div(ρu⊗u)−µ∆u−ξ∇divu+M∇ργ=0,

(ρ,u)|t=0=(ρ0,u0),

(1.1)

where µ> 0, ξ ∈R with µ+ξ > 0, ρ and u stand for the density and velocity of
the flow, respectively. The positive constant M in (1.1) is the squared inverse of
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the Mach number. The weak solution of (1.1) in R
n had been established first by

Lions [15] for γ≥ 3
2 as n= 2 and γ≥ 9

5 as n= 3, and later extended by Feireisl et
al. [6] to allow γ>

n
2 in the Leray sense, see also [21] for γ= 1 in dimension two

and [1] for the general pressure in this direction.

Definition 1.1. A couple (ρ,u) with ρ∈ L∞(0,T;Lγ(Rn)) and ∇u∈ L2((0,T)×R
n)

is said to be a renormalized weak solution to (1.1) with finite energy if (ρ,u) satisfies the

following:

• The kinetic energy is bounded, i.e., ρ|u|2∈L∞(0,T;L1(Rn)). The density function

is nonnegative, i.e., ρ≥0.

• The momentum equation holds true in the sense of distributions.

• The identity

∂tb(ρ)+div
(

ub(ρ)
)

=
(

b(ρ)−b′(ρ)ρ
)

divu (1.2)

holds true in the sense of distributions for any function b(t)∈C([0,∞)∩C1(R+)
such that b(t)−b′(t)t∈C([0,∞)) is bounded on [0,∞).

• The global energy inequality

E
(

ρ(t),u(t)
)

+
∫ t

0

∫

Rn

(

µ|∇u|2+ξ|divu|2
)

dxds≤E(ρ0 ,u0) (1.3)

holds true with

E(ρ,u)=















1

2
‖ρ|u|2‖L1(Rn)+

M

γ−1

∫

Rn
ργdx, if γ>1,

1

2
‖ρ|u|2‖L1(Rn)+M

∫

Rn
ρln(1+ρ)dx if γ=1.

It is worth noticing that a number of efforts have been paid on the existence of
weak solutions for both the time-discretized and the steady counterparts of (1.1)
as γ∈ [1, n

2 ], see for instance [4,12,13,19]. For the time-discretized version of (1.1),
the concentration-cancellation occurs in dimension two (see [15, Section 6.6]) and
in dimension three as γ> 1 (see [20]); while the concentration set has been veri-
fied to be (H1,1) rectifiable in dimension three as γ=1 in [20], where H1 stands
for the one dimensional Hausdorff measure. For the steady version of (1.1) as
γ = 1, the concentration cancellation in dimension two has been verified in the
work [7] due to a potential type estimate of the density (see [7, Lemma 3.1]), also
see [14, 17, 22, 23] for the most recent improvement along this direction in dimen-
sion three. For time-dependent version (1.1), in [10] the author considered the
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cylindric Hausdorff dimension of the concentration for global weak solutions as
γ∈ [1, n

2 ] in multi-dimensional spaces, while the concentration of the kinetic en-
ergy is characterised in terms of parabolic Hausdorff measure in [11] with the
help of the decay rate of the gradient of velocity.

A closely related issue for the existence of weak solutions is the regularity of
weak solutions. This issue has been studied in [16, 24] for Leray-Hopf’s weak so-
lutions of incompressible Navier-Stokes equations in dimension three. The onset
in [16, 24] is based on the original suggestion, due to Leray, to look for a possi-
ble singular solution by studying backward self-similar solutions. The backward
or forward self-similar solution is motivated in terms of the scaling-invariance
property of Navier-Stokes equations. Indeed, the classical dimensional analysis
suggests that if (ρ,u) solves (1.1) with a positive number M, then for each λ>0,

uλ(x,t)=λu
(

λx,λ2t
)

, ρλ(x,t)=ρ
(

λx,λ2t
)

, Mλ =λ2M (1.4)

also solve (1.1) with a positive number Mλ. In dimension two, as in [16, 24], this
scaling-invariance property suggests us to study a backward self-similar solution
of the form

u(x,t)=
1

√

2(T−t)
ũ

(

x
√

2(T−t)

)

,

ρ(x,t)= ρ̃

(

x
√

2(T−t)

)

, M=
M̃

2(T−t)
,

(1.5)

where T ∈ R, ρ̃ ∈ R and ũ ∈ R
2 are defined in R

2. Hence (ρ,u) is defined in
R

2×(−∞,T) and if (ρ̃,ũ) 6=0, then (ρ,u) develops a singularity at t=T. In terms
of the variables (ρ̃,ũ), the original system (1.1) turns to be a steady problem, after
dropping the tilde,

{

y·∇ρ+div(ρu)=0, (1.6a)

ρu+ρy·∇u+ρu·∇u−µ∆u−ξ∇divu+M∇ργ=0, (1.6b)

where ρ= ρ(y) and u=u(y) for y∈R
2. We remark that the radial forward self-

similar smooth solution to the full compressible Navier-Stokes equation had been
studied recently in [8, 9] in dimension three.

Similar to (1.3), the global energy law of (1.6) takes the form

ν
∫

R2
|∇u|2dx+ξ

∫

R2
|divu|2dx≤

2M

γ−1

∫

R2
ργdx. (1.7)

In terms of the conservation of mass and the scaling (1.4), the quantity Mρ is
invariant in L1(R2) and hence belongs to L1(R2). Moreover, the quantities

M
∫

R2
ργdy and

∫

R2
ρ|u|2dy
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are invariant with respect to the time variable t in terms of the scaling (1.5) since
L2(R2) is invariant under the scaling λ f (λ·) as in (1.4). Hence, it is reasonable to
assume that the quantity

∫

R2

(

Mργ+ρ|u|2
)

dy (1.8)

is bounded for the solution to (1.6). With this bound at hand, the first result of
this work concerns the existence of weak solutions (ρ,u) to (1.6) and the result
reads as follows.

Theorem 1.1. As γ>
3
2 , if ρ∈ L1(R2)∩Lγ(R2) and ρ|u|2 ∈ L1(R2), then there exists

a weak solution (ρ,u) of (1.6) which satisfies

• ρ∈L
2γ
loc(R

2);

• ∇curlu, ∇
{

divu− M
µ+ξ ργ

}

∈L
3(γ−1)
2γ−1

loc .

Moreover, the weak solution (ρ,u) satisfies the following local inequality:

µ
∫

R2
|∇u|2φdy+ξ

∫

R2
|divu|2φdy

≤
µ

2

∫

R2
|u|2∆φdy−ξ

∫

R2
u·∇φdivudy

+
1

2

∫

R2
ρ|u|2(y+u)·∇φdy+

2M

γ−1

∫

R2
ργφdy

+
M

γ−1

∫

R2
ργ(y+γu)·∇φdy (1.9)

for any smooth function φ.

The main difficulties for the weak stability of (1.6) are the concentration and
oscillation of density. Following [15], as γ>

3
2 , with the help of the estimate (1.8),

the higher integrability of density, ρ∈L
2γ
loc, will be justified and this higher integra-

bility implies that the concentration of the energy 1
2 ρ|u|2+ M

γ−1ργ never happens,

and the key issue for the construction of weak solutions for (1.6) is the possible
oscillation of the pressure term P(ρ) = ργ. With the aid of the higher integra-
bility, the oscillation issue will be overcome by a convex argument in the spirit
of [5, 6, 15, 18] with the help of effective viscous flux in the framework of renor-
malized solutions.

The second result guarantees that the weak solution established in Theorem 1.1
is indeed a trivial solution if the density belongs to L∞ and the velocity belongs
to L2(R2).
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Theorem 1.2. If ρ ∈ L∞(R2) and u ∈ L2(R2), then the weak solution (ρ,u) in Theo-

rem 1.1 is zero, that is (ρ,u)=0.

Theorem 1.2 coincides with the regularity result of weak solutions for two
dimensional compressible Navier-Stokes equation (1.1) in [3] when the density
is a priori bounded in L∞. Keeping in mind, the backward self-similar solutions
considers the possible singularity at some positive time T>0, the H1 bound of the
initial velocity for the result in [3] is automatically satisfied at some time T0∈(0,T)
in view of the energy (1.3). On the other hand, Theorem 1.2 also provides a similar
result in dimension two as that in [8, 9] for three dimensional cases when the
density is bounded in L∞. A combination of Theorems 1.1 and 1.2 guarantees
that if the density is bounded in L∞ and the velocity is bounded in L2(R2), there
is no backward self-similar weak solution for (1.1) in dimension two.

The rest of this paper is organized as follows. In Section 2, Theorem 1.1 is es-
tablished via a three-layer approximation with the help of uniform estimates and
compactness arguments. Section 3 is devoted to the regularity of weak solutions
and as a byproduct, Theorem 1.2 will be justifies. Throughout this work, the no-
tation A.B means A≤CB for some harmless nonnegative constant C. Moreover,
we denote by φ the weak limit of a sequence φn in L1.

2 Preliminary

First of all, we establish the global energy law (1.7).

Lemma 2.1. For smooth solutions of (1.6), the global energy law (1.7) holds true.

Proof. We multiply Eq. (1.6b) by u to get

µ
∫

R2
|∇u|2dy+ξ

∫

R2
|divu|2dy+

∫

R2
ρ|u|2dy

=−
1

2

∫

R2

(

ρy·∇|u|2+ρu·∇|u|2
)

dy−M
∫

R2
∇ργ ·udy. (2.1)

For the first term in the right-hand side of (2.1), using Eq. (1.6a) and applying the

integration by parts, we get
∫

R2

(

ρy·∇|u|2+ρu·∇|u|2
)

dy

=−
∫

R2

(

y·∇ρ+div(ρu)
)

|u|2dy−2
∫

R2
ρ|u|2dy

=−2
∫

R2
ρ|u|2dy.
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For the second term in the right-hand side of (2.1), integrating by parts and using

Eq. (1.6a), one has

∫

R2
∇ργ ·udy=

∫

R2
γργ−1

(

div(ρu)−ρdivu
)

dy

=−
∫

R2
γργ−1y·∇ρdy−

∫

R2
γργdivudy

=−
∫

R2
y·∇ργdy+γ

∫

R2
∇ργ ·udy,

and hence

∫

R2
∇ργ ·udy=

1

γ−1

∫

R2
y·∇ργdy=−

2

γ−1

∫

R2
ργdy.

Substituting these two identities into (2.1) yields the global energy inequal-

ity (1.6).

Next we turn to the local energy inequality (1.9).

Lemma 2.2. For smooth solutions of (1.6), the local energy law (1.9) also holds true.

Proof. We multiply Eq. (1.6b) by uφ to get

µ
∫

R2
|∇u|2φdy+ξ

∫

R2
|divu|2φdy+

∫

R2
ρ|u|2φdy

=−
1

2

∫

R2

(

ρy·∇|u|2+ρu·∇|u|2
)

φdy−M
∫

R2
∇ργ ·uφdy

+
µ

2

∫

R2
|u|2∆φdy−ξ

∫

R2
u·∇φdivudy. (2.2)

For the first term in the right-hand side of (2.2), using Eq. (1.6a) and applying the

integration by parts, we get

∫

R2

(

ρy·∇|u|2+ρu·∇|u|2
)

φdy

=−
∫

R2

(

y·∇ρ+div(ρu)
)

|u|2φdy−2
∫

R2
ρ|u|2φdy

−
∫

R2
ρ|u|2(y+u)·∇φdy

=−2
∫

R2
ρ|u|2φdy−

∫

R2
ρ|u|2(y+u)·∇φdy.
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For the second term in the right-hand side of (2.2), integrating by parts and using

Eq. (1.6a), one has

∫

R2
∇ργ ·uφdy=

∫

R2
γργ−1

(

div(ρu)−ρdivu
)

φdy

=−
∫

R2
γργ−1y·∇ρφdy−

∫

R2
γργdivuφdy

=−
∫

R2
y·∇ργφdy+γ

∫

R2
∇ργ ·uφdy+γ

∫

R2
ργu·∇φdy,

and hence

∫

R2
∇ργ ·uφdy=

1

γ−1

{

∫

R2
y·∇ργφdy−γ

∫

R2
ργu·∇φdy

}

=−
2

γ−1

∫

R2
ργφdy−

1

γ−1

∫

R2
ργ(y+γu)·∇φdy.

Substituting these two identities into (2.2) yields the global energy inequal-

ity (1.9).

3 Proof of Theorem 1.1

In order to prove Theorem 1.1, one needs to establish the strong convergence of
density. The possible concentration and oscillation will be two obstacles for the
strong convergence of density. The concentration will be overcome by obtaining
an higher integrability of density, while the oscillation can be handled with the
help of the convex argument in [15].

To begin with, we first deal with the higher integrability of density.

3.1 Higher integrability of density

For any θ>0, we multiply Eq. (1.6a) by φ(−∆)−1∇(ρθφ) and integrate the result
equation to obtain

M
∫

R2
ργ+θφ2dy

=M
∫

R2
ργ∇φ·∇(−∆)−1(ρθφ)dy−µ

∫

R2
∇u :

[

∇φ⊗(−∆)−1∇(ρθφ)
]

dy

−µ
∫

R2
φ∇u :∇2(−∆)−1(ρθφ)dy−ξ

∫

R2
divu∇φ·∇(−∆)−1(ρθφ)dy
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+ξ
∫

R2
divuφ2ρθdy−

∫

R3
φρu·∇(−∆)−1(ρθφ)dy

−
∫

R2
φ
[

(ρy+ρu)·∇u
]

·∇(−∆)−1(ρθφ)dy=
7

∑
i=1

Ii, (3.1)

where the positive function φ is a smooth function with a compact support.

Step one: ρ∈ L
11γ

6
loc (R

2). We set θ = 5γ
6 in (3.1) and estimate each terms in the

right-hand side of (3.1) one by one. Using the Gagliardo-Nirenberg inequality

‖ f‖L∞ .‖∇ f‖
22
25

L
11
5 (R2)

‖ f‖
3
25

L3(R2)

for the first term, one has

|I1|=M

∣

∣

∣

∣

∫

R2
ργ∇φ·(−∆)−1∇

(

ρ
5γ
6 φ
)

dy

∣

∣

∣

∣

.M‖ργ∇φ‖L1

∥

∥

∥
(−∆)−1∇

(

ρ
5γ
6 φ
)
∥

∥

∥

L∞

.M‖ργ‖L1

∥

∥

∥
(−∆)−1∇

(

ρ
5γ
6 φ
)
∥

∥

∥

3
25

L3

∥

∥

∥
∇(−∆)−1∇

(

ρ
5γ
6 φ
)
∥

∥

∥

22
25

L
11
5

.M‖ργ‖L1

∥

∥

∥
ρ

5γ
6 φ
∥

∥

∥

3
25

L
6
5

∥

∥

∥
ρ

5γ
6 φ
∥

∥

∥

22
25

L
11
5

.M‖ργ‖
11
10

L1

∥

∥

∥
ρ

11γ
6 φ2

∥

∥

∥

2
5

L1

.Mη− 2
3 ‖ργ‖

11
6

L1+Mη
∫

R2
ρ

11γ
6 φ2dy,

where η is a positive parameter. Here we also applied the estimate for Riesz’s
potential

∥

∥(−∆)−1∂ f
∥

∥

L
2p

2−p (R2)
.‖ f‖Lp(R2) as p∈ (1,2).

For the second term, one has

|I2|.‖∇u‖L2

∥

∥

∥
(−∆)−1∇

(

ρ
5γ
6 φ
)
∥

∥

∥

L3
[meas(suppφ)]

1
6

.‖∇u‖L2

∥

∥

∥
ρ

5γ
6 φ
∥

∥

∥

L
6
5
.‖∇u‖L2‖ργ‖L1 .

Similarly, one has
|I4|.‖divu‖L2‖ργ‖L1 .
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In view of the boundedness of Riesz’s transformation in Lp(R2) as p∈ (1,∞), the
third term can be handled as

|I3|.‖∇u‖L2

∥

∥

∥
∇2(−∆)−1

(

ρ
5γ
6 φ
)
∥

∥

∥

L2

.‖∇u‖L2

∥

∥

∥
ρ

5γ
6 φ
∥

∥

∥

L2

.‖∇u‖L2‖ργ‖
1

10

L1

(

∫

R2
ρ

11γ
6 φ2dy

)
2
5

.η− 2
3 ‖∇u‖

5
3

L2‖ργ‖
1
6

L1+η
∫

R2
ρ

11γ
6 φ2dy,

and the fifth term is bounded directly as

|I5|.‖divu‖L2

∥

∥

∥
ρ

5γ
6 φ
∥

∥

∥

L2
.η− 2

3‖∇u‖
5
3

L2‖ργ‖
1
6

L1+η
∫

R2
ρ

11γ
6 φ2dy.

As γ>
3
2 , the sixth term could be estimated as

|I6|.
∥

∥

∥
ρφ

1
γ

∥

∥

∥

Lγ

∥

∥

∥
uφ1− 1

γ

∥

∥

∥

L
3γ

2γ−3

∥

∥

∥
∇(−∆)−1

(

ρ
5γ
6 φ
)
∥

∥

∥

L3

.‖ργ‖
1
γ

L1‖∇u‖L2

∥

∥

∥
ρ

5γ
6 φ
∥

∥

∥

L
6
5
.‖ργ‖

5γ+6
6γ

L1 ‖∇u‖L2 .

Here we applied the embedding of ‖ f‖L
p
loc
. ‖∇ f‖L2(R2) as p ∈ [1,∞). For the

seventh term, integrating by parts and using Eq. (1.6a), we have

I7=
∫

R2

[

(ρy+ρu)⊗u
]

:
[

∇φ⊗∇(−∆)−1(ρθφ)
]

dy

+2
∫

R2
φρu·∇(−∆)−1(ρθφ)dy

+
∫

R2
φ
[

(ρy+ρu)⊗u
]

:
[

∇∇(−∆)−1(ρθφ)
]

dy=
3

∑
j=1

I7j
. (3.2)

The second term I72
can be estimated as I6. Since φ is compactly supported, the

term I73
can be handled as

|I73
|.
∥

∥

∥
ρφ

12
11γ

∥

∥

∥

L
11γ

6

(

1+
∥

∥

∥
|u|2φ1− 12

11γ

∥

∥

∥

L
99γ

44γ−54

)

∥

∥

∥
∇2(−∆)−1

(

ρ
5γ
6 φ
)
∥

∥

∥

L
9
5

.
∥

∥

∥
ρφ

12
11γ

∥

∥

∥

L
11γ

6

(

1+
∥

∥

∥
|u|2φ1− 12

11γ

∥

∥

∥

L
99γ

44γ−54

)

∥

∥

∥
ρ

5γ
6 φ
∥

∥

∥

L
9
5
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.

(

1+
∥

∥

∥
|u|2φ1− 12

11γ

∥

∥

∥

L
99γ

44γ−54

)(

∫

R2
ρ

11γ
6 φ2dy

)
6

11γ+
1
3

‖ργ‖
2
9

L1

.η
∫

R2
ρ

11γ
6 φ2dy+

(

η− 11γ+18
33γ

(

1+
∥

∥

∥
|u|2φ1− 12

11γ

∥

∥

∥

L
99γ

44γ−54

)

‖ργ‖
2
9

L1

)

33γ
22γ−18

.

Similarly the term I71
can be estimated as

|I71
|.‖ρ‖Lγ

(

1+
∥

∥|u|2|∇φ|
∥

∥

L
18γ

17γ−18

)

∥

∥

∥
∇(−∆)−1

(

ρ
5γ
6 φ
)
∥

∥

∥

L18

.‖ργ‖
1
γ

L1

(

1+
∥

∥|u|2|∇φ|
∥

∥

L
18γ

17γ−18

)

∥

∥

∥
ρ

5γ
6 φ
∥

∥

∥

L
9
5

.‖ργ‖
2γ+9

9γ

L1

(

1+
∥

∥|u|2|∇φ|
∥

∥

L
18γ

17γ−18

)(

∫

R2
ρ

11γ
6 φ2dy

)
1
3

.η
∫

R2
ρ

11γ
6 φ2dy+

[

η− 1
3‖ργ‖

2γ+9
9γ

L1

(

1+
∥

∥|u|2|∇φ|
∥

∥

L
18γ

17γ−18

)]

3
2

.

Since ∇u is bounded in L2(R2), u is bounded in L
q
loc(R

2) for all q<∞. Therefore,
we have

|I7|.3η
∫

R2
ρ

11γ
6 φ2dy+

[

η− 1
3‖ργ‖

2γ+9
9γ

L1

(

1+
∥

∥|u|2|∇φ|
∥

∥

L
18γ

17γ−18

)]
3
2

+‖ργ‖
γ+1

γ

L1 ‖∇u‖L2+

(

η− 11γ+18
33γ

(

1+
∥

∥

∥
|u|2φ1− 12

11γ

∥

∥

∥

L
99γ

44γ−54

)

‖ργ‖
2
9

L1

)

33γ
22γ−18

.3η
∫

R2
ρ

11γ
6 φ2dy+

[

η− 1
3‖ργ‖

2γ+9
9γ

L1

(

1+‖∇u‖2
L2

)

]
3
2

+‖ργ‖
γ+1

γ

L1 ‖∇u‖L2

+

(

η− 11γ+18
33γ

(

1+‖∇u‖2
L2

)

‖ργ‖
2
9

L1

)

33γ
22γ−18

.

The desired estimate ρ ∈ L
11γ

6
loc (R

2) follows from the suitable choices of both the
smooth function φ and the small parameter η.

Step two: ρ∈L
2γ
loc(R

2). We set θ=λ in (3.1) and then estimate each terms in the
right-hand side of (3.1) again one by one. For the first term, one has

|I1|=M

∣

∣

∣

∣

∫

R2
ργφ(−∆)−1div(ργ∇φ)dy

∣

∣

∣

∣
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.M‖ργφ‖L2

∥

∥(−∆)−1div(ργ∇φ)
∥

∥

L3 |meas(suppφ)|
1
6

.M‖ργφ‖L2‖ργ∇φ‖
L

6
5
|meas(suppφ)|

1
6

.M‖ργφ‖L2‖ργ‖
19
30

L1‖ργ‖
11
30

L
11
6

loc

|meas(suppφ)|
1
6

.Mη−1‖ργ‖
19
15

L1‖ργ‖
11
15

L
11
6

loc

|meas(suppφ)|
1
3 +Mη‖ργφ‖2

L2 ,

where η is again a positive parameter. For the second term, one has

|I2|.‖∇u‖L2

∥

∥(−∆)−1div(ργφ)
∥

∥

L3 |meas(suppφ)|
1
6

.‖∇u‖L2‖ργφ‖
L

6
5
|meas(suppφ)|

1
6

.‖∇u‖L2‖ργ‖
19
30

L1‖ργ‖
11
30

L
11
6

loc

|meas(suppφ)|
1
6 .

Similarly, one has

|I4|.‖divu‖L2‖ργ‖
19
30

L1‖ργ‖
11
30

L
11
6

loc

|meas(suppφ)|
1
6 .

The third term can be handled as

|I3|.‖∇u‖L2

∥

∥∇2(−∆)−1(ργφ)
∥

∥

L2

.‖∇u‖L2‖ργφ‖L2

.η−1‖∇u‖2
L2+η‖ργφ‖2

L2 ,

and the fifth term is bounded directly as

|I5|.‖divu‖L2‖ργφ‖L2 .η−1‖divu‖2
L2+η‖ργφ‖2

L2 .

As γ>1, the sixth term could be estimated as

|I6|.
∥

∥

∥
ρφ

1
γ

∥

∥

∥

L2γ

∥

∥

∥
uφ1− 1

γ

∥

∥

∥

L
6γ

4γ−3

∥

∥∇(−∆)−1(ργφ)
∥

∥

L3

.‖ργφ‖
1
γ

L2‖∇u‖L2‖ργφ‖
L

6
5

.‖ργφ‖
1
γ

L2‖∇u‖L2‖ργ‖
19
30

L1‖ργ‖
11
30

L
11
6

loc

.η‖ργφ‖2
L2+η− 1

2γ−1

(

‖∇u‖L2‖ργ‖
19
30

L1‖ργ‖
11
30

L
11
6

loc

)

2γ
2γ−1

.
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For the seventh term, we use the identity (3.2). Note that the second term I72
can

be estimated as I6. Since φ is compactly supported, the term I73
can be handled

as

|I73
|.
∥

∥

∥
ρφ

1
γ

∥

∥

∥

L2γ

(

1+
∥

∥

∥
|u|2φ1− 1

γ

∥

∥

∥

L
2γ

γ−1

)

∥

∥∇2(−∆)−1(ργφ)
∥

∥

L2

.

(

1+
∥

∥

∥
|u|2φ1− 1

γ

∥

∥

∥

L
2γ

γ−1

)

‖ργφ‖
γ+1

γ

L2

.η‖ργφ‖2
L2+

(

η− γ+1
2γ

(

1+
∥

∥

∥
|u|2φ1− 1

γ

∥

∥

∥

L
2γ

γ−1

))

2γ
γ−1

.

Similarly the first term can be estimated as

|I71
|.‖ρ‖Lγ

(

1+
∥

∥|u|2|∇φ|
∥

∥

L
3γ

2γ−3

)

∥

∥∇(−∆)−1(ργφ)
∥

∥

L3

.‖ργ‖
1
γ

L1

(

1+
∥

∥|u|2|∇φ|
∥

∥

L
3γ

2γ−3

)

‖ργφ‖
L

6
5

.‖ργ‖
1
γ+

19
30

L1

(

1+
∥

∥|u|2|∇φ|
∥

∥

L
3γ

2γ−3

)

‖ργ‖
11
30

L
11
6

loc

.

Since ∇u is bounded in L2(R2), u is bounded in L
q
loc(R

2) for all q<∞. There-
fore, we have

|I7|.‖ργ‖
1
γ+

19
30

L1

(

1+
∥

∥|u|2|∇φ|
∥

∥

L
3γ

2γ−3

)

‖ργ‖
11
30

L
11
6

loc

+

(

η− γ+1
2γ

(

1+
∥

∥

∥
|u|2φ1− 1

γ

∥

∥

∥

L
2γ

γ−1

))

2γ
γ−1

+η
− 1

2γ−1

(

‖∇u‖L2‖ργ‖
19
30

L1‖ργ‖
11
30

L
11
6

loc

)

2γ
2γ−1

+2η‖ργφ‖2
L2

.‖ργ‖
1
γ+

19
30

L1

(

1+‖∇u|‖2
L2

)

‖ργ‖
11
30

L
11
6

loc

+

(

η− γ+1
2γ

(

1+‖∇u‖2
L2

)

)

2γ
γ−1

+η− 1
2γ−1

(

‖∇u‖L2‖ργ‖
19
30

L1‖ργ‖
11
30

L
11
6

loc

)

2γ
2γ−1

+2η‖ργφ‖2
L2 .

The desired estimate ρ∈L
2γ
loc follows from the suitable choices of both the smooth

function φ and the small parameter η.
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3.2 Compactness

In this subsection we are going to verify the compactness result which will play
a crucial role in the existence proofs allowing us to pass to the limit in the approx-
imation solutions.

We consider a sequence of functions {(ρn,un)}∞
n=1 which satisfies

ρn≥0, ρn∈Lγ∩L
2γ
loc, ∇un∈L2(R2), ρn|un|

2∈L1(R2).

Without loss of generality, we may assume, extracting subsequences if neces-

sary, that ρn converges weakly to some ρ≥0 in Lγ∩L
2γ
loc, and that ∇un converges

weakly in L2 to some function ∇u∈ L2. Moreover, we claim that ρ|u|2 ∈ L1. In-
deed, by Egorov theorem, we deduce that for all ε> 0, there exists Ωε ⊂ B 1

ε
such

that |Ωε|< ε such that |un|2 converges uniformly to |u|2 on Ωc
ε∩B 1

ε
. Hence, we

have

C≥
∫

R2
ρn|un|

2dx≥
∫

Ωc
ε∩B 1

ε

ρn|un|
2dx→

∫

Ωc
ε∩B 1

ε

ρ|u|2dx

as n→∞, and our claim follows upon letting ε go to 0.
Next we assume that

div(ρnun)+y·∇ρn−εn∆ρn=0 (3.3)

with limn→∞εn=0 and for b>0 and γ>1 the sequence divun−bρ
γ
n converges a.e

in R
2. We set ε>0 and θ>0 which has to be taken small enough in the argument

below and will be determined later on. Then the function (ε+ρn)θ satisfies

div
(

un(ε+ρn)
θ
)

+y·∇(ε+ρn)
θ−εn∆(ε+ρn)

θ

≥ θεdivun(ε+ρn)
θ−1+(1−θ)divun(ε+ρn)

θ . (3.4)

In order to justify this computation which is straightforward if (ρn,un) is smooth,
one can apply the standard regularisation argument as the exponent θ is suffi-
ciently small with a simply observation that when φ is smooth and positive, then

−∆φθ =−θ∆φφθ−1+θ(1−θ)φθ−2|∇φ|2≥−θ∆φφθ−1.

It is easy to wee that divun−bρ
γ
n converges to divu−bργ in Lr

loc for all r<2.
With this information at hand, we may pass to the limit in (3.4), extracting subse-
quence if necessary, and deduce easily

div
(

u(ε+ρ)θ
)

+y·∇(ε+ρ)θ

≥ θεdivu(ε+ρ)θ−1+(1−θ)divu(ε+ρ)θ

+(1−θ)b
{

ργ(ε+ρ)θ−ργ(ε+ρ)θ
}

,
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provided θ < γ. Choosing θ ∈ (0,1), we find at least formally that the quantity

((ε+ρ)θ)
1
θ satisfies

div

(

u
(

(ε+ρ)θ
)

1
θ

)

+y·∇
(

(ε+ρ)θ
)

1
θ

≥ εdivu(ε+ρ)θ−1
(

(ε+ρ)θ
)

1
θ−1

+
(1−θ)

θ
b
{

ργ(ε+ρ)θ−ργ(ε+ρ)θ
}(

(ε+ρ)θ
)

1
θ−1

(3.5)

in the sense of distributions. We remark that the rigorous justification of this in-
equality is a bit tedious, but can be made rigorously by verifying (3.5) for hR(t)=
Rh(t/R) as R≥ 1 and then letting R→∞, where h∈C∞([0,∞)), h′ ∈C∞

0 ([0,∞)),
0≤h′≤1 and h(t)= t if t∈ [0,1]. We left this detailed verification to the interested
reader.

We next claim that (3.5) implies

div

(

uρθ
1
θ

)

+y·∇ρθ
1
θ ≥b

1−θ

θ

(

ργ+θ−ργρθ
)

ρθ
1
θ−1

. (3.6)

Indeed, this inequality follows from the limit of (3.5) as ε→0 once we notice that

ε1−θdivu(ε+ρ)θ−1
(

(ε+ρ)θ
)

1
θ−1

is uniformly bounded with respect to ε in L1
loc.

On the other hand, passing to the limit in (3.3) as n→∞, we obtain

y·∇ρ+div(ρu)=0 (3.7)

in the sense of distributions. Since f (t)= tθ as t≥ 0 is a concave function, there

holds ρθ
1
θ ≤ρ a.e. Then subtracting (3.7) from (3.6), we obtain

b
1−θ

θ

(

ργ+θ−ργρθ
)

ρθ
1
θ−1

≤div(ur)+y·∇r,

where 0 ≤ r ≤ ρ a.e. In particular, r ∈ Lγ∩L
2γ
loc and r|u|2 ∈ L1. Moreover, since

y·∇r=div(yr)−2r≤div(yr), there follows

b
1−θ

θ

(

ργ+θ−ργρθ
)

ρθ
1
θ−1

≤div((u+y)r).
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Since ρ∈L1(R2), integrating this inequality over R
2, we obtain

∫

R2

(

ργ+θ−ργρθ
)

ρθ
1
θ−1

dx≤0. (3.8)

Since

ργ+θ ≥
(

ργ
)

γ+θ
γ and ργ+θ ≥

(

ρθ
)

γ+θ
θ

a.e., (3.9)

we have ργ+θ−ργρθ ≥0 a.e. Therefore it follows from (3.8) that

(

ργ+θ−ργρθ
)

ρθ
1
θ−1

=0 a.e. in R
2.

This identity, combining with (3.9), yields

ργ+θ =
(

ργ
)

γ+θ
γ , ργ+θ =

(

ρθ
)

γ+θ
θ

a.e. on {ρθ >0}.

Therefore ρn converges strongly to ρ in Lγ+θ({ρθ>0}). Finally, on the set {ρθ=0},
clearly ρθ

n converges strongly to 0 in L1(BR) for all R<∞. Hence , we deduce that
ρθ

n converges to ρθ in L1(BR) for all R<∞, or equivalently, ρn converges to ρ in
L1(BR) for all R<∞.

The strong convergence of ρn in L1(BR), combined with the uniform bound in

L
2γ
loc, yields the strong convergence of ρn in Lp(BR) for any 1≤ p< 2γ. Therefore

ρnun converges weakly to ρu in L
2γ

γ+1

loc and ρnun⊗un converges weakly to ρu⊗u in

L
p
loc for any p∈ (1,2γ).

3.3 Approximation

In order to establish the existence of weak solutions, following [6, 15], we would
consider the following approximation:

{

y·∇ρ+div(ρu)−ε∆ρ=0,

ρu+ρy·∇u+ρu·∇u−µ∆u−ξ∇divu+M∇ργ+ε∇u∇ρ=0,
(3.10)

where the parameter ε is a positive number. For the approximated system, similar
to (1.3), a direct computation justifies the global energy law

ν
∫

R2
|∇u|2dx+ξ

∫

R2
|divu|2dx+Mεγ

∫

R2
ργ−2|∇ρ|2dx≤

2M

γ−1

∫

R2
ργdx. (3.11)
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With this energy law in hand, the existence of weak solutions for the approxima-
tion system follows from the standard theory for elliptic equations.

For the convergence of the sequence of approximated solutions, the compact-
ness framework in the previous subsection guarantees the convergence of all
terms in (3.10), except the terms ε∆ρ and ε∇u∇ρ, in the sense of distributions.
Moreover, the local energy estimate (1.9) holds true by using the lower semicon-
tinuity of weak convergence in L2.

Case 1: γ>2. In order to handle the convergence of ε∆ρ, we need the following
bound to pass to the limit as ε goes to 0+:

ε∇ρε →0 in L2 as ε→0+.

Once this is verified, we conclude that ε∆ρε → 0 in the sense of distributions.
Indeed, we first observe that the energy law (3.11) yields for all δ>0

∥

∥ε|∇ρε|1{ρε≥δ}

∥

∥

L2 . ε
1
2 δ1− γ

2 . (3.12)

On the other hand, multiplying the equation satisfied by ρε by ρε∧δ=min{ρ,δ},
it follows

ε
∫

BR

|∇ρε|
21{ρε<δ}dx

.

∣

∣

∣

∣

∫

BR

ρε(y+uε)·∇ρε1{ρε<δ}dx

∣

∣

∣

∣

.δ
∥

∥|∇ρε|1{ρε<δ}

∥

∥

L2(BR)
,

and hence
∥

∥ε|∇ρε|1{ρε<δ}

∥

∥

L2(BR)
. (εδ)

1
2 .

Combining this inequality with (3.12), we know

∥

∥ε|∇ρε|
∥

∥

L2(BR)
. (εδ)

1
2 +ε

1
2 δ1− γ

2 ,

and we complete the proof upon choosing δ= εs with s∈ (0, 1
γ−2).

Case 2: γ∈ (3
2 ,2]. In this case, we modified the approximate system (3.10) by

adding an artificial pressure term, parameterized by β>0

{

y·∇ρ+div(ρu)−ε∆ρ=0,

ρu+ρy·∇u+ρu·∇u−µ∆u−ξ∇divu+M∇(ργ+βρ3)+ε∇u∇ρ=0.
(3.13)
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Then for any fixed β > 0, following the argument in Case 1, we could take the
limit as ε→0 to get

{

y·∇ρ+div(ρu)=0,

ρu+ρy·∇u+ρu·∇u−µ∆u−ξ∇divu+M∇
(

ργ+βρ
5
2
)

=0
(3.14)

in the sense of distributions. Finally for the convergence as β→ 0, a similar ar-
gument as in the Subsection 3.1 yields a uniform bound of ρ2γ in L1

loc, and hence

βρ
5
2 converges to zero as β→0.
Finally we turn to the estimates of ∇curlu and ∇{divu− M

µ+ξ ργ}. These es-

timates follow directly from the estimate for elliptic equations. In fact, we write
the momentum equation in the form of

−∇
[

(µ+ξ)divu−Mργ
]

+µcurlcurlu=−ρu·∇u−ρy·∇u−ρu,

where curl(curlu) means [−∇⊥(curlu)] in dimension two. Since ρ∈ L
2γ
loc, ∇u∈

L2(R2), and hence u∈L
p
loc for any p∈ (1,∞), we easily knows

−ρu·∇u−ρy·∇u−ρu∈L
3(γ−1)
2γ−1

loc ,

due to the inequality
1

2
+

1

2γ
<

2γ−1

3(γ−1)
.

4 Proof of Theorem 1.2

This section is devoted to proving Theorem 1.2 which justifies that the weak solu-
tions obtained in Theorem 1.1 are trivial if the density belong to L∞. The strategy
of the argument is motivated by the argument for the Liouville theorem for steady
Navier-Stokes equations in [2].

Let φ(s)∈C∞
0 (R+) be a smooth cut-off function such that

φ(s)=

{

1, if s<1,

0, if s>2.

We set φR(y)=φ(|y|/R) for each R>0. We multiply the first equation in (1.6) by
φR(x), integrate over R

2, and integrate by parts to obtain

2
∫

R2
ρ(y)φR(y)dy=−

∫

R2
y·∇φR(y)ρ(y)dy−

∫

R2
ρu(y)·∇φR(y)dy. (4.1)
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On one hand, the definition of φR gives

y·∇φR(y)=
|y|

R
φ′

(

|y|

R

)

.

Therefore supp(y·∇φ)⊂B2R\BR and |y·∇φR(y)|.1. Hence

∣

∣

∣

∣

∫

R2
y·∇φR(y)ρ(y)dy

∣

∣

∣

∣

.

∫

B2R\BR

ρ(y)dy→0 as R→∞,

since ρ ∈ L1(R2). On the other hand, since |∇φR(y)|. R−1 and supp(∇φR)⊂
B2R\BR, we have

∣

∣

∣

∣

∫

R2
ρu(y)·∇φR(y)dy

∣

∣

∣

∣

.R−1
∫

B2R\BR

|ρu|dy

.R−1

(

∫

R2
ρ|u|2dy

)
1
2
(

∫

R2
ργ

)
1

2γ

R1− 1
γ .R− 1

γ →0

as R→∞. Therefore we deduce from (4.1) that

∫

R2
ρ(y)φR(y)dy→0 as R→∞. (4.2)

In particular, passing R→0, we get

∫

R2
ρ(y)dy=0.

Since ρ≥0, one knows ρ(y)=0 in R
2.

Next we multiple Eq. (1.6b) by uφR, and integrate over R
2, and integrate by

part to obtain,

µ
∫

R2
|∇u|2φR(y)dy+(µ+λ)

∫

R2
|divu|2φRdy

=−µ
∫

R2
u·(∇φR ·∇)udy−(µ+λ)

∫

R2
divu(u·∇)φRdy

−M
∫

R2
φRu·∇ργdy−

∫

R2
φRρ|u|2dy

−
∫

R2
φRρu·∇u·udy−

∫

R2
φRρy·∇u·udy =

6

∑
k=1

Kk. (4.3)
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We estimate Kk (k=1,.. . ,6) term by term. First of all, we have

|K1|.
1

R

∫

B2R\BR

∣

∣

∣

∣

φ′

(

|y|

R

)
∣

∣

∣

∣

|∇u||u|dy

.
1

R
‖u‖L2(R2)‖∇u‖L2(R2)→0

as R→∞. The estimate of K2 is similar to I1 and we have

|K2|.
1

R

∫

B2R\BR

∣

∣

∣

∣

φ′

(

|y|

R

)
∣

∣

∣

∣

|∇u||u|dy

.
1

R
‖u‖L2(R2)‖∇u‖L2(R2)→0

as R→∞. For the third term, integration by parts gives

K3=M
∫

R2
ργu·∇φRdy+M

∫

R2
φRdivuργdy.

Since
∣

∣

∣

∣

∫

R2
ργu·∇φRdy

∣

∣

∣

∣

.R−1
∫

B2R

ργ|u|dy,

∣

∣

∣

∣

∫

R2
φRdivuργdy

∣

∣

∣

∣

.

∫

B2R

ργ|divu|dy,

we can apply the estimate (4.2) and the assumption that ρ∈ L∞(R2) to conclude
that

|K3|.R−1
∫

B2R

ργ|u|dy+
∫

B2R

ργ|divu|dy

.R−1
∫

B2R

ρ
1
2 |u|dy+

∫

B2R

ρ
1
2 |divu|dy

.R−1‖ρ‖
1
2

Lγ(R2)
‖u‖L2(R2)R

1− 1
γ +

(

∫

B2R

ρdy

)
1
2

‖divu‖L2(R2)→0

as R→∞. Here in the last step we used the estimate (4.2).
For the last three terms, using Eq. (1.6a), an integration by parts yields

K4+K5+K6=−
1

2

∫

R2
φRρu·∇|u|2dy−

1

2

∫

R2
φRρy·∇|u|2dy−

∫

R2
φRρ|u|2dy

=
1

2

∫

R2
|u|2ρu·∇φRdy+

1

2

∫

R2
ρ|u|2y·∇φRdy.
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Note that
∣

∣

∣

∣

∫

R2
ρ|u|2y·∇φRdy

∣

∣

∣

∣

.
∫

B2R\BR

ρ|u|2dy.

Moreover, the Ladyzenskaya’s inequality

‖u‖L4 .‖u‖
1
2

L2‖∇u‖
1
2

L2 ,

combined with ρ∈L∞(R2), yields
∣

∣

∣

∣

∫

R2
|u|2ρu·∇φRdy

∣

∣

∣

∣

.R−1
∫

B2R\BR

|u|3dy

.R−1

(

∫

B2R

dy

)
1
4

‖u‖3
L4(R2)

.R− 1
2‖u‖

3
4

L4(R2)
.

Therefore the fact that ρ|u|2∈L1(R2) implies

|K4+K5+K6|.R− 1
2 ‖u‖

3
4

L4(R2)
+
∫

B2R\BR

ρ|u|2dy→0

as R→∞.
Passing R→∞ in (4.3), we conclude that

µ
∫

R2
|∇u|2dy+(µ+λ)

∫

R2
|divu|2dy=0,

and u is a constant vector in R
2, which, combined with the integrability condi-

tions u ∈ L2(R2), yields u = 0. Moreover, from the momentum equation once
again, we get ∇ργ = 0, and thus the density is again a constant. This fact, com-
bined with the fact that ρ∈L1(R2), yields that ρ=0 in R

2.
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