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Abstract. In this paper, we prove the global existence and uniqueness of so-
lutions for the inhomogeneous Navier-Stokes equations with the initial data
(ρ0,u0)∈L∞×Hs

0, s> 1
2 and ‖u0‖Hs

0
≤ε0 in bounded domain Ω⊂R

3, in which the
density is assumed to be nonnegative. The regularity of initial data is weaker
than the previous (ρ0,u0)∈(W1,γ∩L∞)×H1

0 in [13] and (ρ0,u0)∈L∞×H1
0 in [7],

which constitutes a positive answer to the question raised by Danchin and
Mucha in [7]. The methods used in this paper are mainly the classical time
weighted energy estimate and Lagrangian approach, and the continuity argu-
ment and shift of integrability method are applied to complete our proof.
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Key words: Inhomogeneous Navier-Stokes equations, nonnegative density, global exis-
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1 Introduction

In this work, we will investigate the global existence and uniqueness of solutions
to the following inhomogeneous incompressible Navier-Stokes equations:
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









ρt+u·∇ρ=0 in R
+×Ω, (1.1a)

ρut+ρu·∇u−∆u+∇P=0 in R
+×Ω, (1.1b)

divu=0 in R
+×Ω (1.1c)

with the initial and the boundary conditions

(ρ,ρu)|t=0=(ρ0,ρ0u0),

u(t,x)=0, x∈∂Ω,

and ρ,u,P standing for the density, velocity and pressure respectively. This sys-
tem originated from the theory of geophysical flows, which describes incom-
pressible fluids with different densities, and is also widely used in the research of
two miscible fluids. One may check [14] for the detailed derivation of this system.

The weak solution theory of this system (see [14]) is well known. If

0≤ρ0≤ρ∗ for some ρ∗>0 and
√

ρ0u0∈L2,

there exists global weak solutions (ρ,u) to system (1.1) such that for all t≥0

∥

∥

∥

√

ρ(t)u(t)
∥

∥

∥

2

L2
+2

∫ t

0
‖∇u‖2

L2 dτ≤‖√ρ0u0‖2
L2 ,

0≤ρ(t)≤ρ∗ and
∫

Ω
ρdx=

∫

Ω
ρ0dx.

However, the uniqueness of such weak solutions is still an open problem. As far
as we know, Ladyzhenskaya and Solonnikov [12] firstly proved the global well-
posedness of system (1.1) with the small data and the density bounded away
from zero. After that, many classical results appeared.

When the density is a constant, the system (1.1) is reduced to the incompress-
ible Navier-Stokes equations

{

ut+u·∇u−∆u+∇P=0,

divu=0.
(1.2)

In the seminal paper [9], Fujita and Kato proved the global well-posedness for

the initial data u0 ∈ Ḣ
d
2−1(Rd) satisfying ‖u0‖

Ḣ
d
2−1

≤ ε0 with small ε0 > 0. It is

well known that the space Ḣ
d
2−1(Rd) is critical for its important property that the

norm is invariant under the scaling of the equation

u(t,x)→λu(λ2 t,λx),

which means that if u(t,x) is a solution of (1.2), then so does uλ,λu(λ2t,λx).



J. Zhang and H. Cao / Commun. Math. Res., 39 (2023), pp. 79-106 81

In fact, the system (1.1) also has a similar scaling invariant property. And
Danchin [3] proved the local well-posedness in critical Besov space with

ρ0−1∈ Ḃ
d
p

p,1(R
d), u0∈ Ḃ

d
p−1

p,1 (Rd), 1≤ p≤2d.

Relying on the use of Lagrangian coordinates, Danchin and Mucha [4, 5] further
considered the case of discontinuous density. And then Paicu and Zhang [8] es-
tablished the well-posedness results with the velocity belonging to general critical
Besov spaces by using the maximal regularity of heat equation. What should be
mentioned is that the global results in [5] are obtained under the smallness as-
sumption of initial density, Paicu et al. [15] removed the smallness condition and
proved the well-posedness of solutions with the initial data u0 ∈ H1(R3), which
improves the results in [5] that u0 ∈H2(R3). Later, Chen et al. [1] established the
Fujita-Kato theorem with discontinuous density. However, all of these results
require that the initial density is bounded away from zero.

When the initial density is nonnegative, that is the initial vacuum is allowed,
Choe and Kim [2] firstly proved the local existence and uniqueness of strong so-
lutions. But in their work, a compatibility condition must been satisfied by initial
data, that is

−∆u0+∇P0=
√

ρ0g for g∈L2 and P0∈H1(Ω). (1.3)

Very recently, Li [13] observed that the condition (1.3) can be removed, and lo-
cal existence and uniqueness are proved in bounded domain with the initial data
0≤ ρ0 ≤ ρ∗ and ρ0 ∈W1,γ. After, Danchin and Mucha [7] improved their results
and established global existence and uniqueness with arbitrary initial density ful-
filling 0≤ρ0≤ρ∗<∞, ρ∗>0 in bounded domain.

Motivated by the above works, in this paper we are devoted to relaxing the
regularity of initial velocity u0 in the presence of vacuum, more precisely, u0∈Hs

0

and s> 1
2 . In fact, we are more interested in the case s<1, and for convenience we

always default s∈ (1
2 ,1) in this article.

Notations: For the positive constant q∈ [1,∞], Lq denotes the standard Lebes-
gue space. And for real number m, Hm and Ḣm denote the nonhomogeneous
Sobolev space and homogeneous Sobolev space respectively, with the norms

‖u‖2
Hm :=

∫

(1+|ξ|2)m|û(ξ)|2dξ, ‖u‖2
Ḣm :=

∫

|ξ|2m |û(ξ)|2dξ,

where û(ξ) is the Fourier transform of u. We also use Hm
0 (Ω) to denote the clo-

sures in Hm of the space

C∞
0 (Ω) :=

{

φ∈C∞(Ω)|suppφ⊂⊂Ω
}

.
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Throughout this paper X →֒Y denotes X embedded into Y, and X →֒→֒Y means
X embedded into Y compactly. By the way,

∫

f dx indicates the integral of f over
Ω, and C stands for different positive constants in different places.

The main results of this paper are shown as follows.

Theorem 1.1. Let Ω be a bounded subset of R
3 with a smooth boundary. Consider any

data (ρ0,u0) satisfying for some constant ρ∗>0, 1
2 < s<1 and 0< ε0 <<1

0≤ρ0≤ρ∗, u0∈Hs
0, divu0=0, ‖u0‖Hs ≤ ε0,

where ε0 depends only on ρ∗, s and |Ω|. Then, system (1.1) supplemented with data

(ρ0,u0) has a unique global solution (ρ,u) satisfying 0≤ρ(t,x)≤ρ∗ and

E0(t)≤C‖√ρ0u0‖2
L2 , E1(t)≤C‖u0‖2

Hs , E2(t)≤C‖u0‖4
Hs (1.4)

for t∈ [0,∞), where

E0(t)=
∫

ρ|u(t,x)|2dx+
∫ t

0

∫

|∇u|2dxdτ,

E1(t)=σ(t)1−s
∫

|∇u|2dx+
∫ t

0

∫

σ(τ)1−s
(

ρ|ut|2+|∇2u|2+|∇P|2
)

dxdτ,

E2(t)=σ(t)2−s
∫

(

ρ|ut|2+|∇2u|2+|∇P|2
)

dx+
∫ t

0

∫

σ(τ)2−s|∇ut|2dxdτ

with σ(t)=min{1,t}.

Remark 1.1. What we need to explain is that the power of weight σ(t) in the

energy functionals Ei(t) is reasonable and natural (see [1, 15]), which plays a key

role when we try to reduce the initial regularity in [7].

Remark 1.2. The initial vacuum is allowed in this paper, that is the assumption

of 0<c0≤ρ0 in [1] is removed. Moreover, the compatibility condition in [2] is not

needed.

Now let us explain our main difficulties and ideas. If the initial density is
bounded away from zero, we have 0< c0≤ρ(t,x) and further obtain

‖u‖L2 ≤
∥

∥

∥

∥

1

c0

√
ρu

∥

∥

∥

∥

L2

≤ 1

c0
‖√ρ0u0‖L2 ,

while the singularity brought by vacuum makes it ineffective. Without the bound
of ‖u‖L2 , the convective terms will bring us difficulties when we establish H1
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estimate (see [11, Eq. (2.5)] for details). To overcome this difficulty, we make use

of continuous method and give out the bound of ‖ρ
1
3 u‖L3 instead. On the other

hand, comparing that with [7], the tedious power brought by time weight is also
a difficulty.

The rest of this paper is arranged as follows. In Section 2, we perform some
uniform priori estimates of solutions and prove global existence of solutions. In
Section 3, the uniqueness of solutions is proved. In Section A, some notations
and preliminary lemmas are given for the paper self-contained and reader’s con-
venience.

2 Regular estimate and existence of solutions

The purpose of this section is to present the proof of the existence part in Theo-
rem 1.1. Let jε be the standard Friedrich’s mollifier. We define

ρε
0=ρ0∗ jε+ε, uε

0=u0∗ jε,

then, according to the classical strong solution theory for (1.1) (see [4]), there ex-
ists a unique global smooth solution (ρε,uε) corresponding to smooth data (ρε

0,uε
0)

which satisfies ε≤ρ≤ρ∗. And the existence part of Theorem 1.1 essentially follows
from (1.4) for (ρε,uε) and a standard compactness argument.

To simplify the notations, we will omit the superscript ε in what follows. Since
the standard L2 energy estimates are well known, we start with H1 estimates and
give the following proposition.

Proposition 2.1. Assume (ρ,u) is a smooth solution to system (1.1) with the data satis-

fying

‖u0‖Hs ≤ ε0,

where 0<ε0<<1 depends only on |Ω|, s and ρ∗. Then there exists a constant C>0 such

that for all 0<T<∞ and t∈ [0,T]

sup
t∈[0,T]

∥

∥ρ
1
3 u
∥

∥

3

L3 ≤2‖u0‖2
Hs

and

sup
t∈[0,T]

∥

∥σ(t)
1−s

2 ∇u(t)
∥

∥

L2+
∥

∥σ(t)
1−s

2
√

ρut

∥

∥

L2(0,T;L2)
+
∥

∥σ(t)
1−s

2 ∇2u
∥

∥

L2(0,T;L2)

+
∥

∥σ(t)
1−s

2 ∇P
∥

∥

L2(0,T;L2)
≤C‖u0‖Hs , (2.1)

where σ(t),min{1,t}.
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Proof. We prove this proposition in three steps by continuity argument.

Step 1: We assume that there exists a T>0 such that

sup
t∈[0,T]

∥

∥ρ
1
3 u
∥

∥

3

L3 ≤2‖u0‖2
Hs , (2.2)

because (ρ,u) is smooth and for ‖u0‖Hs ≤ ε0,

∥

∥

∥
ρ

1
3
0 u0

∥

∥

∥

3

L3
≤ρ∗‖u0‖3

L3 ≤ρ∗‖u0‖3
Hs ≤‖u0‖2

Hs .

Step 2: We will prove (2.4)-(2.5) under the assumption (2.2). To do this, we

take the L2 inner product of the momentum equation in (1.1) with ut and obtain

∫

ρ|ut|2dx+
1

2

d

dt

∫

|∇u|2dx

=−
∫

ρ(u·∇u)·utdx≤ 1

2

∫

ρ|ut|2dx+
1

2

∫

ρ|u·∇u|2dx.

That is,
∥

∥

∥

√

ρ(t)ut(t)
∥

∥

∥

2

L2
+

d

dt
‖∇u(t)‖2

L2 ≤
∫

ρ|u·∇u|2dx.

In order to estimate the second derivatives of u and the gradient of pressure, we

rewrite (1.1b) and (1.1c) as

−∆u+∇P=−ρut−ρu·∇u,

divu=0,

which along with the L2 estimate on the Stokes system ensures that

‖∇2u‖2
L2+‖∇P‖2

L2 =‖ρ(ut+u·∇u)‖2
L2

≤2ρ∗
(

∫

ρ|ut|2dx+
∫

ρ|u·∇u|2dx

)

. (2.3)

Hence,

d

dt
‖∇u(t)‖2

L2 +
1

2

∥

∥

∥

√

ρ(t)ut(t)
∥

∥

∥

2

L2
+

1

4ρ∗

(

‖∇2u‖2
L2+‖∇P‖2

L2

)

≤ 3

2

∫

ρ|u·∇u|2dx≤ 3

2
(ρ∗)

1
3
∥

∥ρ
1
3 u
∥

∥

2

L3‖∇u‖2
L6 .
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Thanks to the Sobolev embedding Ḣ1 →֒ L6 and (2.2), integrating on [0,T] with

respect to time t, we have

sup
t∈[0,T]

‖∇u(t)‖L2 +
∥

∥

∥

√

ρ(t)ut(t)
∥

∥

∥

L2(0,T;L2)
+‖∇2u‖L2(0,T;L2)

+‖∇P‖L2(0,T;L2)≤C(ρ∗)‖∇u0‖L2 .

Similarly, we obtain

d

dt

∥

∥

∥

√

σ(t)∇u(t)
∥

∥

∥

2

L2
+

1

2

∥

∥

∥

√

σ(t)ρ(t)ut(t)
∥

∥

∥

2

L2

+
1

4ρ∗

(

∥

∥

∥

√

σ(t)∇2u
∥

∥

∥

2

L2
+
∥

∥

∥

√

σ(t)∇P
∥

∥

∥

2

L2

)

≤ 3

2

∫

σ(t)ρ|u·∇u|2dx+‖∇u‖2
L2

≤ 3

2
(ρ∗)

1
3
∥

∥ρ
1
3 u
∥

∥

2

L3

∥

∥

∥

√

σ(t)∇u
∥

∥

∥

2

L6
+‖∇u‖2

L2 ,

where σ(t),min{1,t}. From which, we infer

sup
t∈[0,T]

∥

∥

∥

√

σ(t)∇u(t)
∥

∥

∥

L2
+
∥

∥

∥

√

σ(t)ρ(t)ut(t)
∥

∥

∥

L2(0,T;L2)

+
∥

∥

∥

√

σ(t)∇2u
∥

∥

∥

L2(0,T;L2)
+
∥

∥

∥

√

σ(t)∇P
∥

∥

∥

L2(0,T;L2)

≤C(ρ∗)‖∇u‖L2(0,T;L2)≤C(ρ∗)‖u0‖L2 ,

where we used the following energy inequality (see [2, 12] for details):

‖√ρu‖2
L2+2

∫ t

0
‖∇u‖2

L2 dτ≤‖√ρ0u0‖2
L2 .

Be similar to [15], taking advantage of Riesz-Thorin interpolation theorem and

Stein interpolation theorem in [10], we obtain

sup
t∈[0,T]

∥

∥σ(t)
1−s

2 ∇u(t)
∥

∥

L2+
∥

∥

∥
σ(t)

1−s
2

√

ρ(t)ut(t)
∥

∥

∥

L2(0,T;L2)

+
∥

∥σ(t)
1−s

2 ∇2u
∥

∥

L2(0,T;L2)
+
∥

∥σ(t)
1−s

2 ∇P
∥

∥

L2(0,T;L2)
≤C‖u0‖Hs . (2.4)

That is to say, we can get (2.4) when (2.2) holds.
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Next, we are going to establish

sup
t∈[0,T]

∥

∥ρ
1
3 u
∥

∥

3

L3 ≤
3

2
‖u0‖2

Hs , (2.5)

under the assumption (2.2). In fact, since

∥

∥

∥
ρ

1
3
0 u0

∥

∥

∥

3

L3
≤‖u0‖2

Hs ,

there exists 0<T1<σ(T) such that

sup
t∈[0,T1]

∥

∥ρ
1
3 u
∥

∥

3

L3 ≤
4

3
‖u0‖2

Hs <
3

2
‖u0‖2

Hs .

And then we only need to bound

sup
t∈[T1,T]

∥

∥ρ
1
3 u
∥

∥

3

L3 ≤
3

2
‖u0‖2

Hs .

Multiplying the momentum equation of (1.1) with 3|u|u and then integrating on

Ω yield

d

dt

∫

ρ|u|3dx=
∫

ρt|u|3dx−3
∫

(ρu·∇u) ·|u|udx

+3
∫

∆u·|u|udx−3
∫

∇P·|u|udx.

Using the continuity equation of (1.1) and integration by parts, we obtain

d

dt

∫

ρ|u|3dx=−3
∫

∇u·∇(|u|u)dx−3
∫

∇P|u|udx.

The Hölder inequality and Sobolev embedding Ḣ1 →֒L6 further imply

d

dt

∫

ρ|u|3dx≤3‖u‖L6‖∇u‖
3
2

L2‖∇u‖
1
2

L6+3‖∇P‖L2‖u‖2
L4

≤3‖u‖L6‖∇u‖
3
2

L2‖∇u‖
1
2

L6+3|Ω| 1
6‖∇P‖L2‖u‖2

L6

≤3‖∇u‖
5
2

L2‖∇2u‖
1
2

L2+3|Ω| 1
6 ‖∇P‖L2‖∇u‖2

L2 .

Integrating on [T1,T] with respect to time t, we have

sup
t∈[T1,T]

∥

∥ρ
1
3 u
∥

∥

3

L3 ≤
(

3+3|Ω| 1
6

)

(I1+I2)+
4

3
‖u0‖2

Hs ,
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where

I1,

∫ T

σ(T)
‖∇u‖

5
2

L2‖∇2u‖
1
2

L2+‖∇P‖L2‖∇u‖2
L2 dt,

I2,

∫ σ(T)

T1

‖∇u‖
5
2

L2‖∇2u‖
1
2

L2+‖∇P‖L2‖∇u‖2
L2 dt.

For I1, obviously what we care most about is the case that T > 1, on account of

that σ(T) = T, when T ≤ 1. Take advantage of Hölder inequality and Young’s

inequality, we get

I1≤ sup
t∈[1,T]

‖∇u‖L2

∫ T

1
‖∇u‖

3
2

L2‖∇2u‖
1
2

L2 dt+ sup
t∈[0,T]

‖∇u‖L2

∫ T

1
‖∇P‖L2‖∇u‖L2 dt

≤ sup
t∈[1,T]

‖∇u‖L2

(

∫ T

1

5

4
‖∇u‖2

L2 +
1

4
‖∇2u‖2

L2+
1

2
‖∇P‖2

L2 dt

)

.

Notice that σ(t)=1 in (2.4) when t∈ [1,T], therefore

I1≤C‖u0‖3
Hs ≤ 1

12(3+|Ω| 1
6 )
‖u0‖2

Hs .

When t∈ [T1,σ(T)], it is clear that σ(t)= t, and then we obtain for I2

I2=
∫ σ(T)

T1

t(2δ0− 3
2 )(1−s)

(

t1−s‖∇u‖2
L2

)−2δ0+
5
4
(

t1−s‖∇2u‖2
L2

)
1
4 ‖∇u‖4δ0

L2 dt

+
∫ σ(T)

T1

t(2δ1− 3
2 )(1−s)

(

t1−s‖∇u‖2
L2

)1−2δ1
(

t1−s‖∇P‖2
L2

)
1
2 ‖∇u‖4δ1

L2 dt

≤C‖u0‖−4δ0+3
Hs

(

∫ σ(T)

T1

‖∇u‖2
L2 dt

)2δ0(∫ σ(T)

T1

t
− 2(3−4δ0)(1−s)

3−8δ0 dt

)

3−8δ0
4

+C‖u0‖−4δ0+3
Hs

(

∫ σ(T)

T1

‖∇u‖2
L2 dt

)2δ0
(

∫ σ(T)

T1

t
− (3−4δ0)(1−s)

1−4δ0 dt

)

1−4δ0
2

≤C‖u0‖3
Hs ≤ 1

12(3+|Ω| 1
6 )
‖u0‖2

Hs

with δ0=
2s−1

4s . Thus, (2.5) is given when (2.2) holds.

Step 3: We will finish our argument based on the continuity method. Set

T∗=sup{T| (2.2) holds}, (2.6)
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we claim T∗=∞. Otherwise, T∗<∞ the continuity on time and (2.5) will admit

us to find a T∗∗>T∗ such that (2.2) holds for T=T∗∗, which contradicts (2.6). The

proof of Proposition 2.1 is finished.

Next, we turn to estimate time derivatives. More precisely, we shall bound

σ(t)
2−s

2 ∇ut in L2(0,T;L2).

Proposition 2.2. Assume (ρ,u) is a smooth solution to system (1.1). Then there exists

a constant C>0 such that for all 0<T<∞ and t∈ [0,T]

sup
t∈[0,T]

(

σ(t)2−s‖√ρut‖2
L2+σ(t)2−s‖∇2u‖2

L2+σ(t)2−s‖∇P‖2
L2

)

+
∥

∥σ(t)
2−s

2 ∇ut

∥

∥

2

L2(0,T;L2)
≤C‖u0‖4

Hs .

Proof. Derivative the momentum equation of (1.1) with respect to t

ρutt+ρtut+ρtu·∇u+ρut ·∇u+ρu·∇ut−∆ut+∇Pt=0,

and take the L2 scalar product with σ(t)2−sut, we have

1

2

d

dt

∫

ρσ(t)2−s |ut|2dx+
∫

σ(t)2−s|∇ut|2dx

=(2−s)
∫

ρσ(t)1−s |ut|2dx− 1

2

∫

σ(t)2−sρt|ut|2dx

−
∫

σ(t)2−s(ρtu·∇u)·utdx−
∫

σ(t)2−s(ρut ·∇u)·utdx

−
∫

σ(t)2−s(ρu·∇ut)·utdx,
5

∑
i=1

Ii. (2.7)

Using the continuity equation and then performing an integration by parts, we

obtain

I2=−1

2

∫

σ(t)2−sρt|ut|2dx=
1

2

∫

σ(t)2−sdiv(ρu)|ut |2dx

=−
∫

σ(t)2−sρu·(ut ·∇ut)dx.

Thanks to Hölder inequality, Sobolev embedding Ḣ1 →֒ L6 and Proposition 2.1,

we get

|I2|≤
∫

σ(t)2−sρ|u||∇ut ||ut|dx

≤ (ρ∗)
2
3 σ(t)2−s

∥

∥ρ
1
3 u
∥

∥

L3‖ut‖L6‖∇ut‖L2

≤C(ρ∗)ε
2
3
0 σ(t)2−s‖∇ut‖2

L2 .
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Similarly, the term I3 can be written as

I3=−
∫

σ(t)2−s(ρtu·∇u)·utdx

=−
∫

σ(t)2−sρu·∇((u·∇u) ·ut)dx,

that is,

|I3|≤
∫

σ(t)2−sρ|u|
(

|∇u|2|ut|+|u‖∇2u‖ut|+|u||∇u‖∇ut |
)

dx,
3

∑
i=1

I3i.

We bound I31 firstly by making use of Hölder inequality, Young’s inequality and

Proposition 2.1, and obtain for all s> 1
2

I31=σ(t)2−s
∫

ρ|u‖∇u|2|ut|dx

≤ρ∗σ(t)2−s‖ut‖L6‖u‖L6‖∇u‖L6‖∇u‖L2

≤C(ρ∗,ǫ)σ(t)2−s‖∇2u‖2
L2‖∇u‖4

L2 +ǫσ(t)2−s‖∇ut‖2
L2

≤C(ρ∗,ǫ)
(

sup
t∈[0,T]

σ(t)1−s‖∇u‖2
L2

)2
σ(t)1−s‖∇2u‖2

L2+ǫσ(t)2−s‖∇ut‖2
L2

≤C(ρ∗,ǫ)‖u0‖4
Hs σ(t)1−s‖∇2u‖2

L2+ǫσ(t)2−s‖∇ut‖2
L2 ,

where ǫ is a small positive constant. Next, we bound I32 as

I32=σ(t)2−s
∫

ρ|u|2|∇2u‖ut|dx

≤ρ∗σ(t)2−s‖∇2u‖L2‖u‖2
L6‖ut‖L6

≤C(ρ∗,ǫ)σ(t)2−s‖∇u‖4
L2‖∇2u‖2

L2+ǫσ(t)2−s‖∇ut‖2
L2

≤C(ρ∗,ǫ)‖u0‖4
Hsσ(t)1−s‖∇2u‖2

L2+ǫσ(t)2−s‖∇ut‖2
L2 .

Finally, we deal with I33

I33=σ(t)2−s
∫

ρ|u|2|∇u‖∇ut|dx

≤ρ∗σ(t)2−s‖u‖2
L6‖∇u‖L6‖∇ut‖L2

≤C(ρ∗,ǫ)σ(t)2−s‖∇u‖4
L2‖∇2u‖2

L2+ǫσ(t)2−s‖∇ut‖2
L2

≤C(ρ∗,ǫ)‖u0‖4
Hsσ(t)1−s‖∇2u‖2

L2+ǫσ(t)2−s‖∇ut‖2
L2 .
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Combining the above estimates of I31-I33 gives

|I3|≤
(

Cε
2
3
0 +2ǫ

)

σ(t)2−s‖∇ut‖2
L2+C(ρ∗,ǫ)‖u0‖4

Hsσ(t)1−s‖∇2u‖2
L2 .

Next, we turn to treat I4 as

|I4|≤
∫

σ(t)2−sρ|ut|2|∇u|dx

≤
√

ρ∗σ(t)2−s‖∇u‖L3‖√ρut‖L2‖ut‖L6

≤
√

ρ∗σ(t)2−s‖∇u‖
1
2

L2‖∇2u‖
1
2

L2‖
√

ρut‖L2‖ut‖L6

≤C(ρ∗,ǫ)σ(t)2−s‖∇u‖L2‖∇2u‖L2‖√ρut‖2
L2+ǫσ(t)2−s‖ut‖2

L6

≤C(ρ∗,ǫ)

(

sup
t∈[0,T]

√

σ(t)1−s‖∇u‖L2

)(

√

σ(t)2−s‖∇2u‖L2

)

σ(t)1−s‖√ρut‖2
L2

+ǫσ(t)2−s‖ut‖2
L6

≤C(ρ∗,ǫ)
(

‖u0‖2
Hs+σ(t)2−s‖∇2u‖2

L2

)

σ(t)1−s‖√ρut‖2
L2+ǫσ(t)2−s‖∇ut‖2

L2 .

Finally, with the similar calculation to I2 we bound I5 as

|I5|=
∣

∣

∣

∣

−
∫

σ(t)2−s(ρu·∇ut)·utdx

∣

∣

∣

∣

≤
∫

σ(t)2−sρ|u||∇ut‖ut|dx

≤C(ρ∗)σ(t)2−s
∥

∥ρ
1
3 u
∥

∥

L3‖ut‖L6‖∇ut‖L2

≤C(ρ∗)ε
2
3 σ(t)2−s‖∇ut‖2

L2 .

Substituting the above estimates of I1-I5 into (2.7), and taking ǫ suitably small,

we obtain

d

dt

(

∫

ρσ(t)2−s|ut|2dx

)

+
∫

σ(t)2−s|∇ut|2dx

≤C(ρ∗)‖u0‖2
Hsσ(t)1−s‖√ρut‖2

L2+C(ρ∗)‖u0‖4
Hs σ(t)1−s‖∇2u‖2

L2

+C(ρ∗)
(

σ(t)2−s‖∇2u‖2
L2

)(

σ(t)1−s‖√ρut‖2
L2

)

.

Integrating with respect to t on [0,T], we have by using Proposition 2.1

sup
t∈[0,T]

σ(t)2−s‖√ρut‖2
L2+

∥

∥

∥
σ(t)

2−s
2 ∇ut

∥

∥

∥

2

L2(0,T;L2)

≤C(ρ∗)‖u0‖4
Hs+C(ρ∗,ǫ)‖u0‖2

Hs

(

sup
t∈[0,T]

σ(t)2−s‖∇2u‖2
L2

)

. (2.8)
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From (1.1a) and (1.1b), we gather that

{

−σ(t)
2−s

2 ∆u+σ(t)
2−s

2 ∇P=−σ(t)
2−s

2
(√

ρut−ρu·∇u
)

in (0,T)×Ω,

σ(t)
2−s

2 divu=0 in (0,T)×Ω.
(2.9)

Be similar to (2.3), we have

σ(t)2−s‖∇2u‖2
L2+σ(t)2−s‖∇P‖2

L2

=σ(t)2−s‖ρ(ut+u·∇u)‖2
L2

≤2ρ∗σ(t)2−s

(

∫

ρ|ut|2dx+ε0‖∇2u‖2
L2

)

,

that is,

1

4ρ∗
sup

t∈[0,T]

(

σ(t)2−s‖∇2u‖2
L2+σ(t)2−s‖∇P‖2

L2

)

≤ 1

2
sup

t∈[0,T]

σ(t)2−s‖√ρut‖2
L2 . (2.10)

Adding (2.8) and (2.10) together, we can obtain from the smallness of energy E1

σ(t)2−s‖√ρut‖2
L2+σ(t)2−s‖∇2u‖2

L2+σ(t)2−s‖∇P‖2
L2

+
∥

∥σ(t)
2−s

2 ∇ut

∥

∥

2

L2(0,T;L2)
≤C(ρ∗)‖u0‖4

Hs .

The Proposition 2.2 is proved.

This gives the uniform energy estimates, thus the proof of existence. Thanks
to the Aubin-Lions compactness lemma (Lemma A.1) and Lemma A.2, we can
infer u∈C(0,T;L2), from which we can further obtain the time continuity of mo-
mentum through a very similar argument in [7], more specifically,

√
ρǫuǫ →√

ρu

in C([0,+∞);L2).
Before proving the uniqueness part of Theorem 1.1, we need to present more

information on the regularity of solutions obtained above. By virtue of the shift
of integrability method, we can bound ∇u in L1(0,T;L∞), and give the following
proposition.

Proposition 2.3. Assume (ρ,u) is a smooth solution to system (1.1). Then there exists

a constant C>0 such that for all T>0, p∈ [2,∞]

∥

∥σ(t)
1−s

2 ∇u
∥

∥

Lp(0,T;Lr)
+
∥

∥σ(t)
2−s

2 ∇2u
∥

∥

Lp(0,T;Lr)
+
∥

∥σ(t)
2−s

2 ∇P
∥

∥

Lp(0,T;Lr)
≤C
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and
∫ T

0
‖∇u‖k

L∞ dt≤CTℓ, (2.11)

where ℓ>0, 2≤ r≤ 6p
3p−4 , 1≤ k< 2

2−s .

Proof. Proposition 2.2 shows that σ(t)
2−s

2
√

ρut and σ(t)
2−s

2 ut is in L∞(0,T;L2) and

L2(0,T;Lq) respectively for all q ≤ 6, which implies σ(t)
2−s

2
√

ρut ∈ L∞(0,T;L2)∩
L2(0,T;Lq) (q≤6), since ρ is bounded. Thanks to the interpolation inequality for

Lp-norms, Hölder inequality and Proposition 2.2, we are led to for all p∈ [2,∞],

2≤ r≤ 6p
3p−4

∥

∥σ(t)
2−s

2 ρut

∥

∥

Lp(0,T;Lr)

≤C(ρ∗)
(

∫ T

0

∥

∥σ(t)
2−s

2 ut

∥

∥

2

L
4r

2p+(2−p)r

∥

∥σ(t)
2−s

2
√

ρut

∥

∥

(1− 2
p )p

L2 dt

)
1
p

≤C(ρ∗)
∥

∥σ(t)
2−s

2 ut

∥

∥

2
p

L2(0,T;L
4r

2p+(2−p)r )

∥

∥σ(t)
2−s

2
√

ρut

∥

∥

(1− 2
p )

L∞(0,T;L2)

≤C(ρ∗)‖u0‖Hs . (2.12)

Similarly, the bound for σ(t)
1−s

2 ∇u in L∞(0,T;L2) and σ(t)
1−s

2 ∇u in L2(0,T;H1)

imply that for all p∈ [2,∞], 2≤ r≤ 6p
3p−4

∥

∥σ(t)
1−s

2 ∇u
∥

∥

Lp(0,T;Lr)

≤
(

∫ T

0

∥

∥σ(t)
1−s

2 ∇u
∥

∥

p(1− 2
p )

L2

∥

∥σ(t)
1−s

2 ∇u
∥

∥

2

L
4r

2p+(2−p)r
dt

)
1
p

≤
(

∫ T

0

∥

∥σ(t)
1−s

2 ∇u
∥

∥

p(1− 2
p )

L2

∥

∥σ(t)
1−s

2 ∇u
∥

∥

2

H1dt

)
1
p

≤
∥

∥σ(t)
1−s

2 ∇u
∥

∥

2
p

L2(0,T;H1)

∥

∥σ(t)
1−s

2 ∇u
∥

∥

(1− 2
p )

L∞(0,T;L2)

≤C(ρ∗)‖u0‖Hs , (2.13)

by virtue of interpolation inequality for Lp-norms and embedding H1 →֒Lm with

1≤m≤6.

When p∈ [2,∞] (that is, 3
2 ≤

3p
2p−2 ≤3), we can obtain by the classical regularity

results on the Stokes equations and Hölder inequality
∥

∥σ(t)
2−s

2 ∇2u
∥

∥

Lp(0,T;L
3p

2p−2 )
+
∥

∥σ(t)
2−s

2 ∇P
∥

∥

Lp(0,T;L
3p

2p−2 )
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≤
∥

∥σ(t)
2−s

2 ρu·∇u
∥

∥

Lp(0,T;L
3p

2p−2 )
+
∥

∥σ(t)
2−s

2 ρut

∥

∥

Lp(0,T;L
3p

2p−2 )

≤
∥

∥

∥

√

σ(t)ρu
∥

∥

∥

L∞(0,T;L6)

∥

∥σ(t)
1−s

2 ∇u
∥

∥

Lp(0,T;L
6p

3p−4 )
+
∥

∥σ(t)
2−s

2 ρut

∥

∥

Lp(0,T;L
3p

2p−2 )

≤C(ρ∗)
∥

∥σ(t)
1−s

2 ∇u
∥

∥

L∞(0,T;L2)

∥

∥σ(t)
1−s

2 ∇u
∥

∥

Lp(0,T;L
6p

3p−4 )
+
∥

∥σ(t)
2−s

2 ρut

∥

∥

Lp(0,T;L
3p

2p−2 )
.

From (2.1), (2.12) and (2.13) we can get
∥

∥σ(t)
2−s

2 ∇2u
∥

∥

Lp(0,T;L
3p

2p−2 )
+
∥

∥σ(t)
2−s

2 ∇P
∥

∥

Lp(0,T;L
3p

2p−2 )
≤C(ρ∗)‖u0‖Hs .

Combining the above inequality with (2.13), we have σ(t)
2−s

2 ∇u∈Lp(0,T;W
1,

3p
2p−2 )

for all p∈ [0,+∞). Taking advantage of W
1,

3p
2p−2 →֒L

3p
p−2 , we obtain

∥

∥σ(t)
2−s

2 ρu·∇u
∥

∥

Lp(0,T;L
6p

3p−4 )

≤C
∥

∥σ(t)
1
2 ρu
∥

∥

L∞(0,T;L6)

∥

∥σ(t)
1−s

2 ∇u
∥

∥

Lp(0,T;L
3p

p−2 )

≤C(ρ∗)
∥

∥σ(t)
1−s

2 ∇u
∥

∥

L∞(0,T;L2)

∥

∥σ(t)
1−s

2 ∇u
∥

∥

Lp(0,T;W
1,

3p
2p−2 )

.

Hence, it holds
∥

∥σ(t)
2−s

2 ∇2u
∥

∥

Lp(0,T;L
6p

3p−4 )
+
∥

∥σ(t)
2−s

2 ∇P
∥

∥

Lp(0,T;L
6p

3p−4 )

≤C(ρ∗)
∥

∥σ(t)
1−s

2 ∇u
∥

∥

L∞(0,T;L6)

∥

∥σ(t)
1−s

2 ∇u
∥

∥

Lp(0,T;W
1,

3p
2p−2 )

+
∥

∥σ(t)
2−s

2 ρut

∥

∥

Lp(0,T;L
6p

3p−4 )

≤C(ρ∗)‖u0‖Hs .

Finally, we bound ∇u in L1(0,T;L∞). When 2≤p<4, it is obviously W
1,

6p
3p−4 →֒L∞

due to r1,
6p

3p−4 >3, thus

‖∇u‖Lk(0,T;L∞)

≤C
∥

∥σ(t)
2−s

2 ∇u
∥

∥

Lp(0,T;W1,r1)

(

∫ T

0
σ(t)

(s−2)pk
2(p−k) dt

)
1
k− 1

p

≤C
∥

∥σ(t)
2−s

2 ∇u
∥

∥

Lp(0,T;W1,r1)

(

∫ σ(T)

0
σ(t)

(s−2)pk
2(p−k) dt+

∫ T

σ(T)
σ(t)

(s−2)pk
2(p−k) dt

)

1
k− 1

p

≤C
(

σ(T)
1+

(s−2)pk
2(p−k) +(T−σ(T))

1
k− 1

p

)

,
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since there exists a p∈ [2,4) such that (2−s)pk<2(p−k) for arbitrary 1≤ k< 2
2−s .

The proof of Proposition 2.3 is complete.

3 Uniqueness of solutions

In this section, we will prove the uniqueness of solutions in Lagrangian coordi-
nates, owing to the lack of regularity for density.

3.1 Lagrangian formulation

We firstly transform (1.1) into the formulation in the Lagrangian coordinates.
Thanks to Proposition 2.3, we can give the definition of the trajectory X(t,y) of
u(t,x)

dX

dt
=u(t,X), X|t=0=y, y∈Ω,

which leads to the following relation between the Eulerian coordinates x and the
Lagrangian coordinates y:

X(t,y)=y+
∫ t

0
u
(

τ,X(τ,y)
)

dτ.

Moreover, we deduce from (2.11) that T can be taken small enough such that

∫ T

0
‖∇v‖L∞ dt≤ 1

2
.

Of course, if that condition is fulfilled, then one may write that

A=
(

Id+(∇yX− Id)
)−1

=
+∞

∑
k=0

(−1)k

(

∫ t

0
∇yv(τ,·)dτ

)k

. (3.1)

For any t ≤ T, X(t,y) is invertible with respect to y variable, and we denote by
X(t,·)−1 its inverse mapping. Let

v(t,y),u
(

t,X(t,y)
)

, A(t),
(

∇yX(t,·)
)−1

.

The operators ∇, div, and ∆ translate into

∇v,At ·∇y, divv,At :∇y=divy(A · ), ∆v,divv∇v=divy

(

A·At∇y ·
)

,

in which At denotes the transpose matrix of A.
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In Lagrangian coordinates the solution (ρ,u,P) of (1.1) is recast as

η(t,y),ρ
(

t,X(t,y)
)

, v(t,y),u
(

t,X(t,y)
)

, Q(t,y),P
(

t,X(t,y)
)

,

therefore the triplet (η,v,Q) satisfies










ηt =0 in (0,T)×Ω,

ηvt−∆vv+∇vQ=0 in (0,T)×Ω,

divvv=0 in (0,T)×Ω.

Now we tackle the proof of uniqueness. Assuming (ρ1,u1,P1) and (ρ2,u2,P2)
are two solutions of (1.1), fulfilling the properties of Theorem 1.1 and emanating
from the same initial data. Notations (η1,v1,Q1) and (η2,v2,Q2) are used to repre-
sent the corresponding triplets in Lagrangian coordinates. Denoting δv= v2−v1

and δQ=Q2−Q1, we have










ρ0δvt−∆v1 δv+∇v1δQ=(∆v2 −∆v1)v2−(∇v2−∇v1)Q2,

divv1δv=
(

divv1−divv2

)

v2,

δv|t=0=0.

(3.2)

Be very similar to that in [7] (see also [1, 15]), we can transform the regular-
ity information of the solution in the Eulerian coordinates into those in the La-
grangian coordinates. Here we omit the details, but shall repeatedly use the fact
that for i=1,2

∇vi ∈L1(0,T;L∞)∩L2(0,T;L2),

σ(t)
1−s

2 ∇viL∞(0,T;L2), σ(t)
1−s

2 ∇2vi ∈L2(0,T;L2),

σ(t)
2−s

2 ∇vi
t∈L2(0,T;L2), σ(t)

1−s
2
√

ρ0vi
t∈L2(0,T;L2),

σ(t)
1−s

2 ∇Qi ∈L2(0,T;L2), σ(t)
2−s

2 ∇Qi ∈L2(0,T;L6).

3.2 Uniqueness of solutions

We claim that for sufficiently small T>0

sup
t∈[0,T]

∫

(ρ0|δv|2)dy+
∫ T

0

∫

Ω
|∇δv|2dydt=0.

To prove our claim, decompose δv into

δv=(v2−2v1)+v1,w+z,
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such that z satisfies div v1 z = 0 and w is a solution given by Lemma A.3 to the
following problem:

divv1w=(divv1−divv2)v2=div(−δAv2)=(−δA)t :∇v2 (3.3)

with δA=A2−A1 and Ai,A(ui).
As a first step in proving our claim, let us establish the following lemma.

Lemma 3.1. The solution w to (3.3) which is given by Lemma A.3 satisfies

‖w‖
L

8
2s−1 (0,T;L2)

+‖∇w‖L2(0,T;L2)+
∥

∥σ(t)
1−s

2 wt

∥

∥

L
8

3+2s (0,T;L
3
2 )

≤ c(T)‖∇δv‖L2(0,T;L2) (3.4)

with c(T) going to 0 when T tends to 0.

Proof. Lemma A.3 and identity (3.1) ensure that there exist two universal positive

constants c and C such that if

‖∇v1‖L1(0,T;L∞)+
∥

∥σ(t)
1−s

2 ∇v1
∥

∥

L2(0,T;L6)
≤ c,

then the following inequalities hold true:

‖w‖
L

8
2s−1 (0,T;L2)

≤C‖δAv2‖
L

8
2s−1 (0,T;L2)

,

‖∇w‖L2(0,T;L2)≤C
∥

∥(δA)t :∇v2
∥

∥

L2(0,T;L2)

and
∥

∥σ(t)
1−s

2 wt

∥

∥

L
8

3+2s (0,T;L
3
2 )

≤C
∥

∥δAv2
∥

∥

L
8

2s−1 (0,T;L2)
+C

∥

∥σ(t)
1−s

2 (δAv2)t

∥

∥

L
8

3+2s (0,T;L
3
2 )

.

In all that follows, c(T) designates a nonnegative, continuous, increasing func-

tion of T with c(0)=0. Now, we are going to bound (δA)t :∇v2, δAv2 and (δAv2)t.

Stemming from Hölder inequality and the following identity:

δA(t)=

(

∫ t

0
∇δvdτ

)

·
(

∑
k≥1

∑
0≤j<k

C
j
1C

k−1−j
2

)

with Ci(t),
∫ t

0
∇vidτ, (3.5)

it is not difficult to obtain

sup
t∈[0,T]

∥

∥σ(t)−
1
2 δA

∥

∥

L2 ≤ c(T) sup
t∈[0,T]

∥

∥

∥

∥

σ(t)−
1
2

∫ t

0
∇δvdτ

∥

∥

∥

∥

L2
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≤ c(T)

(

sup
t∈[0,T]

σ(t)−
1
2 ‖∇δv‖L2(0,t;L2)

)

(

sup
t∈[0,T]

(

∫ t

0
1dτ

)
1
2

)

≤ c(T)‖∇δv‖L2(0,T;L2).

Notice that ∇vi ∈ L1(0,T;L∞), which implies σ(t)∇vi ∈ L∞(0,T;L∞) and then we

have

∥

∥(δA)t :∇v2
∥

∥

L2(0,T;L2)

≤
∥

∥σ(t)−
1
2 δA(t)

∥

∥

L∞(0,T;L2)

∥

∥σ(t)
1
2∇v2

∥

∥

L2(0,T;L∞)

≤C
∥

∥σ(t)−
1
2 δA(t)

∥

∥

L∞(0,T;L2)
‖σ(t)∇v2‖

1
2

L∞(0,T;L∞)
‖∇v2‖

1
2

L1(0,T;L∞)

≤ c(T)‖∇δv‖L2(0,T;L2).

Similarly, for δAv2 we get

‖δAv2‖
L

8
2s−1 (0,T;L2)

≤
∥

∥σ(t)−
1
2 δA

∥

∥

L∞(0,T;L2)

∥

∥σ(t)
1
2 v2
∥

∥

L
8

2s−1 (0,T;L∞)

≤C
∥

∥σ(t)−
1
2 δA

∥

∥

L∞(0,T;L2)

(

∥

∥σ(t)
1−s

2 ∇v2
∥

∥

L
8

2s−1 (0,T;L2)
+
∥

∥σ(t)
1+s

2 ∇2v2
∥

∥

L
8

2s−1 (0,T;L2)

)

≤C
∥

∥σ(t)−
1
2 δA

∥

∥

L∞(0,T;L2)

(

∥

∥σ(t)
1−s

2 ∇v2
∥

∥

L∞(0,T;L2)
+
∥

∥σ(t)
2−s

2 ∇2v2
∥

∥

L∞(0,T;L2)

)

≤ c(T)‖∇δv‖L2(0,T;L2).

Next, we turn to bound (δAv2)t. Derivative (3.5) with respect to t yields

∥

∥(δA)t

∥

∥

L2

≤C

(

‖∇δv‖L2+

∥

∥

∥

∥

σ(t)−
1
2

∫ t

0
∇δvdτ

∥

∥

∥

∥

L2

(

∥

∥σ(t)
1
2∇v1

∥

∥

L∞+
∥

∥σ(t)
1
2∇v2

∥

∥

L∞

)

)

.

Based on the fact that

∥

∥σ(t)
1
2∇vi

∥

∥

L2(0,T;L∞)
≤C, i=1,2,

we are led to by taking L2 norm with respect to time t

‖(δA)t‖L2(0,T;L2)≤C‖∇δv‖L2(0,T;L2).
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Finally, we can deduce the following inequality:

∥

∥σ(t)
1−s

2 (δAv2)t

∥

∥

L
8

3+2s (0,T;L
3
2 )

≤
∥

∥σ(t)
1−s

2 δAv2
t

∥

∥

L
8

3+2s (0,T;L
3
2 )
+
∥

∥σ(t)
1−s

2 (δA)tv
2
∥

∥

L
8

3+2s (0,T;L
3
2 )

≤
∥

∥σ(t)−
1
2 δA

∥

∥

L∞(0,T;L2)

∥

∥σ(t)
2−s

2 v2
t

∥

∥

L
8

3+2s (0,T;L6)

+‖(δA)t‖L2(0,T;L2)

∥

∥σ(t)
1−s

2 v2
∥

∥

L
8

2s−1 (0,T;L6)

≤ c(T)
(

∥

∥σ(t)−
1
2 δA

∥

∥

L∞(0,T;L2)

∥

∥σ(t)
2−s

2 ∇v2
t

∥

∥

L2(0,T;L2)

+ ‖∇δv‖L2(0,T;L2)

∥

∥σ(t)
1−s

2 ∇v2
∥

∥

L∞(0,T;L2)

)

≤ c(T)‖∇δv‖L2(0,T;L2).

This ends the proof of Lemma 3.1.

Now we give the estimation of z as the following lemma.

Lemma 3.2. Assume that δv satisfies (3.2) and z,δv−w, then

sup
t∈[0,T]

‖√ρ0z(t)‖2
L2 +‖∇z‖2

L2(0,T;L2)≤ c(T)‖∇δv‖2
L2(0,T;L2).

Proof. Firstly, let us restate the equations for (δv,δQ) as the following system for

(z,δQ) :

ρ0zt−∆v1 z+∇v1 δQ

=(∆v2 −∆v1)v2+(∇v1−∇v2)Q2−ρ0wt+∆v1 w,

divv1 z=0.

Testing the equation by z and noticing that
∫

(∇v1 δQ)·zdx=−
∫

divv1 zδQdx=0,

we have
1

2

d

dt

∫

ρ0|z|2dx+
∫

|∇v1 z|2dx,
4

∑
k=1

Jk, (3.6)

where

J1,

∫

(

(∆v2−∆v1)v2
)

·zdx, J3,−
∫

ρ0wt ·zdx,
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J2,

∫

(

(∇v2−∇v1)Q2
)

·zdx, J4,

∫

(∆v1 w)·zdx.

For J1, we obtain

∫ T

0
J1dt=

∫ T

0

∫

div
(

(

δAAt
2+A1(δA)t

)

∇v2
)

·zdxdt

≤
∫ T

0

∫

∣

∣δAAt
2+A1(δA)t

∣

∣|∇v2||∇z|dxdt

≤C
∫ T

0

∥

∥σ(t)−
1
2 δA

∥

∥

L2

∥

∥σ(t)
1
2∇v2

∥

∥

L∞‖∇z‖L2 dt

≤C
∥

∥σ(t)−
1
2 δA

∥

∥

L∞(0,T;L2)

∥

∥σ(t)
1
2∇v2

∥

∥

L2(0,T;L∞)
‖∇z‖L2(0,T;L2)

≤ǫ‖∇δv‖2
L2(0,T;L2)+c(T)‖∇z‖2

L2(0,T;L2). (3.7)

For J2, it is obviously that

∫ T

0
J2dt≤

∫ T

0

∣

∣

∣

∣

∫

δA∇Q2 ·zdx

∣

∣

∣

∣

dt

≤C
∥

∥σ(t)−
1
2 δA

∥

∥

L∞(0,T;L2)

∥

∥

∥

√

σ(t)∇Q2
∥

∥

∥

L2(0,T;L3)
‖z‖L2(0,T;L6)

and
∥

∥

∥

√

σ(t)∇Q2
∥

∥

∥

L2(0,T;L3)
≤
∥

∥σ(t)
1−s

2 ∇Q2
∥

∥

L2(0,T;L2)

∥

∥σ(t)
2−s

2 ∇Q2
∥

∥

L2(0,T;L6)
.

Hence,
∫ T

0
J2dt≤ǫ‖∇δv‖2

L2(0,T;L2)+c(T)‖∇z‖2
L2(0,T;L2). (3.8)

To estimate J3, we should bound wt firstly

‖wt‖
L

4
3 (0,T;L

3
2 )
≤
(

∫ T

0

(

t
s−1

2

)
8

3−2s
dt

)

3−2s
8
∥

∥σ(t)
1−s

2 wt

∥

∥

L
8

3+2s (0,T;L
3
2 )

≤CT
2s−1

8 ‖∇δv‖L2(0,T;L2).

Then, we obtain

∫ T

0
J3(t)dt≤‖ρ0‖

1
2
L∞‖wt‖

L
4
3 (0,T;L

3
2 )

∥

∥ρ
1
2
0 z
∥

∥

L4(0,T;L3)

≤CT
2s−1

8 ‖ρ0‖L∞‖√ρ0z‖
1
2

L∞(0,T;L2)
‖z‖

1
2

L2(0,T;L6)
‖∇δv‖L2(0,T;L2)
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≤ c(T)
(

‖√ρ0z‖L∞(0,T;L2)+‖z‖L2(0,T;H1)

)

‖∇δv‖L2(0,T;L2)

≤ǫ
(

‖√ρ0z‖2
L∞(0,T;L2)+‖z‖2

L2(0,T;H1)

)

+c(T)‖∇δv‖2
L2(0,T;L2). (3.9)

Finally, we get for J4

∫ T

0
J4(t)dt≤

∫ T

0

∫

|∇v1 w‖∇v1 z|dxdt

≤ǫ
∫ T

0
‖∇v1z‖2

L2 dt+C(ǫ)
∫ T

0
‖∇v1 w‖2

L2 dt

≤ǫ‖∇v1 z‖2
L2(0,T;L2)+c(T)‖∇δv‖2

L2(0,T;L2). (3.10)

Integrating (3.6) with respect to time t, and taking ǫ suitably small, (3.7)-(3.10)

imply

sup
t∈[0,T]

‖√ρ0z(t)‖2
L2 +‖∇z‖2

L2(0,T;L2)≤ c(T)‖∇δv‖2
L2(0,T;L2). (3.11)

The Lemma 3.2 is proved.

Now we show the proof of uniqueness of solutions.

The proof of uniqueness: Notice that δv=w+z, (3.4) and (3.11), which implies

∫ T

0
‖∇δv‖2

L2 dt≤ c(T)
∫ T

0
‖∇δv‖2

L2 dt.

Hence, ∇δu≡0 on [0,T]×Ω when T is small enough such that c(T)<1.
Then, plugging ∇δu≡0 into (3.11) yields

sup
t∈[0,T]

‖√ρ0z(t)‖2
L2 +‖∇z‖2

L2(0,T;L2)=0.

Combining the fact that

‖z(t)‖L2(0,T;Lp)≤‖∇z(t)‖L2(0,T;L2)

for p∈ [1,6], we can finally obtain z≡0 on [0,T]×Ω. And (3.4) clearly yields w≡0
on [0,T]×Ω. Therefore we give for small enough T>0,

(v1,∇Q1)≡ (v2,∇Q2) on [0,T]×Ω.

Reverting to Eulerian coordinates, we conclude that the two solutions of (1.1)
coincide on [0,T]×Ω. Then standard connectivity arguments yield uniqueness of
solutions on the whole R

+.
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Appendix A

In this section, we introduce some notations that appear throughout this article
and state several preliminary lemmas which are used in this paper.

As we shall mostly consider non-smooth solutions, system (1.1) has to be un-
derstood in the distributional sense, that is, for all t∈ [0,T) and for all functions
in φ∈C∞

0 ([0,T)×Ω;R)

〈ρ(t),φ(t)〉−〈ρ0 ,φ0〉−
∫ t

0
〈ρ,φt〉dτ−

∫ t

0
〈ρu,∇φ〉dτ=0,

∫ t

0
〈u,∇φ〉dτ=0,

and that

〈ρu,ϕ〉−〈ρ0u0,ϕ〉−
∫ t

0
〈ρu,ϕt〉dτ

−
∫ t

0
〈ρu⊗u,∇ϕ〉dτ+

∫ t

0
〈∇u,∇ϕ〉dτ=0

for all divergence-free functions ϕ∈C∞
0 ([0,T)×Ω;Rd), where 〈·,·〉 stands for the

distribution bracket in Ω (that is, 〈 f ,g〉=
∫

Ω
f gdx in the case of smoothness).

It is well-known that sufficiently smooth solutions to (1.1) fulfill for all t≥0:

• The energy balance

1

2

d

dt

∫

Ω
ρ|u|2dx+

∫

Ω
|∇u|2dx=0.

• The conservation of total momentum (in the case Ω=T
3)

∫

Ω
ρudx=

∫

Ω
ρ0u0dx.

• The conservation of total mass
∫

Ω
ρdx=

∫

Ω
ρ0dx.

• Any Lebesgue norm of ρ that is preserved through the evolution and

inf
x∈Ω

ρ(t,x)= inf
x∈Ω

ρ0, sup
x∈Ω

ρ(t,x)=sup
x∈Ω

ρ0(x).
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Now, we state several preliminary lemmas which will be used in previous sub-
sections.

Lemma A.1 (Aubin-Lions compactness lemma, [16, Corollaries 4 and 6]). Assume

X →֒ →֒B →֒Y.

(I) Let F be bounded in Lq(0,T;B)∩L1
loc(0,T;X) with 1<q≤∞, and ∂tF be bounded

in L1
loc(0,T;Y), then F is relatively compact in Lp(0,T;B), ∀ p<q.

(II) Let F be bounded in L∞(0,T;X) and ∂tF be bounded in Lr(0,T;Y) with r > 1,

then F is relatively compact in C(0,T;B).

Lemma A.2. Let p∈ [1,∞], 0<s≤1 and u :(0,T)×R
3→R satisfy u∈L2(0,T;Lp) and

√

σ(t)2−sut ∈L2(0,T;Lp). Then u is in H
1
2−α(0,T;Lp) for all α∈ (1−s

2 , 1
2) and

‖u‖2

H
1
2−α(0,T;Lp)

≤‖u‖2
L2(0,T;Lp)+C

∥

∥

∥

√

σ(t)2−sut

∥

∥

∥

2

L2(0,T:Lp)
,

where C>0 depends only on α,T.

Proof. The special case of s=1 has been proved in [7], similarly we can prove the

general case. By the definition of Sobolev norms in terms of finite differences, we

obtain

‖u‖2

H
1
2−α(0,T;Lp)

=‖u‖2
L2(0,T;Lp)+

∫ T

0

(

∫ T−h

0

‖u(t+h)−u(t)‖2
Lp

h2−2α
dt

)

dh.

By direct calculations we have
∫ T−h

0
‖u(t+h)−u(t)‖2

Lp dt

≤
∫ T−h

0

∥

∥

∥

∥

∫ t+h

t

√
τ2−sut(τ)

dτ√
τ2−s

∥

∥

∥

∥

2

Lp

dt

≤
∫ T−h

0

(

∫ t+h

t

1

τ2−s
dτ

)(

∫ t+h

t
τ2−s‖ut‖2

Lp dτ

)

dt

≤
∥

∥

∥

√

σ(t)2−sut

∥

∥

∥

2

L2(0,T;Lp)

∫ T−h

0

(

∫ t+h

t

1

τ2−s
dτ

)

dt.

Making use of Fubini theorem, we obtain for α∈ (1−s
2 , 1

2)
∫ T

0
h2α−2

(

∫ T−h

0

(

∫ t+h

t

1

τ2−s
dτ

)

dt

)

dh

=
1

1−2α

∫ T

0

(

∫ T

t

(

(τ−t)2α−1−T2α−1
) dτ

τ2−s

)

dt.
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It is obviously that 1
τ1−s ≤ 1

(τ−t)1−s for all 0< t<τ, and −1<2α+s−2< s−1 when
1−s

2 <α< 1
2 , 0< s<1. Thus,

∫ T

0
h2α−2

(

∫ T−h

0

(

∫ t+h

t

1

τ2−s
dτ

)

dt

)

dh

≤ 1

1−2α

(

∫ T

0

∫ T

t
(τ−t)2α+s−2 dτ

τ
dt−

∫ T

0

∫ T

t
T2α−1 dτ

τ2−s
dt

)

≤C.

The proof of Lemma A.2 is finished.

Lemma A.3. Let Ω be a C2 bounded domain of R
3, and A be a matrix-valued function

on [0,T]×Ω satisfying detA=1. If for all s∈ (1
2 ,1)

‖Id−A‖L∞(0,T;L∞)+
∥

∥σ(t)
1−s

2 At

∥

∥

L2(0,T;L6)
≤ c (A.1)

is fulfilled with small c>0. Then for all functions R : [0,T]×Ω→R
3 satisfying divR∈

L2(0,T×Ω), R∈L
8

2s−1 (0,T;L2), σ(t)
1−s

2 Rt∈L
8

3+2s (0,T;L
3
2 ) and R·n≡0 on (0,T)×∂Ω,

the equation

div(Aw)=divR,g in [0,T]×Ω

admits a solution w in the space

XT ,
{

w
∣

∣w∈L2(0,T;H1
0), w∈L

8
2s−1 (0,T;L2), σ(t)

1−s
2 wt∈L

8
3+2s (0,T;L

3
2 )
}

satisfying the following inequalities for some constant:

‖w‖
L

8
2s−1 (0,T;L2)

≤C‖R‖
L

8
2s−1 (0,T;L2)

, ‖∇w‖L2(0,T;L2)≤C‖g‖L2(0,T;L2)

and

∥

∥σ(t)
1−s

2 wt

∥

∥

L
8

3+2s (0,T;L
3
2 )
≤C‖R‖

L
8

2s−1 (0,T;L2)
+C

∥

∥σ(t)
1−s

2 Rt

∥

∥

L
8

3+2s (0,T;L
3
2 )

.

Proof. The case that

‖Id−A‖L∞(0,T;L∞)+‖At‖L2(0,T;L6)≤ c,

divR∈L2(0,T×Ω), R∈L4(0,T;L2), Rt ∈L
4
3
(

0,T;L
3
2
)

has been proved by Danchin and Mucha [7]. Here, the proof of this lemma is very

similar. Recalling the results of [6], there exists a linear operator B : k→u which
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is continuous on Lp(Ω;R3) (for all 1< p<∞) such that for all k in Lp(Ω;R3) the

vector field u satisfies
∫

Ω
u·∇φdx=

∫

Ω
k·∇φdx for all φ∈C∞(Ω̄;R),

if in addition divk is in Lp(Ω) and k·n|∂Ω =0, then u is in W
1,p
0 (Ω) with

‖u‖
W

1,p
0 (Ω)

≤C‖divk‖Lp(Ω).

Define Φ on the set XT by

Φ(v),B
(

(Id−A)v+R
)

. (A.2)

The above result ensures that

‖∇Φ(v)‖L2(0,T;L2)

≤C
∥

∥((Id−A)t :∇v+g)
∥

∥

L2(0,T;L2)

≤C
(

‖g‖L2(0,T;L2)+‖(Id−A)‖L∞(0,T;L∞)‖∇v‖L2(0,T;L2)

)

as well as

‖Φ(v)‖
L

8
2s−1 (0,T;L2)

≤C‖(Id−A)v+R‖
L

8
2s−1 (0,T;L2)

≤C
(

‖Id−A‖L∞(0,T;L∞)‖v‖
L

8
2s−1 (0,T;L2)

+‖R‖
L

8
2s−1 (0,T;L2)

)

.

Moreover, derivativing (A.2) with respect to time gives

(

Φ(v)
)

t
=B

(

(Id−A)vt−Atv+Rt

)

,

whence, using the continuity property of B on L
3
2 (Ω) and then performing a time

integration, we get

∥

∥σ(t)
1−s

2 (Φ(v))t

∥

∥

L
8

3+2s (0,T;L
3
2 )

≤C

(

∥

∥σ(t)
1−s

2 (Id−A)vt−σ(t)
1−s

2 Atv
∥

∥

L
8

3+2s (0,T;L
3
2 )
+
∥

∥σ(t)
1−s

2 Rt

∥

∥

L
8

3+2s (0,T;L
3
2 )

)

≤C

(

‖Id−A‖L∞(0,T;L∞)

∥

∥σ(t)
1−s

2 vt

∥

∥

L
8

3+2s (0,T;L
3
2 )
+
∥

∥σ(t)
1−s

2 Rt

∥

∥

L
8

3+2s (0,T;L
3
2 )
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+
∥

∥σ(t)
1−s

2 At

∥

∥

L2(0,T;L6)
‖v‖

L
8

2s−1 (0,T;L2)

)

.

This gives that Φ maps XT to XT. If c in (A.1) is small enough, then obvious

variations on above computations give for any couple (v1,v2) in X2
T

∥

∥Φ(v2)−Φ(v1)
∥

∥

XT
≤C

(

‖Id−A‖L∞(0,T;L∞)+
∥

∥σ(t)
1−s

2 At

∥

∥

L2(0,T;L6)

)

‖v2−v1‖XT

≤ 1

2
‖v2−v1‖XT

.

Hence, applying the standard Banach fixed-point theorem in XT provides a solu-

tion to the equation Φ(v)= v. Then looking back at the above computations in

the case Φ(v)=v gives the desired inequalities.
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