
Journal of Nonlinear Modeling and Analysis http://jnma.ca; http://jnma.ijournal.cn

Volume 4, Number 4, December 2022, 736–752 DOI:10.12150/jnma.2022.736

Flocking of Multi-particle Swarm with Group
Coupling Structure and Measurement Delay∗

Maoli Chen1,† and Yicheng Liu1

Abstract We investigate the flocking conditions of a group coupling sys-
tem with time delays, in which the communication between particles includes
inter-group and intra-group interactions, and the time delay comes from the
theory of moving object observation. As an effective model, we introduce a
system of nonlinear functional differential equations to describe its dynamic
evolution mechanism. By constructing two differential inequalities on velocity
and velocity fluctuation from a continuity argument, and using the Lyapunov
functional approach, we present some sufficient conditions for the existence
of asymptotic flocking solutions to the coupling system, in which an upper
bound of the delay allowed by the system is quantitatively given to ensure the
emergence of flocking behavior. All results are novel and can be illustrated by
using some specific numerical simulations.

Keywords Time-asymptotic flocking, Group coupling, Intra-group and inter-
group interaction, Measurement delay.
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1. Introduction

“Flocking” is a collective behavior that widely exists in biological populations and
human society such as migration of birds, directional movement of fish, hunting by
wolves and gathering of bacteria [15,33,34]. The research of biological flocking dates
back to the simulation of bird behavior in 1987 [36]. Based on this, subsequent
researchers proposed a series of group motion models such as Vicsek model [40],
Couzin model [7], Cucker-Smale model [9, 10] and their variants. Among them,
the pioneering progress was that Cucker and Smale had proposed a second-order
nonlinear dynamic model (C-S model) with a Newtonian interaction function to
analyze the flocking mechanism of a multi-particle swarm in [9, 10]. The flocking
dynamics and the related topics based on the C-S model have been extensively
studied from many perspectives such as collision avoidance [4, 8, 25, 30], random
effects [1,6,11,14,16,21,32,39], generalized flocking [31], fixed-time flocking [26,41]
and multi-cluster flocking [43]. It is worth noting that in the work mentioned
above, the interaction weight function has a unified form, either the symmetric
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type proposed in [9, 10] that depends on the metric distance, or the asymmetric
type proposed in [31] that depends on the relative distance scaling.

However, as the scale of system nodes increases, the interaction modes between
nodes become complex and diverse. To solve the dynamic mechanism modeling,
some scholars have adopted a direct method, using Vlasov-type equations to de-
scribe the infinite size system [17–20]. However, from a practical perspective, the
number of nodes in a biological population or engineering system cannot be infinite
such that a swarm of bees or micro drone systems, resulting in the model proposed
in [17–20] are no longer applicable. In addition, we know that real systems are
often affected by the things that are not fully understood such as the most common
time delays first proposed in [27]. In fact, time delay has also been widely studied
in other fields, accumulating rich theoretical results [13, 24, 37]. Therefore, these
deterministic models need to be extended for more complex changes. Given this,
from the perspective of mathematical mechanism, we use the idea of chunking to
highlight the diversity of interaction functions in the system, and further prelimi-
narily assume that the system interaction mode consists of inter-group interaction
and intra-group interaction, as shown in Figure 1 in Section 4, and then consider
the time delay derived from the theory of moving object observation proposed in [2].

Next, we briefly discuss our continuous time flocking model involving time delay.
Let (xi, vi) ∈ R2d be the position and velocity coordinates of the i-th particle, and
be governed by

ẋi(t) = vi(t), i ∈ N ,

v̇i(t) = α
∑
j∈N1

ψ(rji)ṽji(t) + κ
∑
j∈N2

aij ṽji(t), i ∈ N1,

v̇i(t) = κ
∑
j∈N1

aij ṽji(t) + β
∑
j∈N2

ψ(rji)ṽji(t), i ∈ N2,

(1.1)

where N := {1, 2, · · · , N}, N1 ∩ N2 = ∅ and N1 ∪ N2 = N . In addition, Ni =
|Ni|(i = 1, 2), N = |N | and N1 +N2 = N ; rji = ‖xj −xi‖, ṽji(t) = vj(t− τ)− vi(t)
for j ∈ N , and τ > 0 is the time delay derived from the theory of moving object
observation. In (1.1), α > 0 and β > 0 are intra-group coupling strengths; κ > 0
is inter-group coupling strength; ψ the intra-group interaction function, which is
bounded, positive, non-increasing and Lipschitz continuous on R+ with ψ(0) = 1;
aij represents the interaction strength between groups, and is a bounded positive
constant, assuming that 0 < aij = aji ≤ 1 for i ∈ Nk, j ∈ Nl with k 6= l ∈ {1, 2}
is satisfied. Notice that the well-posedness of the time-delayed system (1.1) can be
found in [22], which proves the existence and uniqueness of the classical solutions
to system (1.1) for the given continuous initial conditions.

Specifically, system (1.1) can be degenerated into the C-S system proposed in
[9, 10], and the threshold phenomena between global and local flocking has been
observed. With our observations, if κ = 0 and τ = 0 in (1.1), then there is no
interaction between the two groups in the system, which can be regarded as two
independent two groups that do not interfere with each other. In this case, some
sharp conditions for flocking behavior can be obtained according to the classic
flocking results in [9,10,19], as illustrated in Appendix A. Since then, these flocking
estimates have been generalized for the generally non-increasing communication
weight in [19], and the model considered is (1.1) with Nk = ∅(k = 1 or 2) and
τ = 0. For another, notice that typical time delays include transmission delay [3,5],
processing delay [42] and their combination [27, 35], and the C-S model with time
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delay have been studied in [2, 3, 5, 12, 14, 23, 27, 35, 38, 42]. Unfortunately, in most
work, either the theoretical analysis is carried out under the premise that the time
delay is small enough, or the flocking condition is not related to the delay. In
addition, as far as we know, the flocking dynamics of coupling system with time
delays has not been discussed from the perspective of moving object observations.
The above two points are the main motivations for us to introduce a nonlinear
second-order dynamic model with measurement delay and group coupling structure,
and explore the flocking conditions. We emphasize that the flocking conditions
proposed by us are closely related to the delay, and give a sufficient estimate of the
upper bound of the delay tolerated by the system, which means the assumption
that the delay sufficiently small in [5, 35] can be removed from our framework.

Below we set the relevant initial conditions, (xi(θ), vi(θ)) = (ϕi(θ), φi(θ)) for θ ∈
[−τ, 0] for system (1.1) to specify a solution, where ϕi and φi are given continuous
vector-valued functions. Subsequently, the time-asymptotic flocking defined in [19]
can be extended to system (1.1), as stated below.

Definition 1.1. Let {xi(t), vi(t)}(i ∈ N ) be a solution to system (1.1) for a given
initial data, a time-asymptotic flocking can be achieved, if and only if supt≥−τ Dx(t) <
+∞ and limt→+∞Dv(t) = 0 for i, j ∈ N , where the spatial position diameter Dx(t)
and the velocity fluctuation Dv(t) are defined by

Dx(t) = max
1≤i,j≤N

{‖xi(t)− xj(t)‖}, Dv(t) = max
1≤i,j≤N

{‖vi(t)− vj(t)‖}. (1.2)

Since this work focuses on the asymptotic properties of the system state, we
mainly consider the case where the time is enough. That is, t > τ . In fact, when t ∈
[0, τ ], the boundedness of the velocity of each particle and the velocity fluctuations
between them can be obtained through the comparison principle (see Lemma 2.2
in [29]). Combined with Definition 1, we just need to prove supt>τ Dx(t) < +∞
and limt→+∞Dv(t) = 0 for i, j ∈ N .

The rest of this work is organized as follows. Section 2 explores the delay-
dependent flocking dynamics and quantifies an upper bound of the delay that allows
flocking behavior to occur. The flocking dynamics of the coupling systems without
time delay is discussed in Section 3. Section 4 presents numerical simulations of
several examples.

2. Flocking conditions related to time delay

This section studies the flocking dynamic evolution mechanism of a two-group cou-
pling system with measurement delay involving graph theory and Lyapunov stability
theory.

2.1. Preliminaries

Based on graph theory, a weighted undirected graph G(C) is the graph G with a
nonnegative adjacency matrix C = (cij)N×N , where cij represents the interaction
weight between the particles i and j. If i, j ∈ N1, then cij = αψ(rji). If i ∈ N1, j ∈
N2 or i ∈ N2, j ∈ N1, then cij = κaij . If i, j ∈ N2, then cij = βψ(rji). The
Laplacian matrix L = (lij)N×N of G(C) is defined by lij = −cij for i 6= j and

lii =
∑N
j=1 cij . Moreover, let ξ be the smallest positive eigenvalue of L.
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As in [14, 29, 35], a structural assumption is required on the matrix of com-
munication rates, which can be stated as follows: there exists a constant ν > 0
such that ξ ≥ ν > 0. This is a technical but instrumental and standardly used
assumption that we use as well to perform our convergence analysis. In fact, the
above assumption has been briefly mentioned in [10] and applied to construct the
flocking conditions of a second-order dynamic model without delay. It allows both
conditional flocking and unconditional flocking to be implemented under some other
requirements on initial configurations.

Under the aforementioned setup, we have

〈Lv, v〉 =
α

2

∑
i∈N1

∑
j∈N1

ψ(rji) ‖vji(t)‖2 +
β

2

∑
i∈N2

∑
j∈N2

ψ(rji) ‖vji(t)‖2

+ κ
∑
i∈N1

∑
j∈N2

aij ‖vji(t)‖2 ,
(2.1)

where rji = ‖xj − xi‖ and vji = vj − vi. In addition, denote vc = 1
N

∑N
i=1 vi ∈ Rd

and define w = (w1, · · · , wN ) by wi = vi−vc for i ∈ N . Thus, we have
∑N
i=1 wi = 0

and

‖w(t)‖2 =
∑
i∈N
‖wi(t)‖2 =

1

2N

∑
i∈N

∑
j∈N
‖wij(t)‖2, (2.2)

where wij = wi − wj . For simplicity, we introduce several notations,

C1 = αN1 + κN2; C2 = κN1 + βN2; Pτ (t) =
∑
j∈N

∫ t

t−τ
‖v̇j(s)‖2ds;

C3 = (C2
1 + C2

2 )N(2ν)−1; C4 = 2N(α2 + κ2)N1 + 2N(κ2 + β2)N2;

C5 = (α2N1 + κ2N2)N1 + (κ2N1 + β2N2)N2,

(2.3)

where ν > 0 is a constant.

2.2. Main results

The conditions under which the flocking behavior of system (1.1) occurs are sum-
marized as follows.

Theorem 2.1. Let {xi(t), vi(t)}(i ∈ N ) be a solution to system (1.1) for a given
initial data. If the time delay τ satisfies τ ≤ τc = min{lnM0, (8C5M0)−1}, then
the system converges asymptotically, and flocking behavior occurs, where M0 =
1 + ν(16C3C4)−1, Ci(i = 3, 4, 5) are indicated in (2.3), and ν is a positive constant
determined by the interactive topology.

Remark 2.1. There are two explanations about the above theorem.

(i) Assume that α = β in (1.1),
∑
j∈N1

ψ(rji) = 1 for i ∈ N1 and
∑
j∈N2

aij = 1

for i ∈ N1. Let ξ1 be a left eigenvector to the simple eigenvalue 1 of the
(non-normalized) Laplacian matrix corresponding to the adjacency matrix
C = (cij)N×N . Thus, proceeding as Theorem 3 in [28], the asymptotic ve-

locity v∞ satisfies v∞ = (1 + γτ)−1
〈
ξ1, φ(0) + γ

∫ 0

−τ φ(θ)dθ
〉

, where φ =

(φ1, φ2, · · · , φN ) and γ = α+ κ; 〈·, ·〉 are the inner products of vectors.
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(ii) Although the flocking conditions proposed in Theorem 2.1 are sufficient, and
the upper bound of delay tolerated by the system is not optimal, it provides an
important reference for the delay control of multi-agent systems in engineering
applications.

To prove Theorem 2.1, we present some auxiliary lemmas.

Lemma 2.1. Letting {xi(t), vi(t)}(i ∈ N ) be a global solution to (1.1) for a given
initial data, then we have

1

2

d

dt
‖w(t)‖2 ≤ −ν

2
‖w(t)‖2 + C3τPτ (t), (2.4)

where ν > 0 is a constant, and C3 and Pτ (t) are as indicated in (2.3).

Proof. Since wi = vi − vc, for i ∈ N and
∑
i∈N wi = 0, we have

1

2

d

dt
‖w(t)‖2 =

∑
i∈N

wi(t) · (v̇i(t)− v̇c) =
∑
i∈N

v̇i(t) · wi(t). (2.5)

Substituting the second equation and third equation of (1.1) into (2.5), and using
(2.1) and the following fact

ṽji(t) = vj(t− τ)− vj(t) + vj(t)− vi(t), for i, j ∈ N , (2.6)

we obtain

1

2

d

dt
‖w(t)‖2 = α

∑
i∈N1

∑
j∈N1

ψ(rji)(vj(t− τ)− vj(t)) · wi(t)

+ β
∑
i∈N2

∑
j∈N2

ψ(rji)(vj(t− τ)− vj(t)) · wi(t)

+ κ
∑
i∈N1

∑
j∈N2

aij(vj(t− τ)− vj(t)) · wi(t)

+ κ
∑
i∈N2

∑
j∈N1

aij(vj(t− τ)− vj(t)) · wi(t)

− 〈Lw,w〉 ,

(2.7)

where we have used
∑N
i=1 wi = 0. For simplicity, we denote

U := (u1, · · · , uN1
), ui(t) :=

∑
j∈N1

ψ(rji)(vj(t− τ)− vj(t)),

pj(t) :=

∫ t

t−τ
‖v̇j(s)‖ds, I :=

∣∣∣∣∣∣α
∑
i,j∈N1

ψ(rji)(vj(t− τ)− vj(t)) · wi(t)

∣∣∣∣∣∣ .
(2.8)

Noting that ui(t) =
∑
j∈N1

ψ(rji)
∫ t
t−τ v̇j(s)ds, aji = aij ≤ 1 and ψ(·) ≤ 1, we have

‖U(t)‖ ≤
∑
i∈N1

‖ui‖ ≤
∑
i∈N1

∑
j∈N1

ψ(rji)

∫ t

t−τ
‖v̇j(s)‖ds = N1

∑
j∈N1

pj(t). (2.9)
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Thus, we further get

I ≤ α

∣∣∣∣∣∑
i∈N1

ui · wi

∣∣∣∣∣ ≤ α‖U(t)‖ · ‖w(t)‖ ≤ αN1‖w(t)‖
∑
j∈N1

pj(t), (2.10)

where pj(t) is shown in (2.8). Thus, repeating the derivations in (2.9) and (2.10) to
estimate the 2nd, 3rd and 4th terms at the right end of (2.7), we get

1

2

d

dt
‖w(t)‖2 ≤ − 〈Lw,w〉+ ∆(t), (2.11)

where ∆(t) =
∑2
k=1 Ck‖w(t)‖

∑
j∈Nk pj(t), Ci(i = 1, 2) is shown in (2.3). According

to Young’s inequality, for δ1 > 0 and δ2 > 0, we have

∆(t) ≤ C1

2δ1

∑
j∈N1

pj(t)

2

+
C2

2δ2

∑
j∈N2

pj(t)

2

+
1

2
(C1δ1 + C2δ2) ‖w(t)‖2.

Furthermore, according to Cauchy inequality, we can get

∆(t) ≤ τ

2

(
C1N1

δ1
+
C2N2

δ2

)
Pτ (t) +

1

2
(C1δ1 + C2δ2) ‖w(t)‖2. (2.12)

Let δ1 = νC1(C2
1 + C2

2 )−1 and δ2 = νC2(C2
1 + C2

2 )−1, which means that (2.11) can
be further abbreviated as (2.4). The proof is completed.

Lemma 2.2. Letting {xi(t), vi(t)}(i ∈ N ) be a solution to (1.1) for a given initial
data, then we have

N∑
i=1

‖v̇i(t)‖2 ≤ 4C4‖w(t)‖2 + 4C5τPτ (t), (2.13)

where Ci(i = 4, 5) and Pτ (t) are defined in (2.3).

Proof. Noting that
∑N
i=1 ‖v̇i(t)‖2 =

∑
i∈N1

‖v̇i(t)‖2+
∑
i∈N2

‖v̇i(t)‖2, we estimate∑
i∈N1

‖v̇i(t)‖2 and
∑
i∈N2

‖v̇i(t)‖2 respectively.
For i ∈ N1, we use the second equations of (1.1) and (2.6) to get

v̇i(t) = α
∑
j∈N1

ψ(rji)ṽji(t) + κ
∑
j∈N2

aij ṽji(t)

= α
∑
j∈N1

ψ(rji)(vj(t− τ)− vj(t)) + α
∑
j∈N1

ψ(rji)wji(t)

+ κ
∑
j∈N2

aij(vj(t− τ)− vj(t)) + κ
∑
j∈N2

aijwji(t),

(2.14)

and it further follows from ψ(·) ≤ 1 and aij ≤ 1 that

‖v̇i(t)‖ ≤ α
∑
j∈N1

(pj(t) + ‖wji(t)‖) + κ
∑
j∈N2

(pj(t) + ‖wji(t)‖) ,
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where pj(t) =
∫ t
t−τ ‖v̇j(s)‖ds. Thus, according to the fundamental inequality and

Cauchy inequality, we have

‖v̇i(t)‖2 ≤ 4α2N1

∑
j∈N1

‖wji(t)‖2 + 4κ2N2

∑
j∈N2

‖wji(t)‖2

+ 4(α2N1 + κ2N2)τPτ (t).

(2.15)

An argument similar to the one used in the above shows that for i ∈ N2,

‖v̇i(t)‖2 ≤ 4κ2N1

∑
j∈N1

‖wji(t)‖2 + 4β2N2

∑
j∈N2

‖wji(t)‖2

+ 4(κ2N1 + β2N2)τPτ (t).

(2.16)

Therefore, it can be directly obtained (2.13) by simple calculation based on
(2.15), (2.16) and (2.2). The proof is completed.

Next, we turn to prove Theorem 2.1.

Proof. The proof is divided into two steps: one is to prove the exponential decay
of the velocity fluctuation based on the Lyapunov stability analysis, and the other
is to estimate the position diameter of the particle swarm by contradiction.

Step 1. We prove that the velocity fluctuation decays exponentially.

Motivated by [19], consider the following candidate energy function

Q(t) =
1

2
‖w(t)‖2 + θ

∫ t

t−τ
e−(t−s)

∫ t

s

N∑
i=1

‖v̇i(σ)‖2dσds, t ≥ τ, (2.17)

where θ = C3e
τ

1−4C5τ(eτ−1) . Noting that τ ≤ min{lnM0, (8C5M0)−1} with M0 =

1 + ν(16C3C4)−1, we have eτ ≤ M0 and τM0 ≤ (8C5)−1, and consequently, τeτ ≤
(8C5)−1, which means θ > 0. Further, the derivative of Q(t) along the solution
trajectory of system (1.1) is

d

dt
Q(t)

∣∣∣∣
(1.1)

=
1

2

d

dt
‖w(t)‖2 − θ

∫ t

t−τ
e−(t−s)

∫ t

s

N∑
i=1

‖v̇i(σ)‖2dσds

+ θ

∫ t

t−τ
e−(t−s)

N∑
i=1

‖v̇i(t)‖2ds− θe−τ
∫ t

t−τ

N∑
i=1

‖v̇i(σ)‖2dσ

=
1

2

d

dt
‖w(t)‖2 − θ

∫ t

t−τ
e−(t−s)

∫ t

s

N∑
i=1

‖v̇i(σ)‖2dσds

+ θ(1− e−τ )

N∑
i=1

‖v̇i(t)‖2 − θe−τ
∫ t

t−τ

N∑
i=1

‖v̇i(σ)‖2dσ.

(2.18)

Denote M1 := θ
∫ t
t−τ e

−(t−s) ∫ t
s

∑N
i=1 ‖v̇i(σ)‖2dσds. Thus, (2.18) is simplified as

d

dt
Q(t)

∣∣∣∣
(1.1)

=
1

2

d

dt
‖w(t)‖2 −M1 + θ(1− e−τ )

N∑
i=1

‖v̇i(t)‖2 − θe−τPτ (t), (2.19)
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where Pτ (t) =
∑N
j=1

∫ t
t−τ ‖v̇(s)‖2ds. Reviewing Lemma 2.1 and Lemma 2.2, we get

d

dt
Q(t)

∣∣∣∣
(1.1)

≤ − ν

2
‖w(t)‖2 + C3τPτ (t)−M1 − θe−τPτ (t)

+ θ(1− e−τ )
(
4C4‖w(t)‖2 + 4C5τPτ (t)

)
= −

(ν
2
− 4θC4(1− e−τ )

)
‖w(t)‖2 −M1

+
(
C3 − θe−τ + 4C5θ(1− e−τ )τ

)
Pτ (t).

(2.20)

Due to the definition of δ in (2.17), we have C3−θe−τ +4C5θ(1−e−τ )τ = 0. Thus,
(2.20) is rewritten as

d

dt
Q(t)

∣∣∣∣
(1.1)

≤ −C∗‖w(t)‖2 − θ
∫ t

t−τ
e−(t−s)

∫ t

s

N∑
i=1

‖v̇i(σ)‖2dσds, (2.21)

where C∗ = ν
2 − 4θC4(1− e−τ ). Noting that τ ≤ min{lnM0, (8C5M0)−1} ≤ lnM0,

we have eτ ≤ M0 = 1 + ν(16C3C4)−1. Thus, we get C∗ > 0, according to the
following derivations

4θC4(1− e−τ ) =
4C3C4(eτ − 1)

1− 4C5τ(eτ − 1)
<

4C3C4(eτ − 1)

1− 4C5τeτ
< 8C3C4(eτ − 1) ≤ ν

2
.

Therefore, there exists a positive constant r = min{C∗, 1} > 0 such that

d

dt
Q(t)

∣∣∣∣
(1.1)

≤ −rQ(t). (2.22)

To conclude, it suffices to write that

‖w(t)‖2 ≤ 2Q(t) ≤ c0e−rt, t ≥ τ. (2.23)

where c0 = 2Q(τ)erτ , and further (2.23) shows that ‖vij(t)‖2 = ‖wij(t)‖2 ≤
2N ‖w(τ)‖2 ≤ 2Nc0e

−rt for i, j ∈ N and t ≥ τ . Hence, Dv(t) ≤
√

2Nc0e
− rt2

can be obtained, which means that the velocity fluctuation decays exponentially.
Step 2. We prove the boundedness of the position diameter Dx(t).

First, we define a set

T :=

{
t > τ

∣∣∣∣ Dx(s) < Dx(τ) + 2
√

2Nc0r
−1e

r
2 τ , s ∈ [τ, t]

}
,

where C∗ > 0 is shown in Step 1. Let D∗ = Dx(τ) + 2
√

2Nc0r
−1e

r
2 τ . It follows

from Dx(0) < D∗ that T 6= ∅. Thus, we claim sup T = +∞. If not, then we have
T1 = sup T < +∞ and lim

t→T1−
Dx(t) = D∗, which means that there exist p, q ∈ N

such that

lim
t→T1−

‖xp(t)− xq(t)‖ = D∗. (2.24)

From the definitions of Dv, Dx and the Cauchy inequality, it can be obtained that

‖xp(t)− xq(t)‖ ≤ ‖xp(τ)− xq(τ)‖+

∫ t

τ

‖vp(s)− vq(s)‖ds

≤ Dx(τ) +

∫ t

τ

√
2Nc0e

− rt2 ds

= Dx(τ) +
2
√

2Nc0
r

(
e
r
2 τ − e− r2 t

)
, t ∈ [τ, T1).

(2.25)
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Let t→ T1− be in (2.25), and we have

lim
t→T1−

‖xp(t)− xq(t)‖ ≤ Dx(τ) +
2
√

2Nc0
r

(
e
r
2 τ − e− r2T1

)
< Dx(τ) +

2
√

2Nc0
r

e
r
2 τ ,

which is contrary to (2.24). Hence, supt>τ Dx(t) < D∗. The proof is completed.

3. Flocking conditions in scenarios without delay

In this section, we will analyze the flocking conditions of system (1.1) with τ = 0,
and the model considered is as follows

ẋi(t) = vi(t), i ∈ N ,

v̇i(t) = α
∑
j∈N1

ψ(rji)vji(t) + κ
∑
j∈N2

aijvji(t), i ∈ N1,

v̇i(t) = κ
∑
j∈N1

aijvji(t) + β
∑
j∈N2

ψ(rji)vji(t), i ∈ N2,

(3.1)

where xi, vi ∈ Rd(i ∈ N ), rji = ‖xj − xi‖, vji = vj − vi. The other parameters in
(3.1) have the same meaning as (1.1), and the initial data (xi(0), vi(0)) are denoted

by (xi0, vi0). Denote vc = 1
N

∑N
i=1 vi and let v̂ = (v̂1, · · · , v̂N ) defined by v̂i = vi−vc,

for i ∈ N . Thus, we have
∑N
i=1 v̂i = 0 and

‖v̂(t)‖2 =

N∑
i=1

‖v̂i(t)‖2 =
1

2N

N∑
i=1

N∑
j=1

‖v̂i(t)− v̂j(t)‖2, (3.2)

and further, ‖v̂i(t)− v̂j(t)‖ ≤
√

2N‖v̂(t)‖ for i, j ∈ N . For simplicity, we introduce
the following quantities

dX(t) = max
1≤i,j≤N

{‖xi(t)− xj(t)‖}, t ≥ 0;

dV (t) = max
1≤i,j≤N

{‖vi(t)− vj(t)‖}, t ≥ 0;

c1 = (α+ β)N ; c2 = 2κ
√

2NN1N2.

(3.3)

Based on the above preliminaries, we know that there exist some appropriate
coupling strengths satisfying c1 > c2 to ensure the enforceability of following discus-
sions. Under this premise, the conditions that allow the flocking behavior of system
(3.1) to occur can be described as follows.

Theorem 3.1. Let {xi(t), vi(t)}(i ∈ N ) be a solution to system (3.1) for a given
initial data. If there exists d0 > dX(0) such that c2 ≤ c1ψ(d0) and

√
2N‖v̂(0)‖ <

∫ d0

dX(0)

ρ(r)dr, (3.4)

where ρ(r) = c1ψ(r) − c2. Then, system (3.1) converges to a flock. In addition,
there exists d∗ < d0 such that supt≥0 dX(t) < d∗ and dV (t) ≤

√
2N‖v̂(0)‖e−ρ(d∗)t,

where ‖v̂‖ is indicated in (3.2); ci(i = 1, 2), dX and dV are shown in (3.3).
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Remark 3.1. If the interaction weight function in (3.1) is defined as ψ(r) = (1 +
r2)−s proposed in [9, 10], then a key feature is the role that s plays in ψ(r). When
s ≤ 1

2 , the population converges to flocking over time, it is regardless of its initial
states. More interestingly, it also showed that s > 1

2 convergence to a flock occurs,
supposed that the initial state satisfies some certain conditions, and it may fail to
occur otherwise. Roughly speaking, the particle swarm cannot be too unaligned
and too dispersed initially. Therefore, the case s > 1

2 (i.e., weak interactions) is
closer to biological populations, and not all the wild geese will ultimately align or
end up in a line.

Before proving Theorem 3.1, inspired by [19], we first construct the following
dissipation inequality.

Lemma 3.1. Let {xi(t), vi(t)}(i ∈ N ) be a solution to system (3.1) for a given
initial data. Then, we have

d

dt
‖v̂(t)‖ ≤ − ρ(dX(t))‖v̂(t)‖, a.e. t > 0, (3.5)

where v̂ = (v̂1, · · · , v̂N ); v̂i = vi−vc for i ∈ N ; vc = 1
N

∑N
i=1 vi; ρ(r) = c1ψ(r)− c2;

c1, c2 and dX are shown in (3.3).

Proof. Although the proof of the lemma is trivial, it is of vital significance to the
subsequent flocking conditions. We omit here, and refer to Lemma 2.1 in [19] for
details.

Now, we are in a position to prove Theorem 3.1.
Proof. Consider the following candidate Lyapunov function

E(t) = ‖v̂(t)‖+
1√
2N

∫ dX(t)

dX(0)

ρ(r)dr, t > 0,

where ρ(r) = c1ψ(r) − c2; c1, c2 and dX are shown in (2.3). Based on the above
preliminaries and the conditions in Theorem 3.1, we first have ρ(r) > 0, and then
the derivative of E(t) along the trajectory of system (3.1) is as follows

d

dt
E(t)

∣∣∣∣
(3.1)

=
d

dt
‖v̂(t)‖+

ρ(dX)√
2N

d

dt
dX(t). (3.6)

According to the definition of dV in (3.3), we take dV = ‖vp(t)− vq(t)‖ = ‖v̂p(t)−
v̂q(t)‖, and then we get d2

V (t) = ‖v̂p(t) − v̂q(t)‖2 ≤
∑N
i=1

∑N
j=1 ‖v̂i(t) − v̂j(t)‖2 =

2N‖v̂(t)‖2, which means that dV (t) ≤
√

2N‖v̂(t)‖. It further follows from Lemma
3.1 and (3.6) that d

dtE
∣∣
(3.1)

≤ 0, which implies that E(t) does not increase with

respect to t (i.e., E(t) ≤ E(0) for t > 0), and further we have∫ dX(t)

dX(0)

ρ(r)dr ≤
√

2N‖v̂(0)‖. (3.7)

Moreover, reviewing (3.4) produces∫ dX(t)

dX(0)

ρ(r)dr <

∫ d0

dX(0)

ρ(r)dr, t > 0. (3.8)
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Next, we prove ρ(dX(t)) = c1ψ(dX(t)) − c2 > 0 for all t > 0. If not, then
there exists 0 < t1 < +∞ such that ρ(dX(t1)) ≤ 0. It follows from ρ(d0) > 0 and
dX(0) < d0 that ρ(dX(0)) ≥ ρ(d0) > 0 according to the monotonous of ρ(r). Thus,
there exists t2 ∈ (0, t1) such that ρ(dX(t2)) = 0 and ρ(dX(t)) > 0, for t ∈ (0, t2).
Furthermore, we get ρ(dX(t1)) ≤ ρ(dX(t2)) < ρ(d0) ≤ ρ(dX(0)), which implies
dX(0) ≤ d0 ≤ dX(t2) ≤ dX(t1) and∫ dX(t2)

dX(0)

ρ(r)dr =

∫ d0

dX(0)

ρ(r)dr +

∫ dX(t2)

d0

ρ(r)dr ≥
∫ d0

dX(0)

ρ(r)dr,

yielding a contradiction with (3.8). Thus, ρ(dX(t)) > 0 for t > 0, and then according
to (3.8), there exists d∗ < d0 such that dX(t) ≤ d∗ < d0 for all t > 0, which
implies that the position diameter is bounded. Given this, we can further get
0 < ρ(d∗) ≤ ρ(dX(t)) for t > 0, and then we apply (3.5) in Lemma 3.1 to get

d

dt
‖v̂(t)‖ ≤ −ρ(d∗)‖v̂(t)‖. (3.9)

Thus, we get ‖v̂(t)‖ ≤ ‖v̂(0)‖e−ρ(d∗)t with ρ(d∗) > 0 according to Gronwall inequal-

ity. Since 2N‖v̂(t)‖2 =
∑N
i=1

∑N
j=1 ‖vi(t) − vj(t)‖2, we obtain ‖vi(t) − vj(t)‖ ≤√

2N‖v̂(0)‖e−ρ(d∗)t for i, j ∈ N , which implies lim
t→+∞

‖vi(t)−vj(t)‖ = 0 for i, j ∈ N .

The proof is completed.

Remark 3.2. As a direct application of Theorem 3.1, we get that the upper bound

on the position diameter df satisfy dX(0) < df and
√

2N‖v̂(0)‖ =
∫ df
dX(0)

ρ(r)dr.

4. Specific cases

In this section, we visualize the effects of inter-group interaction and time delay on
the flocking behavior of system (1.1).

Consider a system coupled by two groups with N1 = 3 and N2 = 5, as shown in
Figure 1. For simplicity, the intra-group interaction and inter-group interaction in
system (1.1) are set as ψ(r) = (1+r2)−0.6 and aij = aji = 1 for i = 1, 2, 3, j = 4, ...8.
The initial conditions are (xi(t), vi(t)) = (t sin(it), 1 + sin(it)), for i = 1, 2, 3, t ∈
[−τ, 0] and (xi(t), vi(t)) = (t sin(it), 1 − cos(it)), for i = 4, ...8, t ∈ [−τ, 0]. Other
parameters are given in specific examples.

Figure 1. A flock schematic of an eight-particle system coupled by two groups

• Case 1: α = β = 0.03, κ = 0, τ = 0 (see Figure 2). It can be intuitively seen
from Figure 2 that system (1.1) with the above parameters cannot achieve flocking
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behavior, because the velocity fluctuation converges to a positive constant, and the
position diameter diverges.
• Case 2: α = β = 0.03, κ = 0.02, τ = 0 (see Figure 3). The purpose is

to explore the effect of inter-group interaction on flocking dynamics by comparing
with Case 1. Under the above parameters, the system exhibits flocking behavior, as
shown in Figure 3. Compared with Case 1, it can be concluded that under certain
conditions, the exchange of information between groups has a positive effect on the
emergence of flocking behavior, which is consistent with practical experience.
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Figure 2. Schematic diagram of velocity fluctuation and position diameter evolution of system (1.1)
without inter-group interactions and time delays

• Case 3: α = β = 0.03, κ = 0.02, τ = 0.01π (see Figure 3). The purpose is
to investigate the effect of time delay on the two-group coupling system under the
premise of information interaction between groups and to demonstrate the validity
of the theoretical results in Theorem 2.1.

Theoretically, according to (2.3), the required parameters can be calculated as
C1 = 0.19, C2 = 0.21, C3 = 1.9052, C4 = 0.0104, C5 = 0.0426 and ν = 0.0631.
Consequently, we get

1

8C5
− τeτ = 2.9019 > 0, ln

(
ν

16C3C4
+ 1

)
− τ = 0.1502 > 0,

which means that τ ≤ τc in Theorem 2.1 is satisfied. Therefore, Theorem 2.1
guarantees that flocking behavior can occur in system (1.1), which is also confirmed
in Figure 3. In addition, we can intuitively observe from Figure 3 that the velocity
fluctuation and the position diameter for a given time are larger in Case 3 than in
Case 2. This result is consistent with practical experience, because the time delay
will increase the convergence time to a certain extent.
• Case 4: α = β = 0.03, κ = 0.06, τ = 0.01π (see Figure 3). Using the same

argumentation and analysis as in Case 3, the theoretical analysis shows that the
parameters in this case can ensure the emergence of flocking behavior in system
(1.1), since the conditions in Theorem 2.1 are satisfied. The required parameters
involved are calculated as follows: C1 = 0.39, C2 = 0.33, C3 = 2.1035, C4 =
0.036, C5 = 0.1386, ν = 0.1861 and

1

8C5
− τeτ = 0.8695 > 0, ln

(
ν

16C3C4
+ 1

)
− τ = 0.1115 > 0.

The simulation results in Figure 3 also verify the above theoretical analysis.
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In addition, comparing Case 3 and Case 4, it can be seen from Figure 3 that
the more timely the information interaction between individuals or the stronger the
coupling between groups is, the more likely the flocking behavior is to occur in the
system under certain conditions, which is in line with practical experience.
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Figure 3. Schematic diagram of evolution of velocity fluctuation and position diameter evolution in
Case 2, Case 3 and Case 4

5. Conclusions

From the perspective of mathematical mechanism, we have investigated the flocking
dynamic evolution mechanism of a two-group coupling system with measurement
delay and explored the flocking conditions related to the delay. We have established
a sufficient framework that depends on the size of the lag (see Theorem 2.1) to
ensure that flocking behavior occurs when the delay is less than a certain critical
value related to the system parameters, which means that we remove the assumption
that the time delay is sufficiently small in [5, 35].

Appendix A: flocking conditions for (1.1) with κ = 0,
τ = 0

System (1.1) with κ = 0 and τ = 0 can be considered as two independent Cucker-
Smale systems, and the model degenerates into

v̇i(t) = α
∑
j∈N1

ψ (rji) (vj(t)− vi(t)) , i ∈ N1 (5.1)

and

v̇i(t) = β
∑
j∈N2

ψ (rji) (vj(t)− vi(t)) , i ∈ N2, (5.2)

where α > 0, β > 0; ψ(r) =
(
1 + r2

)−s
with s ≥ 0; rji = ‖xj − xi‖. It can

be intuitively seen that (5.1) and (5.2) are essentially the Cucker-Smale mod-
el proposed in [9, 10]. We further denote xkc (t) := 1

Nk

∑
j∈Nk xj(t) and vkc (t) :=

1
Nk

∑
j∈Nk vj(t), k = 1, 2. For brevity, we adopt x̂i, v̂i(i ∈ N ) to represent these

two fluctuation variables. Based on the classical flocking results in [19], some sharp
conditions for flocking behavior can be obtained directly, as is shown below.
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Conclusion. Let {xi(t), vi(t)} (i ∈ N ) be a solution to (5.1)–(5.2) for a given initial
condition. If

‖v̂0‖ < ξ

∫ ∞
‖x̂0‖

ψ(s)ds, (5.3)

where ξ = min{αN−1
1 , βN−1

2 } > 0. Then, there exists xM ≥ 0 such that ‖v̂0‖ =
ξ
∫ xM
‖x̂0‖ ψ(s)ds, ‖x̂(t)‖ ≤ xM

2 and ‖v̂(t)‖ ≤ ‖v̂0‖ e−ξψ(xM )t. In addition, the main

results on flocking phenomena can be summarized as follows:

(i) if v1
c (0) = v2

c (0) and 0 ≤ s ≤ 1
2 , then unconditional flocking will achieve;

(ii) if v1
c (0) = v2

c (0), s > 1
2 , then systems (5.1) and (5.2) can converge to a flock

with v∞ = v1
c (0) = v2

c (0);

(iii) if v1
c (0) 6= v2

c (0), then the system will form two-cluster flocking asymptotically,
and in addition, v1

∞ = v1
c (0), v2

∞ = v2
c (0).
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[35] C. Pignotti and E. Trélat, Convergence to consensus of the general finite-
dimensional Cucker–Smale model with time-varying delays,Communications in
Mathematical Sciences, 2018, 16(8), 2053–2076.

[36] C. W. Reynolds, Flocks, herds, and schools: a distributed behavioral model,
ACM SIGGRAPH Computer Graphics, 1987, 21(4), 25–34.

[37] B. Sounvoravong and S. Guo, Dynamics of a Diffusive SIR Epidemic Model
with Time Delay, Journal of Nonlinear Modeling and Analysis, 2019, 1(3),
319–334.

[38] F. Sun, R. Wang, W. Zhu and Y. Li, Flocking in nonlinear multi-agent systems
with time-varying delay via event-triggered control, Applied Mathematics and
Computation, 2019, 350, 66–77.

[39] Y. Sun, Y. Wang and D. Zhao, Flocking of multi-agent systems with multiplica-
tive and independent measurement noises, Physica A: Statistical Mechanics and
its Applications, 2015, 440, 81–89.
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