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Abstract The limitation of contact between susceptible and infected indi-

viduals plays an important role in decreasing the transmission of infectious

diseases. Prevention and control strategies contribute to minimizing the trans-

mission rate. In this paper, we propose SIR epidemic model with delayed

control strategies, in which delay describes the response and e↵ect time. We

study the dynamic properties of the epidemic model from three aspects: steady

states, stability and bifurcation. By eliminating the existence of limit cycles,

we establish the global stability of the endemic equilibrium, when the delay is

ignored. Further, we find that the delayed e↵ect on the infection rate does not

a↵ect the stability of the disease-free equilibrium, but it can destabilize the

endemic equilibrium and bring Hopf bifurcation. Theoretical results show that

the prevention and control strategies can e↵ectively reduce the final number

of infected individuals in the population. Numerical results corroborate the

theoretical ones.
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1. Introduction

Mathematical model is an important tool of describing the transmission dynamics
of infectious diseases and evaluating the control strategies for curbing epidemics,
which has become a modern and interesting direction in the infectious diseases field.
Currently, the transmission of infectious diseases modeling has been widely studied,
including classical SI, SIR compartment models and so on [2, 13, 19, 21]. In the
process of infectious diseases modeling, disease incidence plays a key role in the
long-term dynamic behaviour of the model. Most traditional models of infectious
diseases assume that the incidence is standard or bilinear. However, the saturation
incidence sometimes gives a better representation of the dynamics of infectious
diseases [7, 15, 18].
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Various dynamic models have been proposed by mathematicians to investigate
the spread and evolution of infectious diseases. Chang, Meng and Zhang [1] inves-
tigated a nonlinear stochastic SIS epidemic system with multiplicative noise. Qi
et al., [20] proposed two new stochastic non-autonomous SEIS epidemic dynamical
models with latent and active patients. He, Wang and Huang [8] studied a nonlocal
and time-delayed reaction-di↵usion epidemic model with the vaccination strategy
in a heterogeneous habitat.

As a means of prevention and control strategies, media reports attract peo-
ple’s attention by reporting the number of infected individuals, deaths and pre-
ventive policies. Then, people can reduce the risk of infection by wearing masks
and washing their hands frequently. Many researchers have proposed some di↵er-
ent mathematical functions or models to describe the impact of media reports on
infection rate [3, 22, 27]. Moreover, threshold policy is often used in the control
measures [3, 24]. It is often the case that when the number of cases exceeds a cer-
tain value, the government will remind the public of avoiding contacting infectious
sources and suspected patients for the purpose of crisis awareness of the disease.
Thus, it will e↵ectively reduce the incidence of the disease. Therefore, piecewise
incidence has been established in many pieces of literature [24, 28].

For many infectious diseases, it is important to consider the influences of delays
on the disease dynamics. Time delay is very common in the transmission of infec-
tious diseases and can be caused by various factors. The most notable reasons for a
delay are the latency of the infection in a vector and the latent period in an infected
host [9,10,23,25]. In these cases, the infection takes some time in the infected host
or vector and develops itself during a short period to become in the infection trans-
mission stage. Many scholars have considered mathematical modeling of population
dynamics with time delay [4,12]. Introducing time delay can present more complex
transmission dynamics properties.

In real life, prevention and control strategies may not be applied promptly,
which means that the infection rate is related to the number of previously infected
people. In this paper, we introduce the piecewise infection rate with delayed control
strategies into the SIR epidemic model in order to describe the impact of control
strategies on the development trend of infectious diseases. By studying the dynamic
properties of the model, we show that control strategies can e↵ectively reduce the
number of infected individuals. To reduce fluctuations in the number of infected
individuals, it is essential to ensure that control strategies are implemented in time.

The paper is organized as follows. The derivation and transformation of the
epidemic model are presented in Section 2. We investigate the critical conditions
for extinction and permanence of infectious diseases by Filippov system in Section
3. Section 4 contains dynamic properties analysis of the derived model without
delay. In Section 5, we discuss the e↵ect of delay on dynamic properties of the
equilibria by the bifurcation theory. In Section 6, we make numerical simulations
to verify the theoretical results. Our conclusions are given in Section 7 to end this
work.

2. Model derivation

To illustrate our ideas, we begin with a simple compartment SI epidemic model.
Assuming that the birth and death rate are zero (i.e., no demography), a simple
SI model with saturation incidence is given by the following system of ordinary
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di↵erential equations

Ṡ(t) = ��S(t)I(t)

1 + I(t)
, İ(t) =

�S(t)I(t)

1 + I(t)
(2.1)

with initial values N = S0+I0. N means that the total population size is a constant.
Here, S(t) and I(t) represent the number of susceptible individuals and infected
individuals in the population at time t respectively. � represents the infection rate,
and it is assumed to be a positive constant. Since S(t) = N�I(t), a modified model
from (2.1) reads

İ(t) =
�(N � I(t))I(t)

1 + I(t)
. (2.2)

It is known that if I0 > 0, then there exists lim
t!1

I(t) = N , which implies that all

the individuals in the population will be infected.
With the spread of the epidemic, public health authorities provide a lot of infor-

mation and reports through mass media on the risk of disease, transmission routes,
and protection methods, which attracts much attention. It makes people change
their behaviours which will reduce the probability of the disease transmission in
the population. This case shows that the infection rate should be assumed as a
decreasing function of the number of the infected individuals. When the number of
infected individuals exceeds a certain threshold, the government will strictly control
the contact between susceptible individuals and infected individuals, for example,
the isolation and lockdown of the community, which implies that the infection rate
highly decrease. Thus, motivated by the works [3,4,11,27], we construct a piecewise
function to describe the impact of prevention and control strategy on infection rate
by

�(I) =

8
<

:
�(1� �I), 0  I  1

� ,

0, I > 1
� ,

(2.3)

where � is the maximum infection rate, � represents the intensity of prevention
and control strategies, and 1

� means the exposure infection threshold. In addition,
0  �  1, � = 0 implies that the prevention and control strategies are not taken,
while � = 1 implies the maximum prevention and control e↵orts. The piecewise
infection rate function is more realistic and e↵ective than the constant infection
rate in describing the state of epidemic transmission. For the sake of reality, we
assume that the exposure infection threshold is smaller than the total population
(i.e., 1

� < N ). The equation for describing infectious diseases by (2.2) and (2.3) is
as follows.

İ(t) =
�max{0, 1� �I(t)}(N � I(t))I(t)

1 + I(t)
. (2.4)

Obviously, equation (2.4) can be expressed as the following segmented model

İ(t) =
�(1� �I(t))(N � I(t))I(t)

1 + I(t)
, 0  I  1

�
(2.5)

and

İ(t) = 0,
1

�
< I < N. (2.6)

We give a simple analysis for model (2.5). There always exists a disease-free
equilibrium I0 = 0 and a positive equilibrium I⇤ = 1

� . For the stability of equilibria
of (2.5), we have the following results.
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Theorem 2.1. For model (2.5), the following results are obtained.

(i) The disease-free equilibrium I0 is always unstable;

(ii) The positive equilibrium I⇤ is asymptotically stable.

Proof. (i) Let g(I) = �(1��I)(N�I)I
1+I . Then we obtain

g
0
(I) =

�(2�I3 + (3� � �N � 1)I2 � (2 + 2�N)I +N)

(1 + I)2
.

Since g
0
(I)|I=I0 = �N > 0, the disease-free equilibrium I0 of (2.5) is always unsta-

ble.
(ii) For the positive equilibrium I⇤ of (2.5), we get g

0
(I)|I=I⇤ = ��(�N�1)

1+� < 0.
That is, I⇤ is locally asymptotically stable. Further, we discuss the global stability
of the positive equilibrium I⇤ of (2.5) by classical Lyapunov method. Define a
function

V (t) = I �N �N ln
I

N
.

Notice that the function h(x) = x � 1 � lnx is non-negative. Then V (t) is also
non-negative for all t > 0. The derivative of V (t) along the solutions of (2.5) is

dV (t)

dt
= (1� N

I
)
�(1� �I)(N � I)I

1 + I
= ��(1� �I)(N � I)2

1 + I
.

It follows from the solution set for (2.5) that N � I > 0 for all t > 0, which implies

that dV (t)
dt = 0, if and only if I = 1

� . According to Lasalle Invariant Principle [16],
the positive equilibrium I⇤ of (2.5) is globally asymptotically stable .

Theorem 2.1 implies that the number of infected individuals eventually reaches
the exposure infection threshold and will decrease with the increase of prevention
and control e↵orts. Compared with the analysis results of (2.2), the prevention
and control e↵orts can reduce the number of infected individuals at the equilibrium
point, which inhibits the spread of infectious diseases.

In fact, it takes time for prevention and control strategies to have an impact
on the spread of infectious diseases. To be specific, patients are not immediately
diagnosed as infectious, and in cases where patients do not know they are infected,
infection rate is related to the number of infected individuals over time. Therefore,
we propose the infection rate function with discrete delay

�(I) =

8
<

:
�(1� �I(t� ⌧)), 0  I  1

� ,

0, I > 1
� ,

(2.7)

where time delay ⌧ refers to the time when the benefit of prevention and control
strategy comes out and the patient is clearly confirmed to be infectious. Since the
population movement is an important factor for infectious diseases to geographically
spread over the time, we include the demographic process to explore the long-
term persistence and endemic dynamics here. Based on the above considerations,
we establish an epidemic model with the segmented infection rate under delayed
prevention and control strategies by

8
><

>:

Ṡ(t) = ⇤� dS(t)� �max{0,1��I(t�⌧)}S(t)I(t)
1+I(t) ,

İ(t) = �max{0,1��I(t�⌧)}S(t)I(t)
1+I(t) � cI(t)� dI(t),

Ṙ(t) = cI(t)� dR(t),

(2.8)
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where all parameters are positive, ⇤ is the intrinsic growth rate of the human
population, d is the natural death rate, � is the maximum infection rate, � is the
prevention and control strategies e↵orts, and c is the recovery rate. Since R(t)
does not appear in the first two equations of system (2.8), we can simplify to the
following segmented model

(
Ṡ(t) = ⇤� dS(t)� �max{0,1��I(t�⌧)}S(t)I(t)

1+I(t) ,

İ(t) = �max{0,1��I(t�⌧)}S(t)I(t)
1+I(t) � pI(t),

(2.9)

where p = c+ d. The initial conditions of model (2.9) are given as

S(✓) = �1(✓) > 0, I(✓) = �2(✓) > 0, ✓ 2 [�⌧, 0]. (2.10)

We denote by C the Banach space of continuous functions � : [�⌧, 0] ! R2 equipped
with the suitable norm. Furthermore, we have

C+ = � = (�1,�2) 2 C : �i(✓) � 0 for all ✓ 2 [�⌧, 0], i = 1, 2.

By means of the fundamental theory of functional di↵erential equations [6, 14],
we can verify that there is a unique solution for system (2.9) with initial conditions
(2.10). Then, we discuss the positivity and boundedness of the solution. Letting
(S(t), I(t)) be any solution of system (2.9) satisfying conditions (2.10) and N(t) =
S(t) + I(t), we get

Ṅ(t)  ⇤� dN(t).

It is clear that the positive invariant set of system (2.9) with initial conditions (2.10)
is

⌦ = {(S, I) 2 R2
+ : 0  S, I  N  ⇤

d
}.

Furthermore, model (2.9) is well posed.

3. Equilibrium analysis of segmented model

The existence condition of equilibria of system (2.9) is discussed below. Since the
prevention and control strategy is primarily aimed at reducing the number of in-
fected individuals, we consider the case where the exposure infection threshold is
smaller than the total population (i.e., 1

� < ⇤
d ). Define Z = (S, I)T , and

FG1(Z) = (⇤� dS(t)� �(1� �I(t))S(t)I(t)

1 + I(t)
,
�(1� �I(t))S(t)I(t)

1 + I(t)
� pI(t))T ,

FG2(Z) = (⇤� dS(t),�pI(t))T .

Thus, when ⌧ = 0, model (2.9) is equivalent to the following system

Ż(t) =

(
FG1(Z), Z 2 G1,

FG2(Z), Z 2 G2,
(3.1)

where

G1 = {Z 2 R2
+ : 0  I <

1

�
}, G2 = {Z 2 R2

+ :
1

�
 I  ⇤

d
}.
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In addition, the switching surface separating the areas G1 and G2 is ⌃ = {Z 2 R2
+ :

I = 1
� }. Therefore, we call the part of system (3.1) in region G1 as system SG1 and

the part of system (3.1) in region G2 as system SG2 . System (3.1) is a special form
of Filippov system [5]. For the convenience of discussion, the following definitions
are given for each equilibrium of piecewise smooth system (3.1).

Definition 3.1. If Z⇤ satisfies FSG1
(Z⇤) = 0, Z⇤ 2 G1 or FSG2

(Z⇤) = 0, Z⇤ 2
G2, then it is called the regular equilibrium state of system (3.1). If Z⇤ satisfies
FSG1

(Z⇤) = 0, Z⇤ 2 G2 or FSG2
(Z⇤) = 0, Z⇤ 2 G1, then it is called the virtual

equilibrium state of system (3.1).

First, we analyze the existence of all possible equilibria of system SG1 . Ob-
viously, there always exists a disease-free equilibrium E0 = (⇤d , 0). Then, if the

endemic equilibrium E⇤ = (S⇤, I⇤) exists, S⇤ must satisfy S⇤ = p(1+I⇤)
�(1��I⇤)

, and I⇤ is
determined by the following equation

H(I) = p��I2 � (⇤�� + dp+ p�)I + ⇤� � dp = 0 (3.2)

and

� = (⇤�� + dp+ p�)2 � 4p��(⇤� � dp)

= (⇤�� � p�)2 + d2p2 + 2(⇤�� + p�)dp+ 4��dp2

> 0.

Therefore, equation (3.2) has two roots

I1 =
(⇤�� + dp+ p�)�

p
�

2p��
, I2 =

(⇤�� + dp+ p�) +
p
�

2p��
.

To make sure that S⇤ is positive, we must have 0 < I⇤ < 1
� . It follows from

equation (3.2) that H( 1� ) = �dp(1 + 1
� ) < 0, then we obtain I2 > 1

� , and I2 is
omitted. Now, notice that 0 < I1 < 1

� , if and only if H(0) = ⇤� � dp > 0,

which indicates that if R0 = ⇤�
dp > 1, system SG1 has a unique endemic equilibrium

E⇤ = (S⇤, I⇤), and it is the regular equilibrium state of system (3.1), where

S⇤ =
p(1 + I⇤)

�(1� �I⇤)
, I⇤ = I1 =

(⇤�� + dp+ p�)�
p
�

2p��
.

Second, we analyze the existence of all possible equilibria of system SG2 . Clearly,
Ē0 = (S̄0, Ī0) = (⇤d , 0) is a unique equilibrium of system SG2 . By Definition (3.1), it
shows that Ē0 is the virtual equilibrium state of system (3.1). Finally, we conclude
that model (2.9) and model (3.1) have the same equilibrium point.

4. Dynamic properties of segmented model without
time delay

In this section, we continue to study the stability of equilibria state Ē0, E0 and E⇤
of segmented model (2.9) without time delay. When ⌧ = 0, model (2.9) simplifies
to (

Ṡ(t) = ⇤� dS(t)� �max{0,1��I(t)}S(t)I(t)
1+I(t) ,

İ(t) = �max{0,1��I(t)}S(t)I(t)
1+I(t) � pI(t).

(4.1)
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Since model (3.1) is equivalent to model (4.1), here we will discuss the dynamic
properties of model (3.1) in the same way as in [17,29].

Theorem 4.1. For system SG1 , the disease-free equilibrium E0 is locally asymp-
totically stable, when R0 < 1, while the endemic equilibrium E⇤ is locally asymp-
totically stable, when R0 > 1. For system SG2 , the virtual equilibrium Ē0 is locally
asymptotically stable.

Proof. For system SG1 , the Jacobian matrix of system SG1 at E0 satisfies

J(E0) =

0

@�d �⇤�
d

0 ⇤�
d � p.

1

A .

If R0 = ⇤�
dp < 1, the eigenvalues of J(E0) are �1 = �d < 0, and �2 = ⇤�

d � p < 0,
which indicates that the disease-free equilibrium E0 is locally asymptotically stable.
Similarly, for system SG2 , we can obtain that the eigenvalues of J(Ē0) are �̄1 =
�d < 0 and �̄2 = �p < 0. Therefore, the virtual equilibrium Ē0 is also locally
asymptotically stable.

By setting the equations in system (4.1) to be zero, it is clear that the following
equations hold at the endemic equilibrium E⇤.

⇤� dS⇤ �
�(1� �I⇤)S⇤I⇤

1 + I⇤
= 0,

�(1� �I⇤)S⇤
1 + I⇤

� p = 0.

Hence, the Jacobian matrix of system SG1 at E⇤ can be given by

J(E⇤) =

0

@ � ⇤
S⇤

��S⇤(1�2�I⇤��I⇤
2)

(1+I⇤)2

⇤
S⇤

� d �S⇤(1�2�I⇤��I⇤
2)

(1+I⇤)2
� p

1

A .

Then, the associated characteristic equation of system SG1 at E⇤ can be described
as

�2 + (
⇤

S⇤
� �S⇤(1� 2�I⇤ � �I⇤

2)

(1 + I⇤)2
+ p)�+

p⇤

S⇤
� d�S⇤(1� 2�I⇤ � �I⇤

2)

(1 + I⇤)2
= 0.

(4.2)

From (4.2), we can derive that the eigenvalues �3 and �4 have the following rela-
tionship

�3 + �4 =
�S⇤(1� 2�I⇤ � �I⇤

2)

(1 + I⇤)2
� ⇤

S⇤
� p,

�3�4 =
p⇤

S⇤
� d�S⇤(1� 2�I⇤ � �I⇤

2)

(1 + I⇤)2
.

When R0 = ⇤�
dp > 1, we have

�3 + �4 =
p(1� 2�I⇤ � �I⇤

2)

(1 + I⇤)(1� �I⇤)
� ⇤�(1� �I⇤)

p(1 + I⇤)
� p

= �p2(�I⇤ + I⇤) + ⇤�(1� �I⇤)2

p(1 + I⇤)(1� �I⇤)
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< 0.

�3�4 =
⇤�(1� �I⇤)2 � dp(1� 2�I⇤ � �I⇤

2)

(1 + I⇤)(1� �I⇤)

>
dp(1� �I⇤)2 � dp(1� 2�I⇤ � �I⇤

2)

(1 + I⇤)(1� �I⇤)

=
dp(�2I⇤

2 + �I⇤
2)

(1 + I⇤)(1� �I⇤)

> 0.

Thus, the characteristic equation (4.2) has two eigenvalues with negative real parts.
It implies that E⇤ is locally asymptotically stable.

To further discuss the global stability of each equilibrium point, we introduce
the following Lemma [26]. For simplicity, the two equations on the right side of the
equation of system (4.1) are expressed by h1, h2 respectively.

Lemma 4.1. If the continuous function G is continuously di↵erentiable in R2
+,

when I 6= 1
� , and

@(Gh1)

@S
+

@(Gh2)

@I

is either strictly positive in R2
+ or strictly negative in R2

+, when I 6= 1
� , then system

(4.1) has no limit cycles.

Theorem 4.2. System (4.1) has no limit cycles.

Proof. With regards to system (4.1), we obtain

h1 = ⇤� dS(t)� �max{0, 1� �I(t)}S(t)I(t)
1 + I(t)

,

h2 =
�max{0, 1� �I(t)}S(t)I(t)

1 + I(t)
� pI(t).

Considering the continuous Dulac function G(S, I) = 1
I , we can calculate that,

if 0  I < 1
� ,

@(Gh1)

@S
+

@(Gh2)

@I
= �d

I
� �(1� �I)

1 + I
� �S(1 + �)

(1 + I)2
< 0,

and if 1
�  I  ⇤

d ,

@(Gh1)

@S
+

@(Gh2)

@I
= �d

I
< 0.

By Lemma 4.1, it is shown that system (4.1) has no limit cycles.

Theorem 4.3. If R0 < 1, the disease-free equilibrium E0 of (4.1) is globally asymp-
totically stable. If R0 > 1, the endemic equilibrium E⇤ of (4.1) is globally asymp-
totically stable.
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Proof. Notice that the virtual equilibrium Ē0 of system SG2 is locally asymptot-
ically stable, and it is located in region G1. Thus, all curves of the starting point
in region G2 will eventually enter region G1.

According to Theorem 4.1, when R0 < 1, the disease-free equilibrium E0 of
system SG1 is locally asymptotically stable, and it is a regular equilibrium state of
system SG1 . Meanwhile, the endemic equilibrium E⇤ does not exist. It is obvious
that the disease-free equilibrium E0 of system SG1 , and the virtual equilibrium Ē0

of system SG2 are coincident. By Theorem 4.2, there is no limit cycle in system
(4.1). It can be concluded that all curves of the starting point in region G1 and G2

will eventually approach E0. It can be deduced that the disease-free equilibrium E0

is globally asymptotically stable.
When R0 > 1, the disease-free equilibrium E0 in region G1 is unstable. The

endemic equilibrium E⇤ of system SG1 is locally asymptotically stable, and it is a
regular equilibrium state of system SG1 . All the curves in region G1 tend to E⇤.
By Theorem 4.2, there is no limit cycle in system (4.1), so all the curves starting
from region G1 and G2 will approach E⇤ at last. It means that E⇤ is globally
asymptotically stable.

5. Dynamic properties of segmented model with ti-
me delay

In this section, we discuss the e↵ects of time delay ⌧ on the stability of E0 and E⇤
of segmented model (2.9), where 0 < I⇤ < 1

� . Therefore, we have max{0, 1��I⇤} =
1� �I⇤.

Theorem 5.1. For model (2.9), if R0 < 1, the disease-free equilibrium E0 is lo-
cally asymptotically stable for any time delay ⌧ > 0. If R0 > 1, the disease-free
equilibrium E0 is unstable for any time delay ⌧ > 0.

Proof. When ⌧ > 0, linearizing system (2.9) at Ê = {Ŝ, Î}, we obtain

8
<

:
Ṡ(t) =

⇣
�d� �Î(1��Î)

1+Î

⌘
S(t)� �Ŝ(1��Î)

(1+Î)2
I(t) + ��ŜÎ

1+Î
I(t� ⌧),

İ(t) = �Î(1��Î)

1+Î
S(t) +

⇣
�Ŝ(1��Î)

(1+Î)2
� p

⌘
I(t)� ��ŜÎ

1+Î
I(t� ⌧),

(5.1)

where Ê = (Ŝ, Î) denotes any regular equilibrium of system (2.9). Let ~M(t) =
(S(t), I(t))T , and system (5.1) can be transformed as

d ~M(t)

dt
= O ~M(t) + P ~M(t� ⌧), (5.2)

where

O =

0

@
�d� �Î(1��Î)

1+Î
��Ŝ(1��Î)

(1+Î)2

�Î(1��Î)

1+Î

�Ŝ(1��Î)

(1+Î)2
� p

1

A , P =

0

@0 ��ŜÎ
1+Î

0 ���ŜÎ
1+Î

1

A .

Substituting ~M(t) = e�t~⌘, ~⌘ 6= ~0 into (5.2), then we have

�e�t~⌘ = Oe�t~⌘ + Pe�(t�⌧)~⌘,
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in other words,
(�E �O � Pe��⌧ )~⌘ = ~0,

where E is an identity matrix. Therefore, the associated characteristic equation of
system (2.9) is given by

det(�E �O � Pe��⌧ ) =

������

�+ d+ �Î(1��Î)

1+Î

�Ŝ(1��Î)

(1+Î)2
� ��ŜÎ

1+Î
e��⌧

��Î(1��Î)

1+Î
�� �Ŝ(1��Î)

(1+Î)2
+ p+ ��ŜÎ

1+Î
e��⌧

������
= 0.

(5.3)
It is clear that the associated characteristic equation of system (2.9) at E0 =
(⇤d , 0) = (Ŝ, Î) becomes

(�+ d)(�� ⇤�

d
+ p) = 0. (5.4)

Thus, equation (5.4) has two eigenvalues �1 = �d < 0, �2 = ⇤�
d � p. When R0 < 1,

�2 < 0, which implies that E0 is stable for any time delay ⌧ > 0. Similarly, when
R0 > 1, �2 > 0, then E0 is unstable for any time delay ⌧ > 0.

Theorem 5.2. For system (2.9), if (A1) holds, the endemic equilibrium E⇤ is
locally asymptotically stable when ⌧ 2 (0, ⌧0). If (A2) holds, system (2.9) un-
dergoes Hopf bifurcation at ⌧0 and the endemic equilibrium E⇤ is unstable when
⌧ 2 (⌧0,+1).

Proof. According to (5.3), the associated characteristic equation of system (2.9)
at E⇤ = (S⇤, I⇤) can be written as the form

�2 +A�+B + (C�+D)e��⌧ = 0, (5.5)

where

A =
⇤

S⇤
+

pI⇤
1 + I⇤

,

B =
⇤p

S⇤
� dp

1 + I⇤
,

C =
��S⇤I⇤
1 + I⇤

,

D =
d��S⇤I⇤
1 + I⇤

.

Since (5.5) is a transcendental equation, we consider whether there exists a pair of
pure imaginary roots. Let ! > 0 and suppose that � = i! is a pure imaginary root
of equation (5.5). By separating the real and imaginary parts, we get

(
B � !2 + C!sin(!⌧) +Dcos(!⌧) = 0,

A! + C!cos(!⌧)�Dsin(!⌧) = 0.
(5.6)

Thus,

Q(!) = !4 + (A2 � 2B � C2)!2 +B2 �D2 = 0. (5.7)

Define �1 = (A2 � 2B � C2)2 � 4(B2 �D2).
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(A1): Suppose �1 > 0, B2 �D2 < 0 .
Equation (5.7) has a positive root !⇤, where

!⇤ =

✓
�(A2 � 2B � C2) +

p
�1

2

◆ 1
2

.

According to (5.6), we get

⌧ (j) =
1

!⇤
arccos

✓
D!2

⇤ �AC!2
⇤ �BD

C2!2
⇤ +D2

◆
+

2j⇡

!⇤
, j = 0, 1, 2, 3, ...

Define ⌧0 = ⌧ (0). Next, we continue to discuss the transversality conditions for Hopf
bifurcation at ⌧ = ⌧0.

Let �(⌧) = v(⌧) + i!(⌧) be the root of equation (5.5). When ⌧ = ⌧0, we have
v(⌧0) = 0 and !(⌧0) = !⇤. Di↵erentiating equation (5.5) with respect to ⌧ , we have

✓
d�

d⌧

◆�1

=
2�+A+ Ce��⌧ � ⌧(C�+D)e��⌧

�(C�+D)e��⌧
=

(2�+A)e�⌧ + C

�(C�+D)
� ⌧

�
,

and by (5.6), we can derive

sign


d(Re(�))

d⌧

�

⌧=⌧0

= sign

"
Re

✓
d�

d⌧

◆�1
#

⌧=⌧0

= sign


Re

✓
(2i!⇤ +A)ei!⇤⌧0 +C

i!⇤(Ci!⇤ +D)

◆�

= sign


2!2

⇤ +A2 � 2B � C2

C2!2
⇤ +D2

�

= sign
⇥
Q0(!2

⇤)
⇤
.

Hence, if the following condition (A2): Q0(!2
⇤) 6= 0 holds, then the transversality

condition for Hopf bifurcation is satisfied.

6. Numerical simulations

In this section, we give some numerical simulations to illustrate the main results.
First, we numerically study the globally asymptotically stability of the disease-free
equilibrium E0 and the endemic equilibrium E⇤ of model (2.9), when ⌧ = 0. We
choose a set of parameters with values ⇤ = 1, � = 0.01, d = 0.02, p = 0.52,
� = 0.05. Then, direct calculation shows that R0 < 1. Model (2.9) has a disease-
free equilibrium E0 = (50, 0). From Figure 1(a), it is easy to see that all the
curves at di↵erent starting points tend to approach E0, which means that E0 is
globally asymptotically stable, when ⌧ = 0. Similarly, setting ⇤ = 20, � = 0.01,
d = 0.02, p = 0.12, � = 0.05, we get R0 > 1. Hence, model (2.9) has a unique
endemic equilibrium E⇤ = (906.3787, 15.6035). Figure 1(b) shows that E⇤ is globally
asymptotically stable, when ⌧ = 0.

Then, we numerically analyze the e↵ect of time delay ⌧ on the stability of the
endemic equilibrium E⇤ of model (2.9). Setting ⇤ = 20, � = 0.01, d = 0.02,
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(a) (b)

Figure 1. The phase diagram of S(t) and I(t) of model (2.9), when ⌧ = 0: (a)R0 < 1, the disease-free
equilibrium E0 of model (2.9) is globally asymptotically stable; (b)R0 > 1, the endemic equilibrium E⇤
of model (2.9) is globally asymptotically stable

p = 0.12, � = 0.05, we have R0 > 1, E⇤ = (906.3787, 15.6035), !⇤ = 0.4106,
⌧0 = 4.4905, Q0(!2

⇤) = 0.1690 > 0. In this case, the transversality condition for
Hopf bifurcation of model (2.9) holds. It can be seen from Figure 2 that E⇤ is
locally asymptotically stable, when ⌧ = 3 < ⌧0. Figure 3 indicates that when
⌧ = 5 > ⌧0, the number of susceptible and infected individuals changes periodically
(see Figure 3(a)), and there are periodic solutions near E⇤ (see Figure 3(b)).

(a) (b)

Figure 2. R0 > 1, ⌧ = 3: (a) the time series diagram of S(t) and I(t) of model (2.9); (b) the phase
diagram of S(t) and I(t) of model (2.9)

Next, in order to investigate the influence of the prevention and control e↵orts
on the epidemic disease, we draw the graphs of S⇤ and I⇤ at the endemic equilib-
rium with respect to the prevention and control e↵orts �. Figure 4 shows that as
the prevention and control e↵orts � increase, susceptible individuals increase while
infected individuals decrease at the endemic equilibrium. However, the graph tra-
jectories of infected individuals decrease more slowly as � increases, which implies
that high prevention and control e↵orts have little impact on reducing the number
of infected individuals at the endemic equilibrium. From Figure 5, we numerically
study the e↵ect of the prevention and control e↵orts on the dynamics of model (2.9),
when ⌧ = 0. As the prevention and control e↵orts � increase, susceptible individu-
als increase while infected individuals decrease. The graph trajectories of infected
individuals converge more quickly as � increases, which implies that the increase of
the prevention and control e↵orts can delay the infection progress of epidemics.
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(a) (b)

Figure 3. R0 > 1, ⌧ = 5: (a) the time series diagram of S(t) and I(t) of model (2.9); (b) the phase
diagram of S(t) and I(t) of model (2.9)

(a) (b)

Figure 4. Graphs of the number of S⇤ and I⇤ at the endemic equilibrium with the change of prevention
and control e↵orts �

(a) (b)

Figure 5. Under di↵erent prevention and control e↵orts �, the time series diagram of S(t) and I(t) of
model (2.9), when ⌧ = 0

7. Conclusions

This paper considers the e↵ects of delayed prevention and control strategies on
the infection rate and proposes a delayed SIR epidemic model with the piecewise
infection rate function. By analyzing the existence of the endemic equilibrium
E⇤, we obtain the basic reproduction number R0. When ⌧ = 0, by investigating
corresponding characteristic equations, the local stability of each of the feasible
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equilibria has been established. Further, the global stability of the disease-free
equilibrium E0 and the endemic equilibrium E⇤ has been completely established by
eliminating the existence of limit cycles. The theoretical analysis results show that if
R0 < 1, the disease-free equilibrium E0 is globally asymptotically stable at ⌧ = 0. In
this case, the disease will fade out. If R0 > 1, the endemic equilibrium E⇤ is globally
asymptotically stable at ⌧ = 0. In this case, the disease becomes endemic. Next,
we analyze the e↵ects of time delay ⌧ on the stability of the disease-free equilibrium
E0 and the endemic equilibrium E⇤. Theorem 5.1 shows that the time delay does
not change the stability of E0. When R0 > 1, the time delay can destabilize the
endemic equilibrium E⇤ causing Hopf bifurcation at ⌧ = ⌧0, and there are periodic
solutions near E⇤.

The prevention and control strategies can reduce the number of infected indi-
viduals at the equilibrium point, which inhibits the spread of infectious diseases.
Therefore, we suggest that the government and communities actively adopt those
strategies, for example, meticulous testing and tracking, massive isolation and strict
lockdown of people. In order to reduce fluctuations in the number of infected peo-
ple, it is essential to ensure that control strategies can be implemented in time. Last
but not least, according to the relationship between the prevention and control ef-
forts and the number of infected individuals at the endemic equilibrium, the spread
of diseases can be avoided without requiring a high level of e↵orts. We suggest
that moderate prevention and control e↵orts should be recommended to balance
economic development situations and control prevention strategies.
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