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Abstract. The z-transform is introduced to analyze a full discretization method for
a partial integro-differential equation (PIDE) with a weakly singular kernel. In this
method, spectral collocation is used for the spatial discretization, and, for the time step-
ping, the finite difference method combined with the convolution quadrature rule is
considered. The global stability and convergence properties of complete discretization
are derived and numerical experiments are reported.

AMS subject classifications: 65M12, 65M15, 65M70, 45K05

Key words: Partial integro-differential equation, weakly singular kernel, spectral collocation meth-
ods, z-transform, convolution quadrature.

1. Introduction

We consider initial-boundary value problems of the form

ut(x, t) =

∫ t

0

β(t − s)∆u(x, s)ds+ f (x, t), (x, t) ∈ Ω× (0, T], (1.1)

where β(t) = t−1/2/Γ(1/2), which has a weak singularity at t = 0 and Ω ≡ (−1,1)2,
subject to the boundary condition

u(x, t) = 0 on ∂Ω, t > 0, (1.2)
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and the initial condition
u(x, 0) = u0 in Ω. (1.3)

Here ut(x, t) = ∂ u(x, t)/∂ t,∆ is the two-dimensional Laplacian operator, ∂Ω is the bound-
ary of the unit square Ω and β is a real-valued and positive-definite kernel, i.e., β ∈
L1,l oc(0,+∞) and satisfies

∫ T

0

∫ t

0

β(t − s)ϕ(s)dsϕ(t)d t ≥ 0, ∀T > 0, ϕ ∈ C([0, T]). (1.4)

Equations of the form (1.1) arise in problems concerned with heat conduction in mate-
rials with memory, population dynamics, viscoelasticity and theory of nuclear reactors (see
Mustapha [19–21] and reference therein). The numerical solution of problems of the type
(1.1) was studied extensively in the literature. See, for instance, Mclean and Thomée [17],
Mclean et al. [18] and Pani et al. [23, 24] for the positive-type kernels, Chen [3], Sanz-
Serna [25], López-Marcos [14], Lubich et al. [16], Mclean and Mustapha [19], Lin and
Xu [11,12], Tang [28] for weakly singular kernels, Da [31,32] for completely monotonic
kernels and Da [33] for log-convex kernels.

As we know, spectral methods have become increasingly popular and been widely used
in spatial discretization of PDEs owing to its high order of accuracy (cf. [1,2,4–7,26,29]).
Some work has been done along this line and we particularly point out that Kim and
Choi [9] proposed and analyzed a spectral collocation method for the PIDEs with a weakly
singular kernel, the spatial discretization is based on the pseudo-spectral method and the
temporal discretization by finite difference methods was considered. Lin and Xu [11]
proposed a finite difference scheme in time and Legendre spectral method in space for
fractional diffusion-wave equation. Meanwhile, Li and Xu [10] proposed a spectral method
in both temporal and spatial discretizations for this equation. In those papers [9–11], the
error bounds of discretization in time are valid only on finite time intervals and point-
wise. From a practical point of view, it is more interesting and challenging to develop and
analyze high-order methods for PIDEs in a long time period.

This paper, motivated by [30], is devoted to approximate the problems (1.1)-(1.3)
using spectral collocation in each spacial direction for the spatial discretization. Then the
resulting systems of integro-differential equations in the time variable are discretized using
backward Euler method, combined with the convolution quadrature rule, by employing a
different approach involving the z-transform with respect to time sequence, we derive the
global stability properties and associated error estimates for large T . It should be noted
that the z-transform with respect to time sequence was employed by Sanz-Serna [25]. Our
result is related to but different from [25].

The outline of this paper is as follows. In the next section, we first introduce the Sobolev
spaces on a square and then define several projection operators from Sobolev spaces onto
the space of polynomials with degree less than an integer N . In Section 3 we introduce
the z-transform of a sequence { fn}∞0 and collect some of its properties. In Section 4, we
establish stability and convergence of the full discrete scheme for (1.1). Numerical results
in Section 5 validate the theoretical prediction in Section 4.
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2. Preliminaries

We introduce some definitions and recall some basic results which will be used through-
out the paper. We first introduce the Sobolev spaces on the square. For any integer m ≥ 0
and any x= (x1, x2) ∈ Ω, the Sobolev space is defined by

Hm(Ω) =

�
v ∈ L2(Ω) :

∂ p+qv

∂ x
p

1∂ x
q

2

∈ L2(Ω), (p,q) ∈ N2, p+ q ≤ m

�
,

which is equipped with the norm

‖v‖m =
� ∑

0≤p+q≤m





∂ p+qv

∂ x
p

1∂ x
q

2





2
�1/2

and set

H1
0 = H1 ∩ {v|v = 0 on ∂Ω}.

Further, for v : [0, T]→ Hm(Ω), define the norm ‖ · ‖L2(Hm) by

‖v‖L2(Hm) =

�∫ T

0

‖v‖2md t

�1/2
.

In particular, since H0(Ω) = L2(Ω), we have

‖v‖L2(H0) = ‖v‖L2(L2).

For an integer N > 0, we set PN = P̃N × P̃N , where P̃N is the space of the polynomials
of degree N in single variables. Further, we set P0

N (Ω) = {p ∈ PN |p(x) = 0 on ∂Ω}.
For our work, we require some spectral projection operators. First define the orthogo-

nal projection operator PN : L2 7→ PN (Ω) by

(v− PN v,φ) = 0, ∀φ ∈ PN (Ω). (2.1)

The projection error is estimated as follows (see [1,2,4,5])

‖v− PN v‖ ≤ CN−σ‖v‖σ, ∀v ∈ Hσ(Ω), σ > 0. (2.2)

We define the Ritz projection operator ΠN : H1
0 → P0

N (Ω) by

�−∆(v−ΠN v),Φ
�
= 0, ∀Φ ∈ P0

N (Ω). (2.3)

Lemma 2.1. The error estimate of the Ritz projection is: for all v ∈ Hσ(Ω) ∩ H1
0(Ω) with

0≤ µ≤ σ, σ ≥ 1
‖v −ΠN v‖µ ≤ cN e(µ)−σ‖v‖σ, (2.4)

where e(µ) = µ if µ ≤ 1 and e(µ) = 2µ− 1 if µ > 1.
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Proof. see [1,2,4,5]. �

We note that positive-definiteness of the kernel leads to global stability of the contin-
uous problem (1.1). The notion of a positive kernel plays a central role, the following
lemma, proved in [22], will often be used in this paper.

Lemma 2.2. β(t) ∈ L1,l oc(0,∞) is of positive type if and only if

Re bβ(s)≥ 0, for s ∈ {s ∈ C , Res > 0}, (2.5)

where bβ denotes the Laplace transform of β .

3. z-transform

In order to analyze the convergence of the discretization in time, we introduce the
z-transform of a real sequence (or L2-valued sequence) { fn}∞n=0, namely

Z
�{ fn}∞n=0

�
(z) =

∞∑

n=0

fnz−n, (3.1)

and review some of its properties. If { fn}∞n=0, {gn}∞n=0, · · · , are sequences, we shall denote
by capital letters F, G, · · · , their respective transforms.

Proposition 3.1. (see [13]) (Convolution Sum Theorem)

Z

� n∑

k=0

fk gn−k

�
(z) = F(z)G(z). (3.2)

Proposition 3.2. (see [13]) Let

gn =

¨
0, for n< 1,
fn−1, for n≥ 1,

G(z) = z−1F(z). (3.3)

For any ǫ > 0, suppose fǫ(t) is an impulse function, defined by

fǫ(t) =

∞∑

n=0

fnδ(t − nǫ),

where δ(t − nǫ) is an unit pulse function at t = nǫ.

The following proposition is necessary for our stability analysis, which is an extension
of Proposition 3.4 in [30].
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Proposition 3.3. Let { fn}, {hn} are two sequences of L2(Ω). assume we have two sampled

functions Fǫ(s) and Hǫ(s) as the Laplace transform of fǫ(t) and hǫ(t) respectively. We have

∞∑

n=0

( fn,hn)N e−nǫs =L {( f (t),h(t))Nδǫ(t)}

=
ǫ

2πi

∫ c+i π
ǫ

c−i π
ǫ

�
Fǫ(q), Hǫ(s− q)

�
N

dq, (3.4)

where z denotes complex conjugate of z, L (u) denotes the Laplace transform of a function u

defined on [0,∞), the discrete inner product will be defined the next section.

Proof. Since the proof follows the same procedure as [30], we omit the details (for
details on these conditions and the results see Proposition 3.4 in [30]). �

Both Fǫ(s) and Hǫ(s) are function of eǫs only, we can replace eǫs by z and eǫq by p, so
that Fǫ(q) becomes a function of p. that is, F(p) and Hǫ(s− q) becomes a function of z/p,
that is, H(z/p). As required by this mapping

dq =
� 1

ǫ eǫq

�
dp =
� p−1

ǫ

�
dp.

With this substitution equation (3.4) becomes

∞∑

n=0

( fn,hn)Nz−n =L
�
( f (t),h(t))Nδǫ(t)

	
=

1

2πi

∫

Γ

p−1
�

F(p), H
� z

p

��
N

dp, (3.5)

where Γ is a contour contain unit circle while not the poles of H(z/p) in the p-plane.

4. Full discretization schemes

In this section, we discuss the full discretization based on the spectral collocation meth-
ods in space and the backward difference quotient combined with the convolution quadra-
ture rule in time. Let ξ′

i
s be the nodes of the Gauss-Lobatto integration formula of degree

N and ωi the corresponding Legendre weight at ξi. Then, we see that

∫ 1

−1

p(ξ)dξ=

N∑

j=0

p(ξ j)ω j, ∀p ∈ P̃2N−1. (4.1)

We define the interpolation operator IN : C0(Ω) 7→ PN (Ω)by

IN v(x i j) = v(x i j), 0≤ i, j ≤ N ,

where x i j = (ξi,ξ j) for 0 ≤ i, j ≤ N . For any real µ, σ such that 0 ≤ µ ≤ 1 < σ, the
interpolation error is estimated as follows (see [8]):

‖v − IN v‖µ ≤ cNµ−σ‖v‖σ, ∀v ∈ Hσ(Ω). (4.2)
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Thus our spatial semi-discrete spectral approximation of (1.1) is the following collocation
problem: we look for a mapping U ∈ C1(P0

N (Ω)) such that, for any t ∈ (0, T ),

Ut(x i j)−
∫ t

0

β(t − s)∆U(x i j, s)ds = f (x i j), 1≤ i, j ≤ N − 1, (4.3a)

U(x0 j) = U(x i0) = U(xN j) = U(x iN) = 0, (4.3b)

U(x i j, 0) = u0(x i j), 0≤ i, j ≤ N . (4.3c)

Remark 4.1. The global behavior of spatial semi-discretization spectral collocation meth-
ods for such equation is discussed in [27].

We now define a discrete inner product:

(φ,ψ)N =
N∑

i, j=0

φ(x i j)ψ(x i j)ωiω j , ∀φ,ψ ∈ C0(Ω).

By (4.1) it follows that

(φ,ψ)N = (φ,ψ), ∀φ,ψ : φ ·ψ ∈ P2N−1(Ω).

The discrete norm
‖φ‖N = (φ,φ)1/2N , ∀φ ∈ C0(Ω),

is equivalent to the L2-norm, namely (see [1,2,4,5])

‖φ‖ ≤ ‖φ‖N ≤ 2‖φ‖, ∀φ ∈ PN (Ω). (4.4)

Finally, for any v ∈ C0(Ω), we define E(v) by

(E(v),φ) = (v,φ)N − (v,φ), ∀φ ∈ C0(Ω).

Lemma 4.1. For any v ∈ C0(Ω), it can be shown that

|(E(v),φ)| ≤ c{‖v − PN−1v‖+ ‖v − IN v‖}‖φ‖, ∀φ ∈ PN ,

from (4.2), for v ∈ Hσ(Ω), we have

|(E(v),φ)| ≤ cN−σ‖v‖σ‖φ‖, ∀φ ∈ PN . (4.5)

Proof. see [2]. �

The semi-discrete approximation (4.3) gives a system of ordinary differential equations
in the time variable. Let k > 0 be a time step and let Un ∈ P0

N (Ω) be the approximation
of the exact solution of (1.1) at time tn = nk. The time discretization considered will be
based on the backward difference quotient

∂ t U
n = (Un − Un−1)/k.
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Writing S
β
tn
(φ) =
∫ tn

0
β(tn − s)φ(s)ds, we consider the convolution quadrature rule,

suggested by Lubich [15], for approximating S
β
tn
(φ), i.e.,

qβn (φ) = k1/2
n∑

j=1

wn− jφ
j , (4.6)

where the quadrature weights w j are the coefficients of the power series,

bβ(1− z) = (1− z)−
1
2 =

∞∑

j=0

w jz
j . (4.7)

We have the following quadrature error.

Lemma 4.2. Let S
β
tn
(φ) and q

β
n (φ) are defined accordingly, then

‖Sβtn
(φ)− qβn (φ)‖ ≤ck

1
2 /
p

n‖φ(0)‖+ ck
1
2

∫ tn

tn−1

‖φt(s)‖ds

+ ck

∫ tn−1

0

(tn − s)−
1
2 ‖φt(s)‖ds. (4.8)

Proof. see formula (6.9) of [30] with α= 1/2. �

We next describe the stability and convergence properties of complete discretization.
For this purpose, our fully discretized scheme is defined by

∂ t U
n
i j + k1/2

n∑

m=1

wn−mAUm
i j = f n

i j , for 1≤ i, j ≤ N − 1, n≥ 1, (4.9a)

Um
0 j = Um

i0 = Um
N j = Um

iN = 0, for 0≤ i, j ≤ N , m ≥ 0, (4.9b)

U0
i j = u0(x i j), for 0≤ i, j ≤ N , (4.9c)

where Un
i j
= U(x i j, tn) and A = −∆. Furthermore, we can rewrite the above as in the

variational form

�
∂ t U

n,χ
�

N + k1/2
n∑

j=1

wn− j(AU j,χ)N = ( f
n,χ)N , ∀χ ∈ P0

N (Ω), n≥ 1, (4.10a)

U0 = IN u0, for 0≤ i, j ≤ N . (4.10b)

Theorem 4.1. For the backward Euler method (4.9), with Un and q
β
n are defined by (4.10)

and (4.6), respectively, then for any c > 0:

∞∑

n=1

e−nc‖Un‖2N ≤
4

(1− e−
c

2 )2

�
e−c‖U0‖2N + k2
� ∞∑

n=1

‖ f n‖N e−n c

2

�2�
. (4.11)
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Proof. By using Propositions 3.1, 3.2 and formulation (4.7), the application of the
z-transform to (4.10) leads to

(1− z−1)(eU(z),χ)N + k3/2 bβ(1− z−1)(AeU(z),χ)N = k(eF(z),χ)N + z−1(U0,χ)N , (4.12)

where

eU(z) = U1z−1 + U2z−2 + · · ·+ Unz−n + · · · ,
eF(z) = f 1z−1 + f 2z−2 + · · ·+ f nz−n + · · · .

Taking the inner product of (4.12) with eU(z), we find that

(1− z−1)‖eU(z)‖2N + k3/2 bβ(1− z−1)(AeU(z), eU(z))N
=k(eF(z), eU(z))N + z−1(U0, eU(z))N . (4.13)

Let z = es0+iη with any s0 > 0. and note that

Re(1− z−1) = 1− e−s0 cosη ≥ 1− e−s0 > 0.

Applying Lemma 2.2, we then have

Re bβ(1− z−1)≥ 0. (4.14)

We take the real part of (4.13) and obtain, from the positivity of the Laplacian operator A,
an estimate of the form

‖eU(z)‖N ≤
1

1− e−s0

�
e−s0‖U0‖N + k

∞∑

n=1

‖ f n‖N e−ns0

�
. (4.15)

Now applying (3.5), we have that

∞∑

n=1

e−nc‖Un‖2N =
1

2πi

∮

C
e

c
2

p−1
�
eU(p), eU
� ec

p

��

N

dp, (4.16)

where, Cec/2 is taken along the radius ec/2 circle, Therefore

∞∑

n=1

e−nc‖Un‖2N =
1

2π

∫ 2π

0

�
eU(e

c

2
+iη), eU(e

c

2
−iη)
�

N
dη

=
1

2π

∫ 2π

0

‖eU(e c

2
+iη)‖2N dη. (4.17)

From the inequality (4.15) we can get

∞∑

n=1

e−nc‖Un‖2N ≤
4

(1− e−
c

2 )2

�
e−c‖U0‖2N + k2
� ∞∑

n=1

‖ f n‖N e−n c

2

�2�
,
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here, we have used a simple inequality, that is

(|a|+ |b|)2 ≤ [2 max(|a|, |b|)]2 ≤ 4(|a|2+ |b|2), for any a, b ∈R,

then result follows. �

We are in position to prove the error estimate for the fully discretized scheme (4.9).

Theorem 4.2. Let u and {Un} be the solutions of (1.1) and (4.10) respectively. f ∈ Hσ(Ω),

with q
β
n given by (4.6). Provided β satisfies the conditions of Lemma 2.2, then for any δ > 0,

we have that

∞∑

n=1

e−nδ‖Un− u(tn)‖2

≤ 4c

(1− e−
δ
2 )2

�
N−2σ
h

e−δ‖u0‖2σ +
∞∑

n=1

e−nδ‖u‖2σ +
� ∞∑

n=1

e−n δ
2 ‖ut‖σ,L1(In)

�2i

+ k2
�� ∞∑

n=1

e−n δ
2 ‖E( f n)‖
�2
+
� ∞∑

n=1

e−n δ
2 ‖ut t‖L1(In)

�2
+ k
� ∞∑

n=1

e−n δ
2 n−

1
2 ‖Au0‖
�2

+ k
� ∞∑

n=1

e−n δ
2 ‖Aut‖L1(In)

�2
+ k2
� ∞∑

n=1

e−n δ
2 ‖β(tn − ·)Aut(·)‖L1(0,tn)

�2��
, (4.18)

where c > 0 is a generic constant which may not be the same at different occurrences.

Proof. For any t ≥ 0, we set eu = ΠNu, then eu satisfies the variational equation: for all
χ ∈ P0

N (Ω),

(eut ,χ)N =

∫ t

0

β(t − s)(∆eu(s),χ)N ds− (ut ,χ) + (eut ,χ)N + ( f ,χ), (4.19)

and set en = Un − eun+ eun − un = θ n+ρn, Subtracting (4.19) from (4.10) at time t = tn,

(∂ t U
n,χ)N − (un

t ,χ) + qβn (AU ,χ)N = (E( f
n),χ) + S

β
tn
(Aeu,χ)N .

It follows that

(∂ tθ
n,χ)N + qβn (Aθ ,χ)N =(E( f

n),χ) + {(un
t ,χ)− (∂ teun,χ)N}

+ {Sβtn
(Aeu,χ)N − qβn (Aeu,χ)N}. (4.20)

Applying (2.3), we can rewrite the above as follows

(∂ tθ
n,χ)N + qβn (Aθ ,χ)N

=(E( f n),χ) + {(un
t ,χ)− (∂ teun,χ)N}+ {Sβtn

(Au,χ)− qβn (Au,χ)}
=(E( f n),χ) + {(un

t − ∂ tu
n,χ)− (∂ tρ

n,χ)− (E(∂ tρ
n),χ)

− (E(∂ tu
n),χ)}+ {Sβtn

(Au,χ)− qβn (Au,χ)}. (4.21)
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We denote τn
1, τn

2 and τn
3 as follows:

τn
1 = (E( f

n),χ),

τn
2 = (u

n
t − ∂ tu

n,χ)− (∂ tρ
n,χ)− (E(∂ tρ

n),χ)− (E(∂ tu
n),χ),

τn
3 = S

β
tn
(Au,χ)− qβn (Au,χ).

We now turn to the estimates for τn
1, τn

2 and τn
3. from (4.4), we obtain

|τn
1| ≤ ‖E( f n)‖‖χ‖N . (4.22)

Using the Taylor formula with the integral form of the remainder will give

|un
t − ∂ tu

n| ≤
∫ tn

tn−1

|ut t |ds, n≥ 1.

Hence, from (2.4) and (4.5), we have immediately

|(E(∂ tρ
n),χ)| ≤ c‖∂ tρ

n‖‖χ‖N ≤
c

k

∫ tn

tn−1





∂ ρ

∂ t
(s)




ds‖χ‖N ≤
cN−σ

k

∫ tn

tn−1

‖ut‖σds‖χ‖N ,

|(E(∂ tu
n),χ)| ≤ cN−σ‖∂ tu

n‖σ‖χ‖N ≤
cN−σ

k

∫ tn

tn−1

‖ut‖σds‖χ‖N .

We have at once the following estimate for τn
2

|τn
2| ≤
�∫ tn

tn−1

‖ut t‖ds+
CN−σ

k

∫ tn

tn−1

‖ut‖σds

�
‖χ‖N . (4.23)

Finally, to estimate τn
3, using Lemma 4.2, we have

|τn
3|=|Sβtn

(Au,χ)− qβ
n
(Au,χ)| ≤ ‖Sβtn

(Au)− qβ
n
(Au)‖‖χ‖N

≤
�

ck
1
2 n−

1
2 ‖Au(0)‖+ ck

1
2

∫ tn

tn−1

‖Aut(s)‖ds+ ck

∫ tn−1

0

(tn− s)−
1
2 ‖Aut(s)‖ds
�
‖χ‖N . (4.24)

Applying z-transform to (4.21), then following the same line as in the derivation of (4.11)
and using the above estimates yields

∞∑

n=1

e−nδ‖θn‖2N ≤
4c

(1− e−
δ
2 )2

�
N−2σ
�

e−δ‖u0‖2σ +
� ∞∑

n=1

e−n δ
2 ‖ut‖σ,L1(In)

�2�

+ k2
�� ∞∑

n=1

e−n δ
2 ‖E( f n)‖
�2
+
� ∞∑

n=1

e−n δ
2 ‖ut t‖L1(In)

�2

+ k
� ∞∑

n=1

e−n δ
2 n−

1
2 ‖Au0‖
�2
+ k
� ∞∑

n=1

e−n δ
2 ‖Aut‖L1(In)

�2

+ k2
� ∞∑

n=1

e−n δ
2 ‖β(tn − ·)Aut(·)‖L1(0,tn)

�2��
. (4.25)
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Where the first term of the right-hand side of the above inequality follows a simple calcu-
lation:

‖θ(0)‖N =‖U0 − ũ0‖N = ‖IN u0 − ũ(0)‖N
≤2‖IN u0 − ũ(0)‖ ≤ 2(‖u0− IN u0‖+ ‖u0 − ũ(0)‖)
≤cN−σ‖u0‖σ.

Finally we get

∞∑

n=1

e−nδ‖Un− u(tn)‖2 ≤
∞∑

n=1

e−nδ(4‖θ n‖2N + 2‖ρn‖2)

≤ 4c

(1− e−
δ
2 )2

�
N−2σ
�

e−δ‖u0‖2σ +
∞∑

n=1

e−nδ‖u‖2σ +
� ∞∑

n=1

e−n δ
2 ‖ut‖σ,L1(In)

�2�

+ k2
�� ∞∑

n=1

e−n δ
2 ‖E( f n)‖
�2
+
� ∞∑

n=1

e−n δ
2 ‖ut t‖L1(In)

�2
+ k
� ∞∑

n=1

e−n δ
2 n−

1
2 ‖Au0‖
�2

+ k
� ∞∑

n=1

e−n δ
2 ‖Aut‖L1(In)

�2
+ k2
� ∞∑

n=1

e−n δ
2 ‖β(tn − ·)Aut(·)‖L1(0,tn)

�2��
.

This completes the proof. �

5. Numerical experiments

In this section, numerical examples for both 1-dimensional (1D) and 2-dimensional
(2D) partial integro-differential equations are given.

Example 5.1. (1D numerical example).
In our test problem, we choose the weakly-singular kernel

β(t) = (πt)−
1
2 , for t > 0.

So, with u0(x) = 0 and

f (x , t) =
3

2
(1− x2)t

1
2 +

3
p
π

4
t2,

the exact solution is
u(t, x) = t

3
2 (1− x2).

Denoting

Un = [U(x0, tn), U(x1, tn), · · · , U(xN , tn)]
T and F n = [ f (x0, tn), f (x1, tn), · · · , f (xN , tn)]

T .

From (4.9), we can obtain an equation of the matrix form:

ZN

��
I − k3/2D

(2)
N

�
Un
�
= ZN

�
Un−1 + k3/2

n−1∑

j=1

ωn− j D
(2)
N U j + kF n

�
,
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ase.
N L2 error in u (k = 1.0E − 3) L2 error in u (k = 1.0E − 4)
4 1.529e-1 1.526e-1
6 3.408e-3 3.089e-3
8 7.676e-4 9.363e-5
10 8.502e-4 8.578e-5
12 9.284e-4 9.366e-5Table 2: L2 errors in u, at t = 100, 1D 
ase.
N L2 error in u (k = 1.0E − 3) L2 error in u (k = 1.0E − 4)
6 1.127e+0 1.107e+0
8 5.495e-2 1.883e-2
10 5.692e-2 5.698e-3
12 6.215e-2 6.215e-3
14 6.697e-2 6.697e-3

where D
(2)
N is the second order Legendre collocation differentiation matrix (see formula

(2.3.29) of [2]), I denotes the unit matrix of order N + 1 and ZN is the matrix which
represents setting the first and last points of a vector to zero. From which we obtain
an explicit equations of Un. Considering the initial conditions, the L2-errors by using
our spectral collocation and backward Euler with convolution quadrature approach are
presented in Tables 1 and 2 for t = 2 and t = 100, respectively.

The first order convergence rate for the proposed method are observed from the above
table and it is observed that for fixed values of k the error decreases until N = 8 and then
remains almost unchanged. This implies that for N ≥ 8, the error is dominated by that
of the time discretization. Due to the small values of the time step, the effect of rounding
errors can also be observed.

Example 5.2. (2D numerical example).
In our test problem, the kernel β(t) = (πt)−1/2 and the forcing function f (x , y, t) is

chosen so that
u(x , y, t) = t3/2(1− x2)(1− y2)

is the exact solution of the partial integro-differential equation problem.
In the implementation of the spectral collocation methods, let Un and F n be two ma-

trices of order (N − 1)× (N − 1) such that

Un = (U(ξi,ξ j , tn))
N−1
i, j=1, F n = ( f (ξi,ξ j , tn))

N−1
i, j=1.

Then, (4.9) becomes the matrix equation

Un = Un−1 + k
3
2

n∑

j=1

ωn− j DU j + kF n,



568 J. Tang and D. XuTable 3: L2 errors in u, at t = 2, 2D 
ase.
N L2 error in u (k = 1.0E − 3) L2 error in u (k = 1.0E − 4)
4 1.959e-1 1.954e-1
6 5.825e-3 5.425e-3
8 1.363e-3 1.775e-4
10 1.679e-3 1.679e-4
12 2.003e-3 2.003e-4Table 4: L2 errors in u, at t = 100, 2D 
ase.
N L2 error in u (k = 1.0E − 2) L2 error in u (k = 1.0E − 3)
6 1.953e+0 1.929e-0
8 1.016e-1 4.109e-2
10 1.148e-1 1.150e-2
12 1.369e-1 1.369e-2
14 1.589e-1 1.589e-2

which can also be written as a standard linear system,

�
I ⊗ I − k

3
2 (I ⊗ D+ D⊗ I)

�
~un = ~un−1 + k

3
2

n−1∑

j=1

ωn− j(I ⊗ D+ D⊗ I)~u j + k~f n,

where I is the identity matrix and D = D
(2)
N (2 : N , 2 : N), ~f n and ~un are vectors of length

(N−1)2 formed by the columns of F n and Un and⊗ denotes the tensor product of matrices.
The similar error estimates for 1D PIDE can be obtained in the same way as we have

done for 2D PIDE case. In Tables 3 and 4, we list the L2-errors for t = 2 and t = 100,
respectively.

It is seen from Table 2 and Table 4 that our scheme is valid for large time computations
both in 1D and 2D cases.

6. Concluding remarks

We have formulated and analyzed the spectral collocation method associated with
backward Euler method and the first-order convolution quadrature rule on Eq. (1.1) under
properly regularity conditions which yield the global behavior of stability and convergence
of fully discretized numerical scheme in a straightforward way. Numerical results support
the analysis.

Acknowledgments The first author was supported in part by Scientific Research Fund of
Hunan Provincial Education Department of China (10C0654), the NSF of China (10971059,
11101136), the NSF of Hunan Province, China (10JJ6003), the Grant of Science and Tech-
nology Commission of Hunan Province, China (2012FJ4116) and the NSF of Hunan Uni-
versity of Technology (2011HZX17). The second author was supported in part by NSF of
China (10271046, 10971062).



Finite Difference-Spatial Spectral Collocation Methods 569

References

[1] C. BERNARDI AND Y. MADAY, Spectral Methods, in Handbook of Numerical Analysis, edited by
P. G. Ciarlet and J. L. Lions, North-Holland, Amsterdam, 1997.

[2] C. CANUTO, M. Y. HUSSAINI, A. QUARTERONI AND T. A. ZANG, Spectral Methods: Fundamentals
in Single Domains, Springer-Verlag, Berlin, 2006.

[3] C. CHEN, V. THÓMEE AND L. B. WAHLBIN, Finte element approximation of a parabolic integro-

differential equation with a weakly singular kernel, Math. Comput., 58 (1992), pp. 587–602.
[4] D. GOTTLIEB AND S. A. ORSZAG, Numerical Analysis of Spectral Methods: Theory and Appli-

cations, SIAM-CBMS, Philadelphia, 1977.
[5] B. Y. GUO, Spectral Methods and Their Applications, World Scientific, Singapore, 1998.
[6] B. Y. GUO AND L. L. WANG, Jacobi interpolation approximations and their applications to singu-

lar differential equations, Adv. Comput. Math., 14 (2001), pp. 227–276.
[7] B. Y. GUO AND L. L. WANG, Jacobi approximations in non-uniformly Jacobi-weighted Sobolev

space, J. Approx. Theory, 1 (2004), pp. 1–41.
[8] B. Y. GUO AND K. J. ZHANG, Non-isotropic Jacobi pseudospetral method, J. Comput. Math., 26

(2008), pp. 511–535.
[9] C. H. KIM AND U. J. CHOI, Spectral collocation methods for a partial integro-differential equation

with a weakly singular kernel, J. Austral. Math. Soc. Ser. B, 39 (1998), pp. 408–430.
[10] X. J. LI AND C. J. XU, A space-time spectral method for the time fractional diffusion equation,

SIAM J. Numer. Anal., 47 (2009), pp. 2108–2131.
[11] Y. M. LIN AND C. J. XU, Finite difference/spectral approximation for the time fractional diffusion

equations, J. Comput. Phys., 2 (2007), pp. 1533–1552.
[12] Y. M. LIN, X. J. LI AND C. J. XU, Finite difference/spectral approximations for the fractional cable

equation, Math. Comput., 80 (2011), pp. 1369–1396.
[13] J. L. LIONS AND E. MAGENES, Non-Homogeneous Boundary Value Problems and Applications

I, Springer Verlag, Berlin, Heidelberg, New York, 1972.
[14] J. C. LÓPEZ-MARCOS, A difference scheme for nonlinear partial integro-differential equation,

SIAM J. Numer. Anal., 27 (1990), pp. 20–31.
[15] C. LUBICH, Discretized fractional calculus, SIAM J. Math. Anal., 17 (1986), pp. 704–719.
[16] C. LUBICH, I. H. SLOAN AND V. THOMÉE, Nonsmooth data error estimates for approximations of

an evolution equation with a positive-type memory term, Math. Comput., 65 (1996), pp. 1–17.
[17] W. MCLEAN AND V. THÓMEE, Numerical solution of an evolution equation with a positive type

memory term, J. Austral. Math. Soc. Ser. B., 35 (1993), pp. 23–70.
[18] W. MCLEAN, V. THÓMEE AND L. B. WAHLBIN, Discretization with variable time steps of an evolution

equation with a positive type memory term, J. Comput. Appl. Math., 69 (1996), pp. 49–69.
[19] K. MUSTAPHA AND W. MCLEAN, Discontinuous Galerkin method for an evolution equation with a

memory term of positive type, Math. Comput., 78 (2009), pp. 1975–1995.
[20] K. MUSTAPHA AND H. MUSTAPHA, A second-order accurate numerical method for a semilinear

integro-differential equation with a weakly singular kernel, IMA J. Numer. Anal., 30 (2010),
pp. 555–578.

[21] K. MUSTAPHA, H. BRUNNER, H. MUSTAPHA AND D. SCHÓTZAU, An hp-version discontinuous

Galerkin method for integro-differential equations of parabolic type, SIAM J. Numer. Anal.,
49 (2011), pp. 1369–1396.

[22] J. A. NOHEL AND D. F. SHEA, Frequency domain methods for Volterra equations, Advances in
Math., 22 (1976), pp. 278–304.

[23] A. K. PANI, G. FAIRWEATHER AND R. I. FERNANDES, Alternating direction implicit orthogonal

spline collocation methods for an evolution equation with a positive-type memory term, SIAM J.



570 J. Tang and D. Xu

Numer. Anal., 46 (2008), pp. 344–364.
[24] A. K. PANI, G. FAIRWEATHER AND R. I. FERNANDES, ADI orthogonal spline collocation methods for

parabolic partial integro-differential equations, IMA J. Numer. Anal., 30 (2010), pp. 248–276.
[25] J. M. SANZ-SERNA, A numerical method for a partial integrodifferential equation, SIAM J. Nu-

mer. Anal., 25 (1988), pp. 319–327.
[26] J. SHEN AND T. TANG, Spectral and High-Order Methods with Application, Science Press, Bei-

jing, 2006.
[27] J. TANG, D. XU AND J. LIU, The global behavior of spacial spectral collocation methods for a

partial integro-differential equation with a weakly singular kernel (in Chinese), J. Sys. Sci. and
Math. Scis., 29 (2009), pp. 646–656.

[28] T. TANG, A finite difference scheme for partial integro-differential equations with a weakly singu-

lar kernel, Appl. Numer. Math., 11 (1993), pp. 309–319.
[29] L. N. TREFETHEN, Spectral Methods in Matlab, SIAM, 2000.
[30] D. XU, The global behavior of time discretization for an abstract Volterra equation in Hilbert

space, CALCOLO, 34 (1997), pp. 71–104.
[31] D. XU, Uniform l1 behaviour for time discretization of a volterra equation with completely mono-

tonic kernel: I. Stability, IMA J. Numer. Anal., 22 (2002), pp. 133–151.
[32] D. XU, Uniform l1 behaviour in a second-order difference-type method for a linear Volterra

equation with completely monotonic kernel I: Stability, IMA J. Numer. Anal., 31 (2011), pp.
1154–1180.

[33] D. XU, Stability of the difference type methods for linear Volterra equations in Hilbert spaces,
Numer. Math., 109 (2008), pp. 571–595.


