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Abstract. In this paper, we investigate a priori error estimates for the quadratic opti-
mal control problems governed by semilinear elliptic partial differential equations using
higher order triangular mixed finite element methods. The state and the co-state are ap-
proximated by the order k Raviart-Thomas mixed finite element spaces and the control
is approximated by piecewise polynomials of order k (k > 0). A priori error estimates
for the mixed finite element approximation of semilinear control problems are obtained.
Finally, we present some numerical examples which confirm our theoretical results.
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1. Introduction

Optimal control problems governed by semilinear elliptic partial differential equations
have been so widely met in all kinds engineering problems. Efficient numerical methods
are critical for successful applications of optimal control problems in such cases. Recently;,
the finite element method of optimal control problems plays an important role in numerical
methods for these problems, and the relevant literature is extensive, see, for example,
[17,22,24,27].
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Many contributions have been done to the priori error estimates of the standard finite
element approximation, see, for example, Falk [11], Geveci [12]. But it is more difficult
to obtain such error estimates for optimal control problems where the state equations are
nonlinear or where there are inequality state constraints. While a priori error analysis for
finite element discretization of optimal control problems governed by elliptic equations
is discussed in many publications, see, for example, [16], there are only few published
results on this topic for nonlinear optimal control problems, see, for example, Arada and
Casas [1], Gunzburger and Hou [15].

In many control problems, the objective functional contains gradient of the state vari-
ables. Thus accuracy of gradient is important in numerical approximation of the state
equations. In the finite element community, mixed finite element methods should be used
for discretization of the state equations in such cases. In computational optimal control
problems, mixed finite element methods are not widely used in engineering simulations.
In particular there doesn’t seem to exist much work on theoretical analysis of mixed finite
element approximation of optimal control problems in the literature. More recently, we
have done some preliminary work on sharp a posteriori error estimates, error estimates
and superconvergence of mixed finite element methods for optimal control problems, see,
for example, Chen et al. [6-9,23]. However, it doesn’t seem to be straightforward to extend
these existing techniques to the nonlinear optimal control problems.

For 1 < p < oo and m any nonnegative integer let W™P(Q) = {v € LP(Q); DPv e
LP(Q) if | B| < m} denote the Sobolev spaces endowed with the norm

vz, = > IDPVIE, ),

[Bl<m

and the seminorm |V 17,y= Xg1o D7V ). We set Wg#(@) = fv € WP(2):¥ lag=

0}. For p = 2, we denote H™(€2) = W™(), H'(2) = Wg"3(Q), and |||y = [I-llns. 1]l =
Il Ilo,2- In addition C or ¢ denotes a general positive constant independent of h.

In this paper we derive a priori error estimates of optimal order with respect to all dis-
cretization parameters for general semilinear convex quadratic optimal control problems
using higher order triangular mixed finite element methods.

We consider the following semilinear quadratic optimal control problems:

_1_’_,21 5 11
L&g]gm—mn+gw—mu+2wn (1.1)

subject to the state equation

divp + ¢(y) = f +Bu, x €N, (1.2)
p=—-AVy, x €, 1.3)
y=0, x €0Q, (1.4)

where the bounded open set  C R?, is a convex polygon or has the smooth boundary
9. We shall assume that f € H'(Q) and a > 0 are given, and B is a continuous linear
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operator from U = L?(Q) to H'(Q)). For any R > 0 the function ¢(-) € W2*(—R,R),
¢'(y) € L2(Q) for any y € H'(Q2), and ¢’(y) > 0. Furthermore, we assume the coefficient
matrix A(x) = (a; ;(x))axs € (WH®(Q))**? is a symmetric 2 x 2-matrix and there is a
constant ¢ > 0 satisfying for any vector X € R?, X’AX > c||x||§2. Here, K denotes the
admissible set of the control variable, defined by

K:{ueLZ(Q):Juzo}. (1.5)
Q

Now, we recall a result from Bonnans [5].

Lemma 1.1. For every function g € LP(Q), the solution y of
—div(AVy)+¢(y)=¢g inQ, ylsn=0, (1.6)
belongs to Hé(Q) N W?2P(Q). Moreover, there exists a positive constant C such that

Iy llw2e ) < CliglLe(ay- (1.7)

Due to Lemma 1.1, the state equations (1.2)-(1.4) admit a unique solution in Hé(ﬂ) N
H?(Q).
Next, we introduce the co-state elliptic equation

—div(A(Vz+P =)+ ¢ (V)z=y —ys, x€Q, (1.8)
with the boundary condition
z=0, x € 99. (1.9)

The existence of a unique solution of (1.8) is justified by Lemma 1.1. Moreover, we
make the following realistic assumption [6] on the regularity of the solution of the optimal
control problems (1.1)-(1.4) and the co-state problems (1.8)-(1.9):

uewb®(Q), y, z€H?*™(Q), for 0<s<1.

The outline of this paper is as follows. In Section 2, we construct the higher order
triangular mixed finite element approximation for optimal control problems governed by
semilinear elliptic equations. Furthermore, we briefly state the definitions and properties
of some interpolation operators. In Section 3, we show that the properties of the control
variable. Next, we derive a priori error estimates for the higher order Raviart-Thomas
triangular mixed finite element solutions of the optimal control problems in Section 4.
Numerical examples are presented in Section 5. Finally, we analyze the conclusion and the
future work in Section 6.
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2. Mixed methods of optimal control problems

We shall now describe the mixed finite element discretization of semilinear convex
optimal control problems (1.1)-(1.4). Let

V = H(div;Q) = {v € (LA(Q))%, divi e LZ(Q)}, W = L2(Q).
The Hilbert space V is equipped with the following norm:
Vllaiv = 17l aiviay = (VI o + v I3 )12,

We recast (1.1)-(1.4) as the following weak form: find (7, y,u) € V x W x U such that

. 1., L., 1 ,
in, {51 Ball + 51y = yal?+ S P} @)
(A5, %) - (y,divi) =0, VeV, (2.2)
(divp,w) + (¢ (y),w) = (f + Bu,w), Yw e Ww. (2.3)

It is well known (see, e.g., [19]) that the optimal control problem (2.1)-(2.3) has a
solution (7, y,u), and that a triplet (p, y,u) is the solution of (2.1)-(2.3) if and only if
there is a co-state (§,z) € V x W such that (P, y,q, z,u) satisfies the following optimality
conditions:

(A3, V) — (y,divi) =0, VeV, (2.4)
(divp,w) + (¢ (y),w) = (f + Bu,w), Ywew, (2.4b)
(A71G,7) = (z,divi) = —(F — Py, 7), VeV, (2.40)
(divg,w) + (¢’ (¥)z,w) = (¥ — yq, W), Ywew, (2.4d)
(au+ B*z,ii —u)y >0, ViieK, (2.4e)

where (:,-)y is the inner product of U, B* is the adjoint operator of B. In the rest of the
paper, we shall simply write the product as (+,-) whenever no confusion should be caused.

For ease of exposition we will assume that 2 is polygon. Let &, be regular triangulation
of Q. They are assumed to satisfy the angle condition which means that there is a positive
constant C such that for all T € J,, C"'h% < |T| < Ch%, where |T| is the area of T, hy is
the diameter of T and h = maxhr.

Let V, x W, € V x W denote the Raviart-Thomas space [14] of the index k associated
with the triangulation or rectangulation &, of Q, where k > 0. P, denotes the space of
polynomials of total degree at most k. Let V(T) = {V € P,f(T) +x-P(T)}, W(T) =P (T).
We define

V,:={#,eV:VT €F, vl €V(T)},
Wy :={w, eW VT € Z,wy|r e W(T)},
Ky := {ﬁh €K:VT e %aﬂhh € Pk(T)}.
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By the definition of finite element subspace, the mixed finite element discretization of
(2.1)-(2.3) is as follows: compute (B, Yi,up) € Vi, X Wj, X Kj, such that

S (0 P | , 5
min { 315~ Bal?+ 1o = yalP+ Sl @5
(AP, %) — (yp,divig) = 0, Vi, eV, (2.6)
(diVﬁh, Wh) + (d)(yh)’wh) = (f +Buh,wh), VWh (S Wh' (27)

It is well known that the optimal control problem (2.5)-(2.7) again has a solution
(P> Yn>uy), and that a triplet (Py, vy, uy) is the solution of (2.5)-(2.7) if and only if there
is a co-state (G, 2y,) € Vi, X W, such that (B, Yn, Gn, 21, Up,) satisfies the following optimality
conditions:

(A1 B, %) — (yp, divi) = 0, Vi, €V, (2.82)
(divpp, wi) + (@ (Yn), wi) = (f + Bup, wy), Vwy, € Wy, (2.8b)
(A™1Gy, %) — (21, diviyy) = —(Bh — Pa, Vi) Vi, €V, (2.80)
(divgy, wy) + (0" (Vi)zh wi) = (Vi — Ya» Wi, Vwy, € Wy, (2.8d)
(auy, + B*z, i, —uy,) > 0, Vi, € K, (2.8¢)

Let P, : W — W, be the orthogonal L2(£2)-projection into W}, define by [2]:

(PhW_W5X):05 wew, XGWh: (2.9)

which satisfies
1Paw —wlloq < Cllwll 4k, 0<t<k+1, ifwewnwH(Q), (2.10a)
|Paw —wl||_, < Cllwl||;a""", 0<rt<k+1,ifweH (Q), (2.10b)
(divi,w — P,w) =0, wew,ve Vh. (2.100)

Let ), : V — V,, be the Raviart-Thomas projection [25], which satisfies

(div(m,V — V), w) =0, veV,we Wi, (2.11a)
7tV = Vllog < ClIVIl gh", 1/g<t<k+1,if 7eVnwb(Q)?,  (2.11b)
|div(7t, ¥ — Plo < C||divi|lht,  0<t<k+1,if VeV nH (div; Q). (2.11¢)

We have the commuting diagram property
divorm,=P,odiv: V—-W, and div(I—m)V LW, (2.12)

where and after, I denote identity matrix.
Furthermore, we also define the standard L?-orthogonal projection Q;, : K — Kj,, which
satisfies: for any ii € K

(ﬁ — Qhﬁ, ﬂh)U =0, ‘v’ﬁh €Ky, (2.13a)
i — Quill_q v < Clitl, g yh™", 0<tr<k+1, forie WH(Q). (2.13b)
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For ¢ € W), we shall write

() —p(P)=—¢'(V)p—)=—¢"(p)p— )+ ¢"(¢)p — ¢)?, (2.14)

where

1
$’(¢)=J ¢’ (¢ +s(p — ¢))ds,
0

1
() = J (1-5)9"(p +s(¢ —p))ds
0

are bounded functions in Q.

3. Properties of the control variable

In this section, we will show that the control variable of the optimal control problem
(2.4a)-(2.4e) can be infinitely smooth if the special constraint set K defined as (1.5).
Lemma 3.1. Let (7, y,J,2,u) € (V x W)? x K be the solution of (2.4a)-(2.4¢e). Then we have

B*z B*z
u=max | 0, -—, (3.1)

a a

where B*z = fﬂ B*z/|€1| denotes the integral average on ) of the function z.

Proof 1f B*z > 0, then u = B*Z;B*Z and for any v €K

(au+B*z,v —u) = J (au+B*z)(v —u)

Q
B*z — B*z
=| B*2|lv—— | =B* | v>0.
Q a Q
If Bz <0, thenu = —% and (au+ B*z,v —u) = 0. Now, for the costate solution g, since
the solution of (2.4e) is unique, then we have proved the lemma. O

From Lemma 3.1, we can obtain the following regularity result for the control variable.

Lemma 3.2. Let (B, y,G,2,u) € (V x W)% x K be the solution of (2.4a)-(2.4e). Assume that
the data functions y4, pg, and the domain Q are infinitely smooth. Then the control function
u e C®(Q).

Proof. By applying the regularity argument of elliptic problem (1.2)-(1.3), it is clear
that y € H2(), so that p € H'(Q). It follows from the costate equation (1.8) and the
assumption of y4, Py, we can obtain that z € H?(2). Using the relationship between the
control and the costate u = max(0, BT:f)—Bf:f, then u € H2(Q2). Thus y € H*(Q), p € H3(Q).
By repeating the above process, we can conclude that u € C*(Q). O
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4. A priori error estimates

In the rest of the paper, we shall use some intermediate variables. For any control
function i € K, we first define the state solution (p(i1), y(it), q(ii),z(ii)) associated with i
that satisfies

AP, V) — (y(@),divi) = 0, VeV, (4.1a)
(divp(ir),w) + (¢ (y(i1)),w) = (f + Bii,w), Ywew, (4.1b)
(A1), V) — (2(i), divi) = —(B(@) — By, V), VeV, (4.1¢)
(divg(a@), w) + (¢’ (y (@)z(), w) = (y (@) = yq,w), Ywew. (4.1d)

Correspondingly, we define the discrete state solution (py,(i), y(i1), G (i), 2,(i1)) asso-
ciated with @i € K that satisfies

(A1 Bp(@), %) — (yp(@), diviry) = 0, V¥, € 7, (4.22)
(divpy (@), wy) + (¢ (yx(@0)), wy,) = (f + Bil, wy,), Vwy, € Wy, (4.2b)
A1y (@), ) — (z(@), diviy) = —(Bu(i) — B, ), Vi, € Vi, (4.20)

(divgy, (@), wy) + (¢’ (yp(@)z,(@), wy) = (Yu(@) — Y4, wp), Vwy, € W, (4.2d)

Thus, as we defined, the exact solution and its approximation can be written in the
following way:

(B,y,4,2) = (B(w), y(w), §(u), 2(u)),
(Bhs Yis Gn> 21) = (Br(wn)s Y (un), §u(un), z,(up))-
By Lemma 2.1 in [25], we can obtain the following technical results:

Lemma 4.1. Let w € V, ¢ € L2(Q)?%, and v € L*(Q). If T € W, satisfies

(A w,¥,) — (7,diviR) = (¢, ), Vi, € Vi,
(diVCO, Wh) + (YT: Wh) = (I:b: Wh): VWh € Wh:

then, there exists a constant C such that
I7llo < C (Rllwllo + hlldivesllo + llello + llvpllo) s (4.3)
for h sufficiently small.
Set some intermediate errors:
£1:=Pp—pp(w) and e;:=y— y(u). 4.4

To analyze the intermediate errors, let us first note the following error equations from
(2.4a)-(2.4b) and (4.2a)-(4.2b) with the choice {i = u:

(A_lgl,lj’h) - (el,divffh) =0, foh S Vh: (4.5a)
(divey,wy) + ((ﬁ’(y)el,wh) =0, Ywy, € W, (4.5b)

By (2.9)-(2.11c) and Lemma 4.1, we can establish the following error estimates:
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Theorem 4.1. There is a positive constant C independent of h such that

Iy = ya@llo < CR* M1yl 14640 (4.6)
I8 = Br@llo < CR Yy llks2s (4.6b)
15 = Ballaiw < CH* 1y lless (4.6¢)

where & is Dirac function.
Proof. Let T = Ppy — yp(u) and o = 7t,p — pp(uw). Rewrite (4.5) in the form
(A 'ey, ¥,) — (7,divii,) =0, Vi, €V, (4.72)
(diver, wy) + (' ()7, wi) = (' (¥)(Pry — ¥)swi), Ywy, € W, (4.7b)
It follows from (2.10a) and Lemma 4.1 that
lITllo < C(hlle1llo + hlldive,|lo + hk+1||)’||k+1+6k0)- (4.8)

Using again (2.10a) that

llexllo = lly — ya(Wllo
=Py = ¥llo +1I7llo
< C(hlleyllo + Rlldives llo + By llks146,,)- (4.9)

If we now again rewrite (4.5) as

(A7 o, %) — (t,divit,) = (A (7B — B), ), Vi, €V, (4.10a)
(diVO',Wh) = _(d;/(y)el5wh): VWh € Wh' (410b)

Using the standard stability results of mixed finite element methods in [4], we can establish
the following results:

llollaiv <CI7pB — Bllo + lleqllo)
Sc(th”J’”kH +le1llo)- (4.11)

From (4.11), (2.11b), and the commuting diagram property (2.12) we now obtain the
bounds

lle1llo < Clmpp — Bllo + llollo)
< CR ™My llisa + lleallo)s (4.12)

and

|ldive;|lo < C(lldiv(m,p — P)llo + lldivo]lg)
= C(||Py, o divp — divp]ly + ||divo|ly)
< C(h* M| yllkss + llexllo), (4.13)
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which, when substituted into (4.9), yield the estimates
llexllo < C(hlleyllo + hk+1||)’||k+1+5k0)~ (4.14)

Then (4.14) implies (4.6) holds if h is small enough. Applying (4.14) to (4.12) and (4.13)
shows that (4.6) also hold. O

Now, we set some other intermediate errors:
€9:=q—qn(u) and e, :=2z—z,(w). (4.15)
Let us note the following error equations from (2.4c)-(2.4d), (4.2¢)-(4.2d), and (2.14):

(A ey, 7)) — (eq, diviy) = — (&1, ), Vi, €V, (4.16a)
(divey, wy) + (' (V)ea, wp) = (e, wp) — (W) (¥)er, wy),  Vw, €Wy (4.16b)

Using the argument similar to the proof of Theorem 4.1, we can also derive the follow-
ing results:

Theorem 4.2. There is a positive constant C independent of h such that

Iz = 2, (@llo < CR* M Iyl 145,45 (4.17a)
15 = Ba@llo < CR 1y ll42, (4.17b)
17 = Gn(@llaiy < CH Iy llcs 3, (4.17¢)

where 8 is Dirac function.

With the intermediate errors, we can decompose the errors as follows

P—Pn=0 —Pp(u) +pp(u) — p := &1 + €4, (4.18a)
Y=yn=Y = ya@)+yp(u) —yp:=e; +11, (4.18b)
G —qn=q— qn(w) + Gy(u) — Gy := &5 + €3, (4.18¢)
z—zp =2 —zp(W) +z,(u) — 2, ;== ey + 1y (4.18d)

From (2.8), (4.2), and (2.14), we have

(A_lela Vh) - (rla le\j’h) = 03 Vl—fh € Vh:
(diver, wp) + (' (yn(w)ry, wy) = (B(u — up), wy), VYwy, € Wy,
(A 2, W) — (ra, divity) = —(Fr() — Br, ), Vi, € Vi,

(divey, wy) + (¢’ (Vr(@)ra, wi) = (a(W) — ya, wi) + (" (yidznry, wy),  Ywy, € Wi

The assumption that A € L®(Q; R?*2) implies that it is bounded that the inverse operator
of the map {e;,r;} : R> = V x W defined by the above saddle-point problem [4]:

lellaiv +1Ir1llo < Cllu = upllo, (4.19)
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where the continuity of the linear operator B has been used. By applying (4.19), we have

lleallai + lIr2llo < C(11BR — BrWllo + lyn — ya(@Wllo)
< Cllu—ullp- (4.20)

Let (P(w), y(u)) and (py(uy), yn(uz)) be the solutions of (2.2)-(2.3) and (2.6)-(2.7),
respectively. Let J(-) : K — R be a G-differential uniform convex functional near the
solution u which satisfies the following form:

@) = =115 = Ball2+ =1y = yall2 + Zlhull?
u =5 P —Pd 5 Y —Ya 5 uj|—.

We assume that we have a sequence of uniform convex functional J;, : K — R:

1 - 2 1 5 5
Jh(u)=§||Ph(u)—Pd|| +£||.)’h(u)_J’d” +§||u|| ,
1 1 a
Jh(up) = =11n — Ball* + =1l — yall* + = llupll.
n(up) 2||Ph pall 2||J’h yall 2|| wll
It can be shown that

(J'(w),v) = (au+B*z,v),
(J4(w),v) = (au + Bz, (W), v),
(5 (up),v) = (auy + Bz, v),

where z,(u) is the solution of (4.1)-(4.2a) with @i = u,. An additional assumption is
needed. We assume that the cost function J is strictly convex near the solution u, i.e.,
for the solution u there exists a neighborhood of u in L? such that J is convex in the sense
that there is a constant ¢ > 0 satisfying:

'@ —J'M,u—v)=cllu—vl|?, (4.21)

for all v in this neighborhood of u. The convexity of J(-) is closely related to the second
order sufficient optimality conditions of optimal control problems, which are assumed in
many studies on numerical methods of the problem. For instance, in many references,
the authors assume the following second order sufficiently optimality condition (see [1]):
there is ¢ > 0 such that J”(u)v? > c||v||2.
From the assumption (4.21), by the proof contained in [1], there exists a constant
¢ > 0 satisfying
(J,/l(v) —J,’l(u),v —u)>cllv—ul?, VveU,. (4.22)

In the following we estimate ||u — uyl|, and then obtain the results:

Theorem 4.3. Let (7,y,d,z,u) € (V x W)? x K and (By, Yn, Gn» 2n, Un) € (Vi X Wy)? X K,
(2.4) and (2.8), respectively. We assume that

u, au+ B*z € H*1(Q).
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Then, we have

llu — upllo < CH*HY, (4.23a)
IP = Prllaw + 11y — yallo < Ch**1, (4.23b)
1 — Gullaiw + 1z — 24llo < CRETL, (4.23¢)

Proof. We choose ii = uy, in (2.4e) and i, = Qju in (2.8e) to get that
(au+B*z,u, —u) >0, (4.24)
and
(aup + B*2,, Qpu —up,) > 0. (4.25)

Note that Quu —uy, = Quu —u+u—uy in (4.25) and add the two inequalities (4.24)-(4.25),
we have

(aup + Bz, — au — B*z,u — up,) + (auy, + B* 24, Quu — u) > 0. (4.26)
By applying the uniform convexity of J;(-) and (4.26), we obtain

cllu — upll3 S5, u — up) — (J5(wp), u —up)
=(au+ B*z,(w),u — uy) — (auy + B*zy,u — uy,)
<(B*zp(u) — B*z,u — uy) + (auy — au, Qqu — u)
+ (B* (21, — 25(1)), Qpu — u) + (B*(24(w) — 2), Qpu — )
+ (au+B*z,Quu — u). 4.27)

Now, we estimate all terms at the right side of (4.27). From the continuity of the
operator B and Lemma 4.2, we obtain

(B*z,(W) — B*z,u — up,) < Cllzp(w) — 2l - llu — wpllg < CRE Y Ju — wyl,.- (4.28)

By 6-Caunchy inequality, and the approximation property (2.13b) of the projection Qy, it
is clear that

(auy — au,Quu — u) < CR2*D 4 §lu — w12, (4.29)
for any small 6§ > 0. From (2.13b), (4.6a), and the continuity of the operator B, we have

(B*z, — B*z, (1), Quu — 1) < Ch2 D 4 5ju — uhll(z), (4.30a)
(B*z;,(u) — B*z,Qyu — u) < CR2Kk+1), (4.30b)
h h

where we use the estimates ||Q,u — ul|g < Chk+1||u||k+1. As we can see,

(w,p)
loll_xq=sup (4.31)

J
0€0,07£0 ||Q||k,n
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and using the approximation property (2.13b), then we obtain
(au+B*z,Quu —u) < Cllau+B*zllky1.0 - IQuu —ull_j_1 0 < Ch2(k+1), (4.32)
From (4.27)-(4.32) we have
cllu — upll2 < 26ju — uy |12 + CRHETD, (4.33)
It is easy to obtain that
llu —uyllo < CRFFL. (4.34)
By using (4.18), Theorems 4.1-4.2, and (4.19)-(4.20), we derive

1B — Brllaw + 11y — yallo
<[P = Brllaiy + Iy — yn@llo + [1Pr(w) = Brllaiy + lya(w) = yallo

<CH1, (4.35)
and
g — gnllaiv + 112 — 2llo
<II§ — gn(@llaiy + Iz — 2r(Wllo + 1Gx(w) — Grllaiv + lz(w) — 2pllo
<Ch**1, (4.36)
Then we derive the result (4.23b)-(4.23c¢). O

5. Numerical tests

In this section, we are going to validate the a priori error estimates for the error in the
control, state, and co-state numerically. The optimization problems were dealt numerically
with codes developed based on AFEPACK. The package is freely available and the details
can be found at [18].

Our numerical example is the following optimal control problem:

N T 2, 1,
min { 515~ Fall + 51y = yalP+ Sl | G.1)
divi+y® =Bu+f, p=-AVy, x€Q, Ylsga=0, (5.2)
divi +3y%2=y —y4, §=-A(Vz+pP—Pq), x€, zlzqn=0. (5.3)

In our examples, we choose the domain © = [0,1] x [0,1] and A= B = I. We present
below two examples to illustrate the theoretical results of the optimal control problem.
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Figure 1: The profile of the control solution on the 64 x 64 mesh grids.
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Figure 2: The profile of the control solution on the 64 x 64 mesh grids.

Example 5.1. We set the known functions as follows:
y =sin27mx; sin 27wx,,
Z = —sin2mx; sin 27x,,
up = 272 sin 7 sin 7wx,,
f=us +y3 —u, u=uy,
ya=1+21%)y —3y%s,

= — (7 cos 7x; sin Xy, 7w sin X COS TTX,) ,

jae11

=— ( 3 cos mmxy sin 7mx,, 73 sin 7wx; cos nxz) ,

oL QL

= (7‘5(1 + 12) cos X, sin wx,, (1 + 72) sin 7x; cos nxz) .
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In this numerical implementation, the errors ||[u—uy|lo, |[B—Pnllaivs 1Y —=Ynllo> 1G—qnllaivs
and ||z — 2|, obtained on RTO mixed finite element approximation and RT1 mixed finite
element approximation for state function are presented in Tables 1 and 2. The theoretical
results can be observed clearly from the data. The profile of the numerical solution is
plotted in Fig. 1.

Table 1: The numerical errors on RT0O mixed finite element for state function and piecewise constant
functions for control function.

] Errors
Resolution — —
llu — uyll 1P — Ball ly = yall Ig — gall llz — 2l
16 x 16 3.56759e-02 1.62504e-01 3.56977e-02 1.62509e-01 3.56759e-02
32 %32 1.78577e-02 8.13915e-02 1.78605e-02 8.13920e-02 1.78577e-02
64 x 64 8.93133e-03 4.07132e-02 8.93167e-03 4.07133e-02 8.93133e-03
128 x 128 | 4.46597e-03 2.03588e-02 4.46601e-03 2.03588e-02 4.46597e-03

Table 2: The numerical errors on RT1 mixed finite element for state function and piecewise linear
functions for control function.

. Errors
Resolution — —
llu — uyll 1P — Bull ly = yall Ig — dall llz — 2l
16 x 16 2.45618e-02 3.51262e-03 2.48576e-02 3.46962e-02 2.45618e-02
32 %32 6.14512e-03 8.80030e-04 6.18862e-03 8.68949e-03 6.14512e-03
64 x 64 1.53657e-03 2.20265e-04 1.55526e-03 2.17445e-03 1.53657e-03
128 x 128 | 3.84161e-04 5.51003e-05 3.88836e-04 5.43881e-04 3.84161e-04

Example 5.2. In this example we set the other known functions as follows:

y = (x1 + x,)sin 7x; sin 75,

2z = —(x; + x,) sin 7wx; sin 7o,

u=max(%,0) — g,

f =2m2(x; + x,) sin wxq sin wx, + cos wxg sinmwx, + y2 —u,

= — (7 cos 7 sin 7Tx, + sin 7y sin 7Ty, 7T COS X Sin 7TX + sin 7Tx; Sin7Tx,)

4 = — (7w cos mxy sin 7w, + sin 7wx; Sin Xy, 7 COS 7TX, Sin X, + Sin 7Tx sin Xy,

NS~ T]

g = (7w cos mxy sin 7w, + sin 7wx; Sin 7Tx, 7 COS X, Sin X1 + sin 7y sin 7wx,) ,

Ya =y +27m%(x; + x5)sin 71X €OS X5 — 27T €OS 7T SiN 7TX, — 27T SiN 72X, €OS X, — 3y 2.

The profile of the numerical solution is presented in Fig. 2. From the error data on
the uniform refined meshes, as listed in Tables 3 and 4, it can be seen that the priori error
estimates results remains in our data.

The above examples obviously indicate that the resulting error estimates in Theo-
rem 4.3 remains in output data. From the error data in our examples, it can be seen
that the priori error estimates that we have mentioned is exact.
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Table 3: The numerical errors on RT0O mixed finite element for state function and piecewise constant

functions for control function.
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j Errors
Resolution — —
llu — uyll \P — pall ly = yall 1g — gl llz — 2l
16 x 16 3.56759e-02 1.62504e-01 3.56977e-02 1.62509e-01 3.56758e-02
32 x 32 1.78578e-02 8.13915e-02 1.78605e-02 8.13920e-02 1.78577e-02
64 x 64 8.93133e-03 4.07132e-02 8.93167e-03 4.07133e-02 8.93133e-03
128 x 128 | 4.46597e-03 2.03588e-02 4.46601e-03 2.03588e-02 4.46597e-03

Table 4: The numerical errors on RT1 mixed finite element for state function and piecewise linear

functions for control function.

] Errors
Resolution — S
llu — uyll 1P — pall ly = yall ld — qull llz — 2l
16 x 16 1.54735e-03 5.68057e-03 1.54740e-03 5.68596e-03 1.54735e-03
32 x 32 3.87330e-04 1.42815e-03 3.87334e-04 1.42866e-03 3.87330e-04
64 x 64 9.68635e-05 3.58018e-04 9.68637e-05 3.58072e-04 9.68635e-05
128 x 128 | 2.42181e-05 8.96263e-05 2.42178e-05 8.96330e-05 2.42181e-05

6. Conclusion and future works

We have presented the higher order triangular mixed finite element methods of the
semilinear elliptic optimal control problems (1.1)-(1.4). By applying the priori error esti-
mate results (see [26]) of the standard mixed finite element methods, we have established
some error estimate results for both the state, the co-state and the control approximation
with convergence order h**1. The priori error estimates for the general semilinear elliptic
optimal control problems by mixed finite element methods seem to be new.

In our future work, we shall use the mixed finite element method to deal with the op-
timal control problems governed by nonlinear parabolic equations and convex boundary
control problems. Furthermore, we shall consider a priori error estimates and supercon-
vergence of optimal control problems governed by nonlinear parabolic equations or convex
boundary control problems.
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