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ON ERROR ESTIMATES OF THE PRESSURE-CORRECTION

PROJECTION METHODS FOR THE TIME-DEPENDENT

NAVIER-STOKES EQUATIONS

HAIYAN SUN, YINNIAN HE, AND XINLONG FENG

Abstract. In this paper, we present a new pressure-correction projection

scheme for solving the time-dependent Navier-Stokes equations, which is based

on the Crank-Nicolson extrapolation method in the time discretization. Error

estimates for the velocity and the pressure of semidiscretized scheme are de-

rived by interpreting the projection scheme as second-order time discretization

of a perturbed system which approximates the incompressible Navier-Stokes

equations.
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1. Introduction

Let Ω be a bounded domain in R2 assumed to have a sufficiently smooth bound-
ary ∂Ω. Now we consider the time-dependent Navier-Stokes problem















ut − ν∆u+ (u · ∇)u +∇p = f, (x, t) ∈ Ω× (0, T ],

div u = 0, (x, t) ∈ Ω× (0, T ],

u(x, 0) = u0(x), x ∈ Ω,

(1)

where u = u(x, t) represents the velocity vector of a viscous incompressible fluid,
p = p(x, t) the pressure, f = f(x, t) the prescribed body force. The problem
(1) should be completed with an appropriate boundary condition for the velocity
u. For the sake of convenience, we consider the homogeneous Dirichlet boundary
condition, i.e. u|∂Ω = 0, ∀ t ∈ (0, T ].

It is well known that the numerical solution of problem (1) involves several
major difficulties, and the crucial difficult is that the unknowns u and p are coupled
through the incompressibility condition div u = 0. Generally, in order to overcome
this difficulty, people often relax the incompressibility constraint in an appropriate
way, resulting in a class of pseudo-compressibility methods, among which are the
penalty method, the artificial compressibility method, the pressure stabilization
method and the projection method, see for instance [1, 2, 4, 7, 12, 17, 20, 22]. The
projection method is perhaps the most efficient and the easiest to implement for
solving the time-dependent Navier-Stokes equations.

The original projection method was introduced by Chorin [4] and Temam [26]
respectively in the late 60s. The original method is simple, but is not satisfactory
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since its convergence rate is irreducibly limited to O(δt). In order to solve these
problems, many literatures are put into the construction, analysis and implementa-
tion of projection-type schemes, (see for instance [6, 8, 10, 11, 16, 18, 20, 25, 27]).
An important class of projection methods is the so-called pressure correction meth-
ods introduced in [3, 8, 28]. These schemes consist of two substeps per time step:
the pressure is treated explicitly in the first substep and corrected in the second
substep by projecting the intermediate velocity onto the space of divergence-free
fields. These schemes are widely used in practice and have been rigorously analyzed
in [5, 9, 24].

The goal of this paper is to present a rigorous error analysis for the standard
incremental pressure-correction scheme, which is based on the Crank-Nicolson ex-
trapolation method in the time discretization. We prove the stability and second
order convergence in the L2-norm of the velocity, and first order convergence in
the L∞-norm of the pressure. Our results are consistent with the reference [23], it
appear to be the best possible under the general context considered in this paper.

The remainder of this paper is organized as follows. In Section 2, we introduce
some notations and recall important results which are used repeatedly in the core of
this paper. In Section 3, we give the new pressure-correction projection scheme for
solving the incompressible time-dependent Navier-Stokes equations, and we prove
the stability of the scheme. In Section 4, we derive some additional a priori estimates
for (un, pn) and perform some error analysis.

2. Preliminaries

For the mathematical setting of problem (1), we introduce the following Hilbert
spaces:

X = H1
0 (Ω)

2, Y = L2(Ω)2, W = L2
0(Ω) =

{

q ∈ L2(Ω);

∫

Ω

q(x)dx = 0

}

.

The space Y is equipped with the usual L2-scalar product (·, ·) and L2-norm ‖ · ‖0.
Denote by ‖ · ‖r the norm on Sobolev spaces Hr(Ω)2, where r = 1, 2. We recall
that if Ω is bounded in some direction then the Poincaré inequality holds:

‖v‖0 ≤ c(Ω)‖∇v‖0, ∀v ∈ X.

The quotient space H1(Ω)/R is defined as follows: the element of the quotient
space is equivalence classes. That is ∀v ∈ H1(Ω), the equivalence class of v is often
denoted

v̂ = {u|u ∈ H1(Ω), u − v ∈ R}.
Next, let the closed subset V of X be given by

V = {v ∈ X ; div v = 0 in Ω},
and we denote by H the closed subset of Y , one can show that

H = {v ∈ Y ; div v = 0 in Ω and v · ~n|∂Ω = 0}.
We refer reader to [7, 13-15] for details on these spaces. And PH is the orthogonal
projector in Y onto H , i.e.

(u − PHu, v) = 0, ∀u ∈ Y, v ∈ H.

The following inequalities (cf. [27])

‖PHv‖i ≤ c(Ω)‖v‖i, ∀v ∈ H1(Ω)2, i = 0, 1(2)
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hold. In the following, we use c or C as a generic positive constant which depends
only on Ω, ν, T and constants from various Sobolev inequalities. And we denote N
as a generic positive constant which may additionally depends on u0 and/or f .

We also introduce the trilinear forms b(·, ·, ·) and b̃(·, ·, ·)

b(u, v, w) = ((u · ∇)v, w), b̃(u, v, w) = b(u, v, w) +
1

2
((∇ · u)v, w).

We note that

b̃(u, v, v) = 0, ∀u ∈ H1(Ω)2, v ∈ X.(3)

Thus, we define B̃(u, v) such that 〈B̃(u, v), w〉 = b̃(u, v, w), ∀w ∈ X .
Moreover, we will use the inequality below

b̃(u, v, w) ≤ c‖u‖
1
2

0 ‖u‖
1
2

1 ‖∇v‖
1
2

0 ‖∆v‖
1
2

0 ‖w‖0,
∀u ∈ H1(Ω)2 ∩H, v ∈ H2(Ω)2 ∩X,w ∈ Y.(4)

In most cases, the following inequality is sufficient for our purposes. They can
be proved by using a combination of integration by parts, Hölder’s inequality and
Sobolev inequalities.
(5)

b̃(u, v, w) ≤















c‖u‖0‖∆v‖0‖∇w‖0, ∀v ∈ H2(Ω)2 ∩X, u ∈ H1(Ω)2, w ∈ X,

c‖∆u‖0‖∇v‖0‖w‖0, ∀u ∈ H2(Ω)2 ∩X, v ∈ X, w ∈ Y,

c‖∇u‖0‖∆v‖0‖w‖0, ∀ v ∈ H2(Ω)2 ∩X, u ∈ X, w ∈ Y.

The following Lemma of Gronwall type will be repeatedly used (see, for instance,
[15] for a proof).
Lemma 2.1.(Discrete Gronwall Lemma). Let B, k be nonnegative numbers and
an, bn, cn, dn be nonnegative sequences satisfying

am + k

m
∑

n=0

bn ≤ k

m
∑

n=0

andn + k

m
∑

n=0

cn +B, ∀ 0 ≤ m ≤ T

k
,

where k
[T/k]
∑

n=0
dn ≤M. Assume kdn < 1 and let σ = max

0≤n≤T

k

(1 − kdn)
−1. Then

am + k

m
∑

n=0

bn ≤ exp (σM)

(

k

m
∑

n=0

cn +B

)

, ∀ m ≤ T

k
.

Now, we give some assumptions about the data and the solutions of problem (1),
which will be used throughout the rest of the paper.

We assume that u0 and f are sufficiently smooth, more precisely

u0 ∈ H2(Ω)2 ∩ V, f ∈ C([0, T ];Y ).(6)

Under the above hypotheses, it is proved in [9] that

‖∆u(t)‖0 + ‖ut(t)‖0 + ‖∇p(t)‖0 ≤ N, ∀ t ∈ [0, T ].(7)

We note that higher regularity at t = 0 requires that the data u0 and f(0)
satisfy certain nonlocal compatibility conditions, but the smoothing property of
the Navier-Stokes equations makes the solution become as smooth as the data
allows for t > 0.
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In particular, we have the following regularity result, which is sufficient for our
error analysis (see, for instance, Theorem 2.4 in [14]).
Lemma 2.2. In addition to (6), we assume that

ft, ftt ∈ C([0, T ];Y ).(8)

Then for any t0 ∈ (0, T ), the solution of problem (1) satisfies

‖utt(t)‖20 + ‖∆ut(t)‖20 + ‖∇pt(t)‖20

+

∫ t

t0

(‖uttt(s)‖20 + ‖∆utt(s)‖20 + ‖∇ptt(s)‖20)ds ≤ N, ∀ t ∈ [t0, T ].(9)

3. The pressure correction scheme

In this section, there are two focuses. First, we consider the following version of
the pressure correction scheme. And then, we will give the stability of the scheme.

Let u0 = u(t0) ∈ H2(Ω)2 ∩X, and p0 = p(t0) ∈ W (Which can be obtained by
solving

∫

Ω
∇p · ∇qdx =

∫

Ω
(f + ν∆u − (u · ∇)u) · ∇qdx, ∀q ∈ H1(Ω) at t = t0) be

given, set (un, pn) are the nth order approximation to (u(t0 + nk), p(t0 + nk)).
Note that we will need the (u1, ũ1, p1) to start the scheme, so we solve (u1, ũ1, p1)

from the following pressure-correction projection scheme:

(10)

{ 1

k

(

ũ1 − u0
)

− ν∆ũ
1
2 + B̃(ũ

1
2 , ũ

1
2 ) +∇p0 = f(t 1

2
),

(ũ1 + u0)|∂Ω = 0,

and

(11)







u1 − ũ1 + βk∇(p1 − p0) = 0,
div u1 = 0,
u1 · ~n|∂Ω = 0.

For n ≥ 1, using problem (1), the first substep accounting for viscous convection-
diffusion equations is

(12)

{

1

k

(

ũn+1 − un
)

− ν∆ũn+
1
2 + B̃(φ(un+1), ũn+

1
2 ) +∇pn = f(tn+ 1

2
),

(ũn+1 + un)|∂Ω = 0,

and the second substep accounting for incompressibility is

(13)







un+1 − ũn+1 + βk∇(pn+1 − pn) = 0,
div un+1 = 0,
un+1 · ~n|∂Ω = 0,

where ũn+
1
2 = 1

2 (ũ
n+1 + un), φ(un+1) = (32u

n − 1
2u

n−1) and β is a constant to be
determined.

From (13), we infer that un+1 = PH ũ
n+1, which explains why we call (12)-(13) a

projection scheme. Actually, we observe that ∇(pn+1 − pn)·~n|∂Ω = 0 which implies
that

∇pn+1 · ~n|∂Ω = ∇pn · ~n|∂Ω = · · · = ∇p0 · ~n|∂Ω.
As a major deficiency of projection methods, they often suffer from reduced

accuracy for pressure iterations caused by nonphysical boundary data.
To simplify the notation, we denote tn = t0 + nk and for any function ω(t) and

any series an and ãn, we denote

ω̃(tn+ 1
2
) =

1

2
(ω(tn+1) + ω(tn)), a

n+ 1
2 =

1

2
(an+1 + an), ãn+

1
2 =

1

2
(ãn+1 + an).
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We also denote

en+1 = u(tn+1)− un+1, ẽn+1 = u(tn+1)− ũn+1, qn+1 = p(tn+1)− pn+1.

It is noticed that un+1 can be eliminated from (12)-(13). Replacing un in (12)
by ũn − βk∇(pn − pn−1) (obtained from (13)), we have
(14)










1

k

(

ũn+1 − ũn
)

− ν

2
∆(ũn+1 + PH ũ

n) + B̃(
3

2
PH ũ

n − 1

2
PH ũ

n−1,
1

2
(ũn+1 + PH ũ

n))

+(1 + β)∇pn − β∇pn−1 = f(tn+ 1
2
),

(ũn+1 + PH ũ
n)|∂Ω = 0.

We also derive from (13) that

(15) div ũn+1 − βk∆(pn+1 − pn) = 0,
∂pn+1

∂~n
|∂Ω =

∂pn

∂~n
|∂Ω.

From above we can find that the scheme (14)-(15) with a decoupled system
for (ũn+1, pn+1) is a second-order time discretization, this is the advantage of the
scheme, to the perturbed system (see similar interpretations in [19] and [21]):

uǫt−ν∆uǫ + B̃(uǫ, uǫ) +∇pǫ = f, uǫ|∂Ω = 0,(16)

div uǫ − ǫ∆ pǫt = 0,
∂pǫt
∂~n

|∂Ω = 0,(17)

with ǫ ∼ 1
2k

2. On the other hand, when ǫ << 1, the perturbed system (16)-(17)
can be regarded as an approximation to the problem (1). In reference [23], the
following theorem has been proved.
Theorem 3.1. Let f, ft, ftt ∈ C([0, T ];Y ), u0 ∈ H2(Ω)2 ∩ X and div u0 = 0.
Then for t0 ∈ (0, T ) sufficiently small, let (u, p) be the unique strong solution of
problem (1) in [0, T ] and (uǫ, pǫ) be the solution of (16)-(17) with the initial data
(uǫ(t0), p

ǫ(t0)) = (u(t0), p(t0)). Then for all t ∈ [t0, T ], we have
∫ t

t0

‖u(s)− uǫ(s)‖20ds +
√
ǫ‖u(t)− uǫ(t)‖20

+ ǫ(‖u(t)− uǫ(t)‖21 + ‖p(t)− pǫ(t)‖20) ≤ Nǫ2,

where N is a constant depending on the data u0, f and t0.
From Theorem 3.1, we can speculate that the convergence rate of the scheme

(14)-(15) is second-order in L2([t0, T ];Y ) for the velocity and first order in L∞([t0, T ];
L2(Ω)) for the pressure. In view of Theorem 3.1, we expect to prove the following
error estimates for (12)-(13):

k

m
∑

n=1

‖u(tn)− un‖20 + k2‖∇(u(tm)− um)‖20 + k2‖p(tm)− pm‖20 ≤ Nk4,(18)

for all 1 ≤ m ≤M , where M = [T−t0
k ] denotes the integer part of T−t0

k .
We first establish a stability result for the scheme (12)-(13). The techniques used

here will be repeatedly used later in different circumstances.
Lemma 3.2. Let β > 1

2 , if u
n+1 and ũn+1 are the solutions of problems (12) and

(13), then for m = 1, 2, · · · ,M − 1, the following inequality holds:

(1− 1

2β
)‖um+1‖20 +

νk

4

m
∑

n=1

‖∇(ũn+1 + PH ũ
n)‖20

≤ C(‖ũ1‖20 +
βk2

2
‖∇p1‖20 + ‖f‖2C([0,T ],H−1(Ω)2)).
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Proof. Taking the inner product of (14) with k(ũn+1 + PH ũ
n) and of (15) with

k((1 + β)pn − βpn−1) and summing up the two relations, since div PH ũ
n = 0 and

(3), we find that:

(ũn+1 − ũn, ũn+1 + PH ũ
n) +

νk

2
‖∇(ũn+1 + PH ũ

n)‖20
+ βk2((1 + β)∇pn − β∇pn−1,∇(pn+1 − pn))

= k < f(tn+ 1
2
), ũn+1 + PH ũ

n >

≤ Ck‖f(tn+ 1
2
)‖2−1 +

νk

4
‖∇(ũn+1 + PH ũ

n)‖20.(19)

We derive from (13) and (15) that

PH ũ
n − ũn = −βk∇(pn − pn−1),

(ũn+1 − ũn,∇γ) = βk(∇(pn+1 − 2pn + pn−1),∇γ), ∀ γ ∈ H1(Ω)/R,

therefore,

(ũn+1 − ũn, ũn+1 + PH ũ
n) = ‖ũn+1‖20 − ‖ũn‖20 − βk(ũn+1 − ũn,∇(pn − pn−1))

= ‖ũn+1‖20 − ‖ũn‖20 − β2k2(∇(pn+1 − 2pn + pn−1),∇(pn − pn−1))

= ‖ũn+1‖20 − ‖ũn‖20 −
β2k2

2
(‖∇(pn+1 − pn)‖20 − ‖∇(pn − pn−1)‖20)

+
β2k2

2
‖∇(pn+1 − 2pn + pn−1)‖20.

On the other hand,

βk2((1 + β)∇pn − β∇pn−1,∇(pn+1 − pn))

= βk2(∇pn,∇(pn+1 − pn)) + β2k2(∇(pn − pn−1),∇(pn+1 − pn))

=
βk2

2
(‖∇pn+1‖20 − ‖∇pn‖20 − ‖∇(pn+1 − pn)‖20)

+
β2k2

2
(‖∇(pn+1 − pn)‖20 + ‖∇(pn − pn−1)‖20)−

β2k2

2
‖∇(pn+1 − 2pn + pn−1)‖20.

We derive from (15) that

β2k2‖∇(pm+1 − pm)‖20 ≤ ‖ũm+1‖20.
Summing up (19) for n = 1, · · · ,m and collecting the above inequalities, since
β > 1

2 , we arrive at

(1− 1

2β
)‖ũm+1‖20 +

νk

4

m
∑

n=1

‖∇(ũn+1 + PH ũ
n)‖20

≤ ‖ũ1‖20 +
βk2

2
‖∇p1‖20 + C‖f‖2C([0,T ];H−1(Ω)2).

From (6) and the below lemma, we obtain the scheme is stable.

4. Error estimate for the time discrete case

In this section, we consider error estimate of the time discrete scheme. Now we
begin with a preliminary lemma for the truncation error which is defined by

Rn =
1

k

(

u(tn+1)− u(tn)
)

− ν∆ũ(tn+ 1
2
)

+ (ũ(tn+ 1
2
) · ∇)ũ(tn+ 1

2
) +∇p̃(tn+ 1

2
)− f(tn+ 1

2
).(20)
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Lemma 4.l. Under the assumptions of (6) and (8), there holds:

k
m
∑

n=0

‖Rn‖2−1 ≤ Nk4
∫ T

t0

(‖uttt(s)‖2−1+‖∇utt(s)‖20 + ‖ptt(s)‖20)ds,(21)

‖Rm‖0 ≤ Nk( max
t∈[t0,T ]

‖utt(t)‖0 + max
t∈[t0,T ]

‖∆ut(t)‖0 + max
t∈[t0,T ]

‖∇pt(t)‖0),(22)

∀ 0 ≤ m ≤M − 1,

which was proved in [20, 24].
Lemma 4.2. Let β > 1

2 and under the assumptions of (6) and (8), then there
holds the following inequality

‖u1 − u(t1)‖20 + kν‖∇(u1 − u(t1))‖20 +
βk2

2
‖∇(p1 − p(t1))‖20 ≤ Nk4,(23)

where (u1, p1) is the solution of (10)-(11).
Proof. When n = 0, R0 is the truncation error defined by

R0 =
1

k

(

u(t1)− u(t0)
)

− ν∆ũ(t 1
2
) +B(ũ(t 1

2
), ũ(t 1

2
)) +∇p̃(t 1

2
)− f(t 1

2
).(24)

Subtracting (10) from (24), we obtain the error equations

ẽ1 − e0

k
− ν∆ẽ

1
2 +∇(p̃(t 1

2
)− p0) = Q0 +R0,(25)

where

Q0 = B̃(ũ
1
2 , ũ

1
2 )−B(ũ(t 1

2
), ũ(t 1

2
)) = −B̃(ũ

1
2 , ẽ

1
2 )− B̃(ẽ

1
2 , ũ(t 1

2
)).

We derived from (11) that

e1 − ẽ1

k
= β∇(p1 − p0).(26)

Let δ = β − 1
2 > 0, using the Lagrange mean value theorem, we have p(t1) −

p(t0) = kpt(ξ0), which parameter ξ0 is from t0 to t1. Taking the inner product of

(25) with 2kẽ
1
2 , we derived from (3) and (5) that

‖ẽ1‖20 − ‖e0‖20 + 2kν‖∇ẽ 1
2 ‖20(27)

= 2k(Q0 +R0, ẽ
1
2 ) + 2k(∇(p0 − p̃(t 1

2
)), ẽ

1
2 )

≤ −2kb̃(ũ
1
2 , ẽ

1
2 , ẽ

1
2 )− 2kb̃(ẽ

1
2 , ũ(t 1

2
), ẽ

1
2 ) + 2k(R0, ẽ

1
2 ) + 2k(∇(p0 − p̃(t 1

2
)), ẽ

1
2 )

≤ δ

2δ + 1
‖ẽ1‖20 + c‖e0‖20 +Nk2(‖R0‖20 + ‖∇ẽ 1

2 ‖20) + 2k(∇(p0 − p̃(t 1
2
)), ẽ

1
2 ).

On the other hand, we have

‖e1‖20 − ‖ẽ1‖20 +
2β − 1

2β
‖e1 − ẽ1‖20 =

k

2
(∇(p1 − p0), ẽ1).(28)

Adding (27) and (28), we arrive to

‖e1‖20 − ‖e0‖20 +
2β − 1

2β
‖e1 − ẽ1‖20 + 2kν‖∇ẽ 1

2 ‖20

≤ δ

2δ + 1
‖ẽ1‖20 + c‖e0‖20 +Nk2(‖R0‖20 + ‖∇ẽ 1

2 ‖20)−
k

2
(∇(q1 + q0), ẽ1).
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We infer from (26) that

−k
2
(∇(q1 + q0), ẽ1) =

βk2

2
(∇(q1 + q0),∇(p1 − p0))

≤ −βk
2

4
‖∇q1‖20 +

3βk2

4
‖∇q0‖20 +

βk4

2
‖∇pt(ξ0)‖20,

since ‖ẽ1‖20 = ‖e1‖20 + ‖e1 − ẽ1‖20, e0 = 0, q0 = 0 and Lemma 4.1, that for k
sufficiently small,

δ

2δ + 1
‖ẽ1‖20 + kν‖∇ẽ 1

2 ‖20 +
βk2

4
‖∇q1‖20 ≤ Nk4.

By using (2), we have

‖e1‖20 + kν‖∇e1‖20 +
βk2

2
‖∇q1‖20 ≤ Nk4.

Lemma 4.3. Let β > 1
2 , and under the assumptions of (6) and (8), then there

holds inequality

‖∇um+1‖20 + ‖∇ũm+1‖20 + ‖∆(ũm+1 + um)‖20 + ‖∇pm+1‖20 ≤ N, ∀ 1 ≤ m ≤M − 1.

Proof. Subtracting (12) from (20), we get the following error equations:
{ 1

k

(

ẽn+1 − en
)

− ν∆ẽn+
1
2 +∇(p̃(tn+ 1

2
)− pn) = Qn +Rn,

ẽn+
1
2 |∂Ω = 0,

(29)

on the other hand, we derive from the equations (13) that










1

k

(

en+1 − ẽn+1
)

= β∇(pn+1 − pn),

div en+1 = 0,
en+1 · ~n|∂Ω = 0.

(30)

Rewrite the equations (30) as

−(ẽn+1,∇γ) + βk(∇(qn+1 − qn),∇γ)

= βk(∇(p(tn+1)− p(tn)),∇γ), ∀ γ ∈ H1(Ω)/R,(31)

since div ũ(tn+ 1
2
) = 0, we can rearrange the nonlinear term on the right-hand side

as

Qn = B̃(φ(un+1), ũn+
1
2 )− (ũ(tn+ 1

2
) · ∇)ũ(tn+ 1

2
)

= B̃(φ(un+1), ũn+
1
2 )− B̃(ũ(tn+ 1

2
), ũ(tn+ 1

2
))

= −B̃(φ(u(tn+1))− φ(un+1), ũ(tn+ 1
2
)) + B̃(φ(u(tn+1))− φ(un+1), ẽn+

1
2 )

−B̃(φ(u(tn+1)), ẽ
n+ 1

2 )− B̃(ũ(tn+ 1
2
)− φ(u(tn+1)), ũ(tn+ 1

2
)),(32)

where

φ(u(tn+1)) =
3

2
u(tn)−

1

2
u(tn−1),

φ(u(tn+1))− φ(un+1) =
3

2
en − 1

2
en−1.
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Let us denote

En
u = ũ(tn+ 1

2
)− φ(u(tn+1))

=
1

2
(u(tn+1)− 2u(tn) + u(tn−1))

=
1

2

∫ tn

tn−1

(s− tn−1)utt(s)ds+
1

2

∫ tn+1

tn

(tn+1 − s)utt(s)ds,

so we can derive the following results by Schwarz inequality

‖En
u‖20 ≤ ck3

∫ tn+1

tn−1

‖utt(s)‖20ds,

and

‖∇En
u‖20 ≤ ck3

∫ tn+1

tn−1

‖∇utt(s)‖20ds.

Now we consider the error estimates about the nonlinear terms.
Taking the inner product of (29) with 2kẽn+

1
2 , we obtain

(33) ‖ẽn+1‖20 − ‖en‖20 + 2kν‖∇ẽn+ 1
2 ‖20 = 2k(Qn +Rn +∇(pn − p̃(tn+ 1

2
)), ẽn+

1
2 ).

The terms on the right-hand side of (33) can be handled as follows:

2k < Rn, ẽn+
1
2 > ≤ νk

2
‖∇ẽn+ 1

2 ‖20 +
2k

ν
‖Rn‖2−1.

By using (3), (5), (7) and Young inequality, we get

2k < Qn, ẽn+
1
2 > = −2kb̃(φ(u(tn+1))− φ(un+1), ũ(tn+ 1

2
), ẽn+

1
2 )

−2kb̃(ũ(tn+ 1
2
)− φ(u(tn+1)), ũ(tn+ 1

2
), ẽn+

1
2 )

≤ ck‖φ(u(tn+1))− φ(un+1)‖0‖∆ũ(tn+ 1
2
)‖0‖∇ẽn+

1
2 ‖0

+ck‖En
u‖0‖∆ũ(tn+ 1

2
)‖0‖∇ẽn+

1
2 ‖0

≤ νk

2
‖∇ẽn+ 1

2 ‖20 + ck‖∆ũ(tn+ 1
2
)‖20‖φ(u(tn+1))− φ(un+1)‖20

+ck‖∆ũ(tn+ 1
2
)‖20‖En

u‖20

≤ νk

2
‖∇ẽn+ 1

2 ‖20 +Nk‖3
2
en − 1

2
en−1‖20 +Nk‖En

u‖20.

Taking the inner product of (30) with 2β−1
2β ken+1, since

(∇p, v) = 0, ∀ p ∈ H1(Ω), v ∈ H,

we obtain

(34)
2β − 1

2β
{‖en+1‖20 − ‖ẽn+1‖20 + ‖en+1 − ẽn+1‖20} = 0.

Now, taking the inner product of (30) with k
2β (e

n+1 + ẽn+1), we get

(35)
1

2β
{‖en+1‖20 − ‖ẽn+1‖20} =

k

2
(∇(pn+1 − pn), ẽn+1).
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Adding (33), (34) and (35), we arrive to

‖en+1‖20 − ‖en‖20 +
2β − 1

2β
‖en+1 − ẽn+1‖20 + kν‖∇ẽn+ 1

2 ‖20

≤ Nk(‖Rn‖2−1 + ‖3
2
en − 1

2
en−1‖20 + ‖En

u‖20)

+
k

2
(∇(pn+1 + pn − 2p̃(tn+ 1

2
)), ẽn+1)

= Nk(‖Rn‖2−1 + ‖3
2
en − 1

2
en−1‖20 + ‖En

u‖20)−
k

2
(∇(qn+1 + qn), ẽn+1).(36)

Using (31), we get

−k
2
(∇(qn+1 + qn), ẽn+1)

=
βk2

2
(∇(p(tn+1)− p(tn))−∇(qn+1 − qn),∇(qn+1 + qn))

= −βk
2

2
(‖∇qn+1‖20 − ‖∇qn‖20) +

βk2

2
Inp ,(37)

where

Inp = (∇(qn+1 + qn),∇(p(tn+1)− p(tn)))

= (∇(qn+1 + qn),

∫ tn+1

tn

∇pt(s)ds)

≤ k(‖∇qn+1‖20 + ‖∇qn‖20) +
∫ tn+1

tn

‖∇pt(s)‖20ds.(38)

Hence, adding (36) to (37), because of (38), we arrive to

‖en+1‖20 − ‖en‖20 +
2β − 1

2β
‖en+1 − ẽn+1‖20

+ kν‖∇ẽn+ 1
2 ‖20 +

βk2

2
(‖∇qn+1‖20 − ‖∇qn‖20)

≤ Nk(‖Rn‖2−1 + ‖3
2
en − 1

2
en−1‖20 + ‖En

u‖20)

+
βk3

2
(‖∇qn+1‖20 + ‖∇qn‖20) +

βk2

2

∫ tn+1

tn

‖∇pt(s)‖20ds.(39)

Now, taking the sum of (39) for n from 1 to m, thanks to (9), we arrive to

‖em+1‖20 +
βk2

2
‖∇qm+1‖20 +

m
∑

n=1

{kν‖∇ẽn+ 1
2 ‖20 +

2β − 1

2β
‖en+1 − ẽn+1‖20}

≤ Nk
m
∑

n=1

(‖en‖20 +
βk2

2
‖∇qn+1‖20) +Nk

m
∑

n=1

(‖Rn‖2−1 + ‖En
u‖20)

+‖e1‖20 +
βk2

2
(

∫ T

t0

‖∇pt(s)‖20ds+ ‖∇q1‖20)

≤ Nk2 +Nk

m
∑

n=1

(‖en‖20 +
βk2

2
‖∇qn+1‖20).
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Applying Lemma 2.1 with an = ‖en‖20 + βk2

2 ‖∇qn+1‖20 to the above inequality, we
obtain

‖em+1‖20 +

m
∑

n=1

{kν‖∇ẽn+ 1
2 ‖20 +

2β − 1

2β
‖en+1 − ẽn+1‖20}

+
βk2

2
‖∇qm+1‖20 ≤ Nk2, ∀ 1 ≤ m ≤M − 1.(40)

In view of (7), the above inequality implies in particular that

‖∇(ũn+1 + un)‖20 + ‖∇pn+1‖20 ≤ N, ∀ 1 ≤ n ≤M − 1.(41)

We now consider the term ∇pn in (12) as a source term and take the scalar
product of (12) with −2k∆(ũn+1 + un). Denoting gn = f(tn+ 1

2
)−∇pn, and using

(4), (40) and (41), we obtain

2‖∇ũn+1‖20 − 2‖∇un‖20 + 4kν‖∆ũn+ 1
2 ‖20

= −2k(gn,∆(ũn+1 + un)) + 2kb̃(φ(un+1), ũn+
1
2 ,∆(ũn+1 + un))

≤ kν‖∆ũn+ 1
2 ‖20 + ck‖gn‖20 + ck‖φ(un+1)‖

1
2

0 ‖φ(un+1)‖
1
2

1 ‖∇ũn+
1
2 ‖

1
2

0 ‖∆ũn+
1
2 ‖

3
2

0

≤ 2kν‖∆ũn+ 1
2 ‖20 + ck‖gn‖20 +Nk‖∇φ(un+1)‖20 +Nk‖φ(un+1)‖40.

Since ‖un‖0 ≤ ‖ũn‖0, ∀ 1 ≤ n ≤M , we can rewrite the above inequality as

‖∇ũn+1‖20 − ‖∇ũn‖20 + kν‖∆ũn+ 1
2 ‖20 ≤ ck‖gn‖20 +Nk(‖∇φ(un+1)‖20 + ‖φ(un+1)‖40).

Taking the sum of above inequality for n = 1 to m, we derive that

‖∇ũm+1‖20 + kν

m
∑

n=1

‖∆ũn+ 1
2 ‖20 ≤ N, ∀ 1 ≤ m ≤M − 1.(42)

Taking the inner product of (29) with −∆ẽn+
1
2 , thanks to (7), (40) and Lemma

4.1, we get

‖∆ẽn+ 1
2 ‖20 ≤ N + c(Qn,−∆ẽn+

1
2 ).

On the other hand, using (5) and (42), we derive from (32) that

(Qn,−∆ẽn+
1
2 ) ≤ 1

2
‖∆ẽn+ 1

2 ‖20 +N, ∀ 1 ≤ n ≤M − 1.

Therefore, ‖∆ẽn+ 1
2 ‖0 ≤ N, ∀ 1 ≤ n ≤M − 1.

Main result in this paper is the following theorem.
Theorem 4.4. Suppose that hypothesis (6) and (8) hold. Then for t0 ∈ (0, T ), β >
1
2 , let (u

n, pn) be the solution of (12)-(13) for n = 2, · · · ,m, and let (u(t), p(t)) be
the strong solution of problem (1) up to tm = T . There exists a positive constant
N depending on the data and t0, such that

k

m
∑

n=1

‖u(tn)− un‖20 + k2‖∇(u(tm)− um)‖20 + k2‖p(tm)− pm‖20 ≤ Nk4,

∀ 1 ≤ m ≤M,(43)

where (u1, p1) is the solution of (10)-(11). Theorem 4.4 is proved in the remainder
of this section, it will be carried out through a sequence of error estimates presented
below.
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Firstly, we consider the following auxiliary linear problem and denote the solu-
tions of this problem by (ṽn+1, vn+1, rn+1).

(44)

{ 1

k

(

ṽn+1 − vn
)

− ν∆ṽn+
1
2 +∇rn = f(tn+ 1

2
)− B̃(ũ(tn+ 1

2
), ũ(tn+ 1

2
)),

(ṽn+1 + vn)|∂Ω = 0,

and

(45)







vn+1 − ṽn+1 + βk∇(rn+1 − rn) = 0,
div vn+1 = 0,
vn+1 · ~n|∂Ω = 0,

with (v0, r0) = (u0, p0).
It is obvious that the results in Lemma 4.3 for (12)-(13) are also valid for this

auxiliary linear system.

‖∇vm+1‖20 + ‖∇ṽm+1‖20 + ‖∆(ṽm+1 + vm)‖20 + ‖∇rm+1‖20 ≤ N,

∀ 1 ≤ m ≤M − 1.(46)

Similar with the literature [24], we have the following result.
Lemma 4.5. Under the assumptions of Theorem 4.4, we obtain

k

m
∑

n=1

‖u(tn)− ṽn‖20 + k2‖∇(u(tm)− ṽm)‖20 + k2‖p(tm)− rm‖20 ≤ Nk4,

∀ 1 ≤ m ≤M.(47)

k

m
∑

n=1

‖u(tn)− vn‖20 + k2‖∇(u(tm)− vm)‖20 ≤ Nk4, ∀ 1 ≤ m ≤M.(48)

Denoting ξn = u(tn)− vn, ξ̃n = u(tn)− ṽn and φn = p(tn)− rn.
Subtracting (44)-(45) from (20), we obtain the error equations:







1

k

(

ξ̃n+1 − ξn
)

− ν∆ξ̃n+
1
2 +∇(

p(tn+1)− p(tn)

2
+ φn) = Rn,

(ξ̃n+1 + ξn)|∂Ω = 0.

Using the Lagrange mean value theorem, we have p(tn+1)− p(tn) = kpt(ξn), which
parameter ξn is from tn to tn+1. We derive from the above inequality that

(49) ‖ ξ̃
n+1 − ξn

k
‖−1 ≤ N(‖ξ̃n+ 1

2 ‖1 + ‖φn‖0 + ‖Rn‖0 + k‖pt(ξn)‖0) ≤ Nk,

for all 1 ≤ n ≤M − 1. Thanks to (45), we obtain

ξ̃n+1 − ξn+1

βk
+∇(rn+1 − rn) = 0.

We derive from the above inequality that

‖ ξ̃
M − ξM

βk
‖−1 ≤ c‖rM − rM−1‖0 ≤ Nk.

In the following, we give error estimates for the nonlinear problem.
Denoting ηn = vn − un, η̃n = ṽn − ũn and ψn = rn − pn. Since η0 = 0 and

ψ0 = 0, we can easily prove that

‖η1‖20 +
βk2

2
‖∇ψ1‖20 ≤ Nk4.
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When n ≥ 1, subtracting (12)-(13) from (44)-(45), we obtain
{ 1

k

(

η̃n+1 − ηn
)

− ν∆η̃n+
1
2 +∇ψn = Qn,

η̃n+
1
2 |∂Ω = 0,

(50)

and






ηn+1 − η̃n+1 + βk∇(ψn+1 − ψn) = 0,
div ηn+1 = 0,
ηn+1 · ~n|∂Ω = 0.

(51)

Lemma 4.6. Under the assumptions of Theorem 4.4, we obtain

‖ηm+1‖20 +
βk2

2
‖∇ψm+1‖20 +

m
∑

n=1

(2β − 1

2β
‖ηn+1 − η̃n+1‖20 + kν‖∇η̃n+ 1

2 ‖20
)

≤ Nk4,

∀ 1 ≤ m ≤M − 1.

Proof. Taking the inner product of (50) with 2kη̃n+
1
2 , we obtain

(52) ‖η̃n+1‖20 − ‖ηn‖20 + 2kν‖∇η̃n+ 1
2 ‖20 + 2k(∇ψn, η̃n+

1
2 ) = 2k(Qn, η̃n+

1
2 ).

Using the similar method in Lemma 4.3 for (51), we have

(53) ‖ηn+1‖20 − ‖η̃n+1‖20 +
2β − 1

2β
‖ηn+1 − η̃n+1‖20 = −k

2
(∇(ψn+1 − ψn), η̃n+1).

Summing up (52) and (53), we obtain

‖ηn+1‖20 − ‖ηn‖20 +
2β − 1

2β
‖ηn+1 − η̃n+1‖20 + 2kν‖∇η̃n+ 1

2 ‖20

= 2k(Qn, η̃n+
1
2 )− k

2
(∇(ψn+1 + ψn), η̃n+1)

= 2k(Qn, η̃n+
1
2 )− βk2

2
(‖∇ψn+1‖20 − ‖∇ψn‖20).(54)

We note that ẽn+
1
2 = ξ̃n+

1
2 + η̃n+

1
2 and en = ξn + ηn. Therefore,

Qn =− B̃(φ(u(tn+1)) − φ(un+1), ũ(tn+ 1
2
)) + B̃(φ(u(tn+1))− φ(un+1), ẽn+

1
2 )

− B̃(φ(u(tn+1)), ẽ
n+ 1

2 )− B̃(ũ(tn+ 1
2
)− φ(u(tn+1)), ũ(tn+ 1

2
))

=− B̃(φ(ξn+1 + ηn+1), ũ(tn+ 1
2
)) + B̃(φ(ξn+1 + ηn+1), ξ̃n+

1
2 + η̃n+

1
2 )

− B̃(φ(u(tn+1)), ξ̃
n+ 1

2 + η̃n+
1
2 )− B̃(ũ(tn+ 1

2
)− φ(u(tn+1)), ũ(tn+ 1

2
)).

By using (5), (7) and (46), we have

2kb̃(φ(ξn+1 + ηn+1), ũ(tn+ 1
2
), η̃n+

1
2 ) ≤ ck‖φ(ξn+1 + ηn+1)‖0‖∆ũ(tn+ 1

2
)‖0‖∇η̃n+

1
2 ‖0

≤ νk

4
‖∇η̃n+ 1

2 ‖20 +Nk(‖φ(ξn+1)‖20 + ‖φ(ηn+1)‖20),

2kb̃(φ(ξn+1 + ηn+1), ξ̃n+
1
2 , η̃n+

1
2 ) ≤ ck‖φ(ξn+1 + ηn+1)‖0‖∆ξ̃n+

1
2 ‖0‖∇η̃n+

1
2 ‖0

≤ νk

4
‖∇η̃n+ 1

2 ‖20 +Nk(‖φ(ξn+1)‖20 + ‖φ(ηn+1)‖20),

2kb̃(φ(u(tn+1)), ξ̃
n+ 1

2 , η̃n+
1
2 ) ≤ ck‖∆φ(u(tn+1))‖0‖ξ̃n+

1
2 ‖0‖∇η̃n+

1
2 ‖0

≤ νk

4
‖∇η̃n+ 1

2 ‖20 +Nk(‖ξ̃n+1‖20 + ‖ξn‖20),
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2kb̃(ũ(tn+ 1
2
)− φ(u(tn+1)), ũ(tn+ 1

2
), η̃n+

1
2 ) ≤ ck‖En

u‖0‖∆ũ(tn+ 1
2
)‖0‖∇η̃n+

1
2 ‖0

≤ νk

4
‖∇η̃n+ 1

2 ‖20 +Nk‖En
u‖20.

Since η0 = 0, ψ0 = 0 and

‖η1‖20 +
βk2

2
‖∇ψ1‖20 ≤ Nk4.

Collecting the above inequalities into (54), we have

‖ηm+1‖20 +
βk2

2
‖∇ψm+1‖20 +

m
∑

n=1

(
2β − 1

2β
‖ηn+1 − η̃n+1‖20 + kν‖∇η̃n+ 1

2 ‖20)

= ‖η1‖20 +
βk2

2
‖∇ψ1‖20 + k

m
∑

n=1

‖ηn‖20 +Nk

m
∑

n=1

(‖ξn‖20 + ‖ξ̃n+1‖20 + ‖En
u‖20)

≤ Nk4 + k

m
∑

n=1

‖ηn‖20.(55)

We conclude the results by applying Lemma 2.1 to (55).
Lemma 4.7. Under the assumptions of Theorem 4.4, we obtain

ν(‖∇η̃n+1‖20 + ‖∇ηn+1‖20) ≤ Nk2, ∀ 1 ≤ n ≤M − 1.

Proof. Taking the inner product of (50) with η̃n+1 − ηn, we get

1

k
‖η̃n+1 − ηn‖20 +

ν

2
(‖∇η̃n+1‖20 − ‖∇ηn‖20) + (∇ψn, η̃n+1 − ηn) = (Qn, η̃n+1 − ηn).

Thanks to the inequality (2), we derive from the last inequality that

1

k
‖η̃n+1−ηn‖20 +

ν

2
(‖∇ηn+1‖20 − ‖∇ηn‖20) ≤ (Qn −∇ψn, η̃n+1 − ηn),(56)

−(∇ψn,η̃n+1 − ηn) ≤ 1

2k
‖η̃n+1 − ηn‖20 + ck‖∇ψn‖20.

We derive from (5), (7) and ‖∆ẽn+ 1
2 ‖0 ≤ N, that

(Qn, η̃n+1 − ηn) =− B̃(φ(u(tn+1))− φ(un+1), ũ(tn+ 1
2
), η̃n+1 − ηn)

+ B̃(φ(u(tn+1))− φ(un+1), ẽn+
1
2 , η̃n+1 − ηn)

− B̃(φ(u(tn+1)), ẽ
n+ 1

2 , η̃n+1 − ηn)

− B̃(ũ(tn+ 1
2
)− φ(u(tn+1)), ũ(tn+ 1

2
), η̃n+1 − ηn)

≤ 1

2k
‖η̃n+1 − ηn‖20 +Nk(‖∇φ(ξn+1)‖20 + ‖∇φ(ηn+1)‖20)

+Nk(‖∇ẽn+ 1
2 ‖20 + ‖∇En

u‖20).
Now, taking the sum of (56) for n from 1 to m, we arrive to

ν‖∇ηm+1‖20 ≤ ν‖∇η1‖20 +Nk

m
∑

n=1

(‖∇ηn‖20 + ‖∇ξn‖20 + ‖∇ẽn+ 1
2 ‖20 + ‖∇En

u‖20 + ‖∇ψn‖20)

≤ Nk2 +Nk
m
∑

n=1

‖∇ηn‖20.

By applying the discrete Gronwall Lemma to the last inequality, we have

ν‖∇ηm+1‖20 ≤ Nk2.
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Since ‖∇η̃n+1‖20 ≤ ‖∇ηn‖20 + ‖∇η̃n+ 1
2 ‖20, we also have ν‖∇η̃n+1‖20 ≤ Nk2.

We derive from (50) that

‖ η̃
n+1 − ηn

k
‖−1 ≤ N(‖∇η̃n+ 1

2 ‖0 + ‖∇ψn‖0 + ‖Qn‖0) ≤ Nk,

∀ 1 ≤ n ≤M − 1.(57)

Thanks to (49) and (57), we obtain

‖ ẽ
n+1 − en

k
‖−1 ≤ ‖ ξ̃

n+1 − ξn

k
‖−1 + ‖ η̃

n+1 − ηn

k
‖−1 ≤ Nk, ∀ 1 ≤ n ≤M − 1.

Finally, we derive from (29), Lemma 4.1, Lemma 4.5, Lemma 4.6 and above
inequalities that

‖qn‖0 ≤ N‖ ẽ
n+1 − en

k
‖−1 + ‖Rn‖0 + ‖Qn‖0 + ν‖∇ẽn+ 1

2 ‖0 + k‖pt(ξn)‖0 ≤ Nk,

∀ 1 ≤ n ≤M − 1.

When n =M , in view of (30), we have

‖qM‖0 ≤ k‖pt(ξM )‖0 + ‖qM−1‖0 + ‖ ẽ
M − eM

βk
‖−1

≤ k‖pt(ξM )‖0 + ‖qM−1‖0 + ‖ ξ̃
M − ξM

βk
‖−1 + ‖ η̃

M − ηM

βk
‖0 ≤ Nk.

The proof of Theorem 4.4 is completed.
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