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Abstract. In this paper we develop a conservative local discontinuous Galerkin (LDG)
method for the Schrédinger-Korteweg-de Vries (Sch-KdV) system, which arises in var-
ious physical contexts as a model for the interaction of long and short nonlinear waves.
Conservative quantities in the discrete version of the number of plasmons, energy of
the oscillations and the number of particles are proved for the LDG scheme of the
Sch-KdV system. Semi-implicit time discretization is adopted to relax the time step
constraint from the high order spatial derivatives. Numerical results for accuracy tests
of stationary traveling soliton, and the collision of solitons are shown. Numerical ex-
periments illustrate the accuracy and capability of the method.
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1 Introduction

We consider the long wave and short wave interaction system
i(up+cruy) + 01Uy =auv, (1.1a)
vt+027)x+520xxx+'7<02)x:,B(|u|2)x/ (1-1b)

where u is a complex-valued function of real variables x and ¢, v is a real-valued function
of x and ¢, and constants c;, J;, a, B, v are real. The Sch-KdV system arises in various
physics contexts as a model for interaction of long and short nonlinear waves. For ex-
ample, Kawahara et al. [13] derived the system as a model for the interaction between
long gravity waves and capillary waves on the surface of shallow water. In [2,14,15],
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the system is derived for resonant ion-sound/Langmuir-wave interactions in plasmas.
Similarly, one can obtain the system as the unidirectional reduction of a model for the
resonant interaction of acoustic and optical modes in a diatomic lattice [21]. In this sys-
tem, the short wave is usually described by the Schrédinger type equation and the long
wave is described by the wave equation accompanied with a dispersive term. When
the resonance condition c; = ¢, holds, this system is known as the coupled Schrédinger-
Korteweg-de Vries (Sch-KdV) system. Finite element methods and meshless methods
have been considered in [3,4,12].

If 6, #0, then by using the suitable transformation in [1,2], the Sch-KdV system (1.1)
is reduced to

. 1

iuy+ Eu” = Euv, (1.2a)
1 1 1

’Ut+§vxxx+§(’02)x:_E(‘ulz)x. (1.2b)

We will also have occasion to consider the case when d, = =0in (1.1). In this case, the
system (1.1) is reduced to the form

iut"l_uxx:uv, (1.38.)
vr=—(|ul*)x. (1.3b)

This system has independent mathematical interest because it has been shown to be a
completely integrable structure [5].

In this paper, we will present the conservative local discontinuous Galerkin (LDG)
scheme for the system (1.2) and (1.3). For the general system (1.1), the LDG scheme is
similar to these two special cases. Conservative quantities of the number of plasmons,
energy of the oscillations and the number of particles in discrete versions are preserved in
the LDG scheme for the Sch-KdV system. The conservative scheme for Sch-KdV system
is very crucial for the long time simulation, especially for the integrable system (1.3).

The discontinuous Galerkin (DG) method is a class of finite element methods, using
discontinuous, piecewise polynomials as the solution and the test spaces. It was first
designed as a method for solving hyperbolic conservative quantities containing only the
first order spatial derivatives, e.g. Reed and Hill [16] for solving linear equations, and
Cockburn et al. [7-10] for solving nonlinear equations. The LDG method is an exten-
sion of the discontinuous Galerkin method aimed at solving partial differential equa-
tions (PDEs) containing higher than first order spatial derivatives. The idea of the LDG
method is to rewrite the equations with higher order derivatives into a first order system,
then apply the DG method on the system. The design of the numerical fluxes is the key
ingredient to ensure stability. The LDG methods for a general KdV type equation with
third order derivatives [22] and general Schrodinger equation [19] have been designed, in
which the dissipation mechanism were introduced in the scheme. Recently, a conserva-
tive DG method is proposed in [6], in which the conservation properties are numerically
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shown to impart the approximations with beneficial attributes. Also, the LDG scheme
for another kind of long and short waves interaction equation Zakharov system has been
proposed in [18], which is a Schrodinger equation coupled with a wave equation. For
a detailed description about the LDG methods for high-order time-dependent PDEs, we
refer the readers to [20].

This paper is organized as follows. In Section 2, we review the conservative quantities
of the Sch-KdV system, and then develop the LDG scheme for the system. The conserva-
tion properties of the LDG method are also proved. In Section 3, we perform numerical
experiments to show the accuracy and capability of the scheme, including accuracy tests
of stationary traveling soliton, and the collision of coupled and single solitons. Conclud-
ing remarks are given in Section 4.

2 The LDG method for the Sch-KdV system

In this section, we will develop and analyze the LDG method for the system (1.2) with an
initial condition
u(x,0)=up(x)

and the periodic or homogeneous Dirichlet boundary condition in the domain ().

2.1 Conservative quantities of the Sch-KdV system

It can be easily verified that the system (1.2) has the following conservative quantities [2]:

L :/]u|2dx.

o The momentum of the oscillations,

L= /(vz-i-i(uﬁx —iluy))dx,

e The number of plasmons,

where i denotes the conjugate of u.

e The energy of the oscillations

13:/<3]ux\2+v\u2\+%v3—%(vx)2).

e The number of particles

L= /vdx.

We will give the proof of the above conservative quantities in the discrete version for the
LDG method of the Sch-KdV system.



1094 Y. Xia and Y. Xu / Commun. Comput. Phys., 15 (2014), pp. 1091-1107

2.2 Notations and finite element space for the LDG method

Let 7, be a partition of () with shape-regular elements K. Let I' denote the union of
the boundary faces of elements K € 7y, i.e. T =Ugc7,0K, and I'o=T\0Q). In order to
describe the flux functions we need to introduce some notations. We denote the mesh
by K; = [xjf%,xﬁ%], for j=1,---,N. The center of the cell is x; = (x]-f%-l—xﬁ%)/Z and
hi = X 1—X 1, h=max;h;. And Uiy denote the value of function u at X1 Ifuisa
function on K; and K1, but possibly discontinuous across cell interface X1 ]J; !

and u; , denote the value of u at x_, 1, from the right cell, K1, and from the left cell, K;,
jt+ s J+3 ] ]

, let u

2
the left and right trace, respectively.
We will use the notations

(£.8)c:= [ F(R)3(x)dx,
<fg>axi=(f),, +(f9);
(f.8)n:=Y_ (f.8)k

KeT,

<f.g>n= Y, <f.8>ok
KeTy,

where f,¢ denotes the conjugate of functions f,g.
Let P¥(K) and P¥(K) be the space of real and complex polynomials of degree at most
k>0 on K € Tj, respectively. The finite element spaces are denoted by

Vii={peL}(Q): p|x € P{(K),VKET;}, 2.1)
Vi:={peL2(Q): ylk € PE(K),VKE T}, (2.2)

with the tessellation 7}, of the computational domain (). Note that functions in V; and V{
are allowed to be completely discontinuous across element interfaces.

2.3 The LDG method of the Sch-KdV system

To construct the LDG method, firstly we rewrite the generalized Sch-KdV system (1.2) as
a system containing only first order derivatives:

. 3 1

1ut—|—§mx—§uv:0, (2.3a)
1

M=1,, vt-l-i(p-l-q-l-s)x:O, (2.3b)

W=0y, P=Wy, (2.3¢)

where s=|u|” and g =12
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To simplify the notations, we still use u, m, v, w and p to denote the numerical so-
lutions. Then, we define the LDG method for the Sch-KdV system (2.3): Find u,m €
Vi, 0,w,p,q,5 €V}, such that

i(ut,cp)K—l—% <M, >k — g (m, )k — % (uv,¢)xk =0, (2.4a)
(m, )k =<1v,11 >k — (U, 1x )k, (2.4b)
(@)t < (P+A+8),8 >0k — 5 (p+a-+59)x =0, (249
(w,8)xk =<0V, >5x — (0,62 )k, (2.4d)
(P, Ok =<@v,{ >3k —(w,lx )k, (2.4¢)

for all test function ¢, € Vi and ¢,¢,{ €V, for all elements K € 7;,, where

sp)x=(ul’>p)x, YpeVy, (2.5)
(@9)k=(0*P)x, VPeV], (2.6)

and v is the unit normal vector of the element K. The “hat” terms i,71,W,9,9,4,5 in (2.4)
in the cell boundary terms from integration by parts are the so-called "numerical fluxes”,
which are functions defined on the edges and should be designed based on the different
guiding principles for the different PDEs to ensure stability and local solvability of the
intermediate variables w, p and m.

In the following procedure of proving the discrete conservative quantities, it turns
out that we can take the simple choices of numerical fluxes as

(p~+p"), 4=

=, wm=m", w=w, o=v". (2.7b)

1
p= (g~ +q"), $= E(s*+s+), (2.7a)

S N =
N[ —

=

The choice for the fluxes (2.7a) is not unique. Considering the compactness of the stencil
and the optimal accuracy, the crucial part is taking # and 7z from opposite sides and @
and 0 from opposite sides. Unlike the LDG scheme for the KdV equation [22], here we use
the average numerical fluxes for p,§ and § which is crucial to preserve the conservation
of the scheme.

2.4 Conservation properties of the LDG method

We will give the proof of the discrete conservative quantities in the following.

Proposition 2.1. (Discrete conservative quantities) The solution to the LDG method (2.4)
and (2.7a) possesses the discrete conservative quantities as

e the number of plasmons: I, = [|u|*dx,
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o the energy of the oscillations: I 3= [ (3|m|*+v |u?|+103 —1(w)?),
e the number of particles Ij, 4 = f vdx,
with periodic or homogeneous Dirichlet boundary condition.
Proof. We will give the proof for the discrete conservative quantities of I, 1, I, 3, Iy 4 Te-
spectively.
Proof for the number of plasmons [, |

Setting the test function ¢ =u and 57 =m in the LDG scheme (2.4a) and (2.4b), we get

3 1
i(ug,u)g+ 5 <V, u>yx ~3 (m,uy)g— 5 (uv,u)g =0, (2.8)
(m,m)x =<iv,m>yg —(u,Mmy)k. (2.9)

Then subtracting the conjugate of (2.8) from (2.8), implies

. d 3 . 3 . 3
i (u,u)g+ 3 <1, u>yx — 5 (m,uy)g— 5 <u,mv >yx +§ (uy,m)g=0. (2.10)
Similarly, subtracting the conjugate of (2.9) from (2.9) yields
O=<iv,m >aK—(u,mx)K—<m,ﬁ1/ >3K—|—(mx,u)1<. (2.11)

Adding (2.10) and % X (2.11), we have

3
(u,u) g+ = (<hv,u >y + <m,0v >y — (m,uy ) g — (my,u)g)

it 2

+ = (— <u,mv >y — <dv,m >yx +(u,my ) g+ (uy,m)g) =0.

N W

It is equivalent to

. d 3, . R
i (u,u)g+ > (<, u >y + <m,0v >y — <mv,u >yk)
3 . N
+ 5 (— <u, i >y — <ilv,m>y+ <uv,m>yg) =0,

by applying the equalities of (1m,uy )+ (my,u) g =<mv,u >yx and (u,my) g+ (1, m)g =<
uv,m>yg. Then summing up for all K € 7j, it can be shown that

Y (<, u>ax + <m, v >k — <mv,u>y) =0, (2.12a)
KeTy,
Y (<u i >ox + <dv,m>ax — <uv,m>yk) =0, (2.12b)
KeTy,

with the choice of numerical fluxes in (2.7a) and the periodic or homogeneous Dirichlet
boundary condition, such that

.d
1a(u,u)h:O.

This proves the conservative quantity of Ij, ; = const.
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Proof for the energy of the oscillations I}, ;

1097

To prove the conservative quantity Ij, 3, we first take the time derivative of equation (2.4b)

and choose the test function 17 =m, to obtain

(my,m)x =<iyv,m >y — (1, my) g,
and its conjugate

(m,my)x =<m, iy >3k — (My,up) k.

Then in (2.4a), we set the test function ¢ =u; to get

. 3 1
i(ug,up) g+ 5 <1 >5¢ — 5 (m, up)x — 5 (uv,up)g =0,

and its conjugate

. 3 . 3 1
—i(up,up) g+ 3 < U, >yx ~3 (g, m) g — = (up,uv) g =0.

2
Letting 3 x ((2.13)+ x(2.14)) —2x ((2.15)4(2.16)), implies

d
37 (mym) i+ (wo,ue )+ (g, uv)

=3(< 1y, m >y + <upv, 1t > — (s, My )k — (Upz, M) K)

+3(<m, i >k + <1, u >k — (My,up) g — (M, U)K ) -

After adding up over K € 7, and recalling the equality (2.12), we can see that

d
377 (m,m)y+ (w, e )+ (g, u0), =0.

(2.13)

(2.14)

(2.15)

(2.16)

(2.17)

In (2.4c), (2.4d) and (2.4e), taking the time derivative of (2.4d) and choosing the test func-

tion ¢ =p+g+s,0 =w and { =v; respectively, implies

1 1
(vt,p+q+5)1<+§<(p+q+5)v,p+q+5>a1<—E(p+q+s,(p+q+5)x)1<=0,

(wr,w) g =<Bpv,w >yx — (v, Wy )k,
(p,vr)k =<Wv,v; >5x — (W, V1 ) K-

In (2.5) and (2.6), we choose the test function 1 =v; to obtain

(s,00)k = (|u*,v1)x,

(q,0)k= (Uzzvt)K-

(2.18)

(2.19)
(2.20)

(2.21)
(2.22)



1098 Y. Xia and Y. Xu / Commun. Comput. Phys., 15 (2014), pp. 1091-1107

Combining (2.18)-(2.22), we have
(|u)?,01) k+ (02,01 k — (we,w) g+ [ < Opv,w >55 — (01, Wy ) K+ <DV, 0 >k — (W, 012 ) k]
—I—% <(P+4+8)v,p+g+s>ak —%(p—i—q—i—s,(p—l—q—i—s)x)K:O.
And then summing up for all K € 7, implies that
(lul?,00) 1+ (0%, 00 ) — (wy,w), =0, (2.23)
since the similar equality holds for

Z [< O, w >k — (01, Wy ) k+ <DV, >y — (W, ) k] =0,
KeTy,

Y [<(p+4+8)v,p+q+s>ox —(p+qg+s,(p+q+5)x)x] =0
KeT,

with the numerical fluxes in (2.7a) and the periodic or homogeneous boundary condition.
Collecting (2.17) and (2.23), we have proved the discrete conservative quantity Ij, 3=const.
Proof for the number of particles I 4

Choosing the test function =1 in the LDG scheme (2.4c) and summing up for all element
K € 7T, we obtain the discrete conservative quantity of the number of particles Ij, 4 =
const. O

Remark 2.1. Even though we could not give the second discrete conservative quantity
I, the numerical fluxes can be determined through the proof of Proposition 2.1. From
the numerical tests in the next section, the LDG method works well and all the discrete
conservative quantities are preserved very well.

2.5 The LDG method for the integrable system (1.3)

The LDG method can be applied to the integrable system (1.3) by rewriting the system
into

i+my—uv=0, m=u,,

vi+5s, =0, s:]u|2.

The corresponding LDG scheme is: Find u,m € V{,v,w,p,q,s € V], such that

i(ur, @)+ <thwv,¢ > —(m,px)k — (u0,¢)k =0, (2.24a)
(m, )k =<dv,n >3k —(U,17x)x, (2.24b)
(08, )k + <8V, >k — (5,2 )k =0, (2.24¢)
(s,8)k=([u’,O)x, (2.24d)
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for all test function i, € V; and ¢,¢ € V| and for all elements K € 7, with the numerical
fluxes

1
§:§(s_+s+), i=u", Mm=m". (2.25)

Similarly, we can prove the following proposition.

Proposition 2.2. (Discrete conservative quantities) The solutions to the LDG method
(2.24) and (2.25) possess the discrete conservative quantities:

. Ihllzf]u\zdx,

o Iyz=[(|lm]*+olu?

)
o I 4= [vdx,

with periodic or homogeneous Dirichlet boundary condition.

2.6 Time discretization

Now the only thing left is the time discretization. Using the method-of-line, after the
spatial discretization is given, we need to choose a stable time discretization for the semi-
discrete ODE system (2.4). For example, we can choose an explicit high order Runge-
Kutta method with suitable CFL constraint, with the accuracy comparable to the high
order DG method. But the CFL constraint for most explicit time discretization method is
about At~hi? for the Sch-KdV system (1.2), stemming from the high order spatial deriva-
tives. In this paper, high order semi-implicit methods [17] are employed to relax the CFL
constraint to At~h, by noticing that in the Sch-KdV system the high order spatial deriva-
tives are all linear. In the semi-implicit methods, the terms containing second and third
order spatial derivative will be treated implicitly, and the remaining terms will be treated
explicitly. We refer to [17] for more details.

3 Numerical tests

In this section, we present numerical tests of the Sch-KdV system with a solitary wave
solution to test the accuracy in Section 2. We also present some soliton-soliton collisions
to demonstrate the capability of the method. Semi-implicit time discretization methods
are used to increase the efficiency [17]. The stability constraint between the time step At
and the mesh size I is At = O(h). However, we will not address the efficiency of time
discretization in this paper. We choose the time step suitably small such that the spatial
errors are dominant in the numerical results. With successive mesh refinements, we have
verified that all numerical results are mesh convergent.
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Example 3.1. Accuracy test: the solitary wave

Sch-KdV system (1.2) admits a stationary traveling localized solution, coupled soli-
ton, given by

{u:—%ﬁasech(é)tanh(é)exp{ia[(23—0—%)1‘—%]}, (3.1)

v=— %sechz(é),

where ¢ = +/(a/10)(x+at) and a is a free positive parameter. Ideally, one would like
to solve the system in infinite space. Since all the processes take place in the localized
regions of space, we impose the periodic boundary condition for large enough domains.
In this example, we choose the domain from -80 to 80. In Fig. 1, the space-time graphs of
the stationary traveling localized solutions are shown until £ =50.

010203040506070809 1 -17-16-1.5-14-13-12-11 -1 -0.9-0.8-0.7 -0.6 -0.5-0.4 0.3 -0.2-0.1

0 40 -

(a) The electric field |u| (b) The density v

Figure 1: The space-time graphs of the stationary traveling localized solutions (3.1) until t=>50.

Table 1 lists the L! errors and orders of |u| and v respectively, at t=>5.0 on the uniform
mesh of different mesh sizes for the piecewise P!, p?> and P? polynomial bases. It shows
that the numerical convergent orders of the LDG scheme are optimal, and thus the LDG
method preserves the amplitude, shape and speed of the soliton. In Table 2, we list the
L! errors of |u| and v respectively, at t=5.0 on the uniform mesh of fixed mesh sizes h=2,
for the piecewise P¥ polynomial bases with k=1,2,---,8. Spectral orders of LDG method
can be found numerically from Table 2. And from Table 1 and 2, we also find the high
order LDG scheme has the advantage of using less freedoms than the low order scheme,
to gain the same accuracy.

Example 3.2. Accuracy test: the solitary wave for the integrable system (1.3)
The integrable system (1.3) admit the following solitary wave, given by

{u =+/2sech(x+t)exp(i(—x/2+3t/4)),

3.2
v=—2sech?®(x+1). 32
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Table 1: Accuracy test in Example 3.1: L! errors and orders of |u| and v, for the solitary solution at time t=>5
in the domain [—80,80], with piecewise P¥ polynomial bases on uniform meshes of different mesh size h.

|| v
h L' error order LY error order
2 | 2.11E-02 - 1.74E-02 -
pl 1 2.70E-03 2.96 1.95E-03 3.16

1/2 | 6.13E-04 2.14 4.01E-04 2.28
1/4 | 1.50E-04 2.03 9.85E-05 2.03
1/8 | 3.73E-05 2.01 2.47E-05 2.00
2 | 315E-03 - 2.30E-03 -
P2 | 1 | 1.70E-04 421 6.77E-05  5.09
1/2 | 2.12E-05  3.00 8.08E-06  3.07
1/4 | 2.64E-06 3.01 1.00E-06  3.01

1/8 | 3.29E-07  3.00 1.25E-07  3.00
2 | 3.03E-04 - 1.03E-04 -
P3| 1 | 1.02E-05 4.89 3.65E-06  4.82
1/2 | 6.31E-07 4.01 2.17E-07  4.07
1/4 | 3.95E-08  4.00 1.35E-08  4.01

1/8 | 247E-09 4.00 8.48E-10  3.99

Table 2: Accuracy test in Example 3.1: L! errors of |u| and o, for the solitary solution at time =5 in the
domain [—80,80], on uniform meshes with mesh size 1 =2 with piecewise pk polynomial bases, k=1,2,---,8.

k 1 2 3 4 5 6 7 8
|u| | 2.11E-02 3.15E-03 3.03E-04 2.67E-05 3.44E-06 3.60E-07 5.85E-08 5.62E-09
v | 1.74E-02 230E-03 1.03E-04 3.62E-05 2.32E-06 5.51E-07 4.16E-08 6.95E-09

Since all the processes take place in the localized regions of space, we impose the periodic
boundary condition for large enough domains. In this example, we choose the domain
from -80 to 80. Table 3 lists the L! errors and orders of |u| and v respectively, at t =5.0
on the uniform mesh of different mesh sizes for the piecewise P!, P2 and P® polynomial
bases. It shows that the numerical convergent orders of the LDG method for |u| are
optimal. For density v, the numerical convergent orders of the LDG scheme are sub-
optimal.

Example 3.3. Soliton collisions

In this numerical example we consider the collision of solitons [2]. Piecewise P* poly-
nomial bases are used in the LDG method on the uniform mesh with #=1. In all the sets
of computation, we can observe the similar behavior.
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Table 3: Accuracy test in Example 3.2: L! errors and orders of |u| and v, for the solitary solution at time t=5
in the domain [—80,80], with piecewise P¥ polynomial bases on uniform meshes of different mesh size h.

] v
h L! error order L! error order
1 1.40E-02 - 2.03E-02 -
Pl | 1/2 | 3.30E-03 2.08 1.15E-02 0.82

1/4 | 9.04E-04 1.87 6.13E-03 091
1/8 | 2.60E-04 1.80 3.11E-03 0.98
1/16 | 6.98E-05 1.90 1.56E-03  1.00
1 1.98E-03 - 9.40E-03 -
P2 | 1/2 | 6.09E-05 5.02 2.02E-03 2.22
1/4 | 6.22E-06 3.29 443E-04 219
1/8 | 7.08E-07 3.14 1.05E-04 2.08
1/16 | 8.44E-08 3.07 2.60E-05 2.01
1 1.82E-04 - 1.24E-03 -
P3| 1/2 | 3.79E-06 5.59 1.67E-04 2.89
1/4 | 1.84E-07 4.36 2.25E-05 2.89
1/8 | 1.17E-08  3.98 2.88E-06  2.97
1/16 | 7.68E-10  3.93 3.62E-07 2.99

Two coupled solitons collision

A typical example is shown in Fig. 2 for the case where two coupled solutions (3.1) with
different velocities =0.45 and 0.15. One can see that as soon as the solitons start to over-
lap the Langmuir field flows out of the density well of the large soliton. Since the effects
of the ion dispersion v,y and nonlinearities v? are no longer balanced ponderomotive
force ]u]z, the density hole of the larger soliton begins to emit sound waves. At the end
of the observation time both solitons are broken up into a series of sound trains, positive
and negative pulses and the Langmuir wave packets.

Coupled and single solitons collision

Evidently, if u =0, the Sch-KdV system has a stationary solution in the form of localized
density hump, ion-acoustic single soliton:

v=23asech?(v/a/2(x—at)). (3.3)

We simulate the collision of a coupled soliton (3.1) and a single soliton (3.3). The process
proceeds differently for different signs of the total density I4.

e [,>0

In Fig. 3 we display the course of collision in case when Iy > 0, where the initial
parameters for the coupled and single soliton are a =0.15 and 0.3 respectively. It
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Figure 2: Numerical results of two coupled solitons collision with different velocities a =0.45 and 0.15, solid

lines for the density v and the dash line for the electric field |u|.

shows that the single soliton passes through the coupled soliton the Langmuir field
become untrapped due to the deformation of density well. After the collision, the
single soliton reappears and the resulting isolated density hole spreads out into a
sound train as in the collision of two coupled solitons.

o [4,<0

Fig. 4 shows the collision of coupled and single solitons with negative total density
I4. We observe that both coupled and single solitons are destroyed in the collision.
These results provide the additional evidence that the dynamic of a coupled soli-
ton are essentially governed by the ion nonlinearities and dispersion in the KdV
equation.

Energy conservation

In Fig. 5, we also give the discrete conservative quantities Ij, 1, Ij, 5, I, 3, I 4 for the solitons
collision results in Figs. 2, 3, 4. We can see that the discrete conservative quantities are
preserved very well for the long time simulation until ¢ =300.



1104

Y. Xia and Y. Xu / Commun. Comput. Phys., 15 (2014), pp. 1091-1107

C.S-Collison, t=0, P?, h=1

uly

-0.4

200

-150 -100  -50 0 50 100 150
x

@) t=0

C.S-Collison, t=150, P*, h=1

lulv
°
S

-04

200

Figure 3: Numerical results of coupled and single solitons collision with different velocities 2=0.15 and 0.3, with

-150 100 50 0 50 100 150
x

(c) t=150

uly

Julv

C,S~Collison, t=90, P*, h=1

-04
=200

-150 -100  -50 0 50 100 150 200
x

(b) t=90

C.S-Collison, =240, P*, h=1

-04
200

-150 -100 50 0 50 100 150 200
x

(d) +=240

I4>0, solid lines for the density v and the dash line for the electric field |u].

€,8-Colison,a,=a, t=0, P*, h=1

Jul.v
°

-150 100 50 [ 50 100 150
x

@) t=0

g ot 3 e
€.5-Collison,a,=a, t=240, P°, h=1

uly

Figure 4: Numerical results of coupled and single solitons collision with velocities a=0.15 both, with I <0,

-150 -100  -50 0 50 100 150
x

(c) t=240

Jul.v

uly

o 3 he
€.5-Colison,a,=a, (=150, P*, h=1

-150 100 50 0 50 100 150 200
x

(b) t=150

ot 3 e
€.5-Collison,a,=a, t=300, P°, h=1

-150 -100  -50 0 50 100 150 200
x

(d) t=300

solid lines for the density v and the dash line for the electric field |u].



Y. Xia and Y. Xu / Commun. Comput. Phys., 15 (2014), pp. 1091-1107

Ih,l
IS

Coupled-Singe, | <0

200

250 300

Coupled-Coupled
Coupled-Single, | >0

<wee. Coupled-Single, | ,<0

50 100 150
(@) Ina
e b
50 100 150
t
(© Ins

I R
200

PV B
250

L
300

I h2

Iha )

Coupled-Coupled
Coupled-Single, I ,>0
----- Coupled-Single, | ,<0

50

100

150

(b) Iy

200

250 300

wrrecyernrs Coll .
++-+ Coupled-Single, | ,<0

Coupled-Coupled
pled-Single, | >0

TV B
50

T B
100

150
t

(d) Ina

P B
200

T I
250 300

Figure 5: The discrete conservative quantities I, 1, In2, I3, Iy 4 for the solitons collision.

4 Conclusion
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In this paper, we construct the conservative LDG method for the Schrédinger-KdV sys-
tem. We prove that the LDG method conserve the number of plasmons I;, energy of the
oscillations I3 and the number of particles I;. High order semi-implicit time discretiza-
tion is employed to relax the CFL constraint. Numerical tests have been performed to
show the numerical optimal accuracy, or sub-optimal accuracy for the density in system
(1.3). Some applications of different soliton-soliton collisions have also been performed
to show the capability of the LDG method for the Schrodinger-KdV system. The error
estimates for the method will give the mechanism of the accuracy order. We leave this
topic to our future work.
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