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#### Abstract

The local one-dimensional multisymplectic scheme (LOD-MS) is developed for the three-dimensional (3D) Gross-Pitaevskii (GP) equation in Bose-Einstein condensates. The idea is originated from the advantages of multisymplectic integrators and from the cheap computational cost of the local one-dimensional (LOD) method. The 3D GP equation is split into three linear LOD Schrödinger equations and an exactly solvable nonlinear Hamiltonian ODE. The three linear LOD Schrödinger equations are multisymplectic which can be approximated by multisymplectic integrator (MI). The conservative properties of the proposed scheme are investigated. It is masspreserving. Surprisingly, the scheme preserves the discrete local energy conservation laws and global energy conservation law if the wave function is variable separable. This is impossible for conventional MIs in nonlinear Hamiltonian context. The numerical results show that the LOD-MS can simulate the original problems very well. They are consistent with the numerical analysis.
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## 1 Introduction

The existence of the Bose-Einstein Condensate (BEC) was predicted in the early 1920s by Bose and Einstein. It was experimentally created and confirmed until 1995 in atomic

[^0]gas at ultra low temperature [7]. The BEC phenomena can be reported by the meanfield theory in physics and can be modeled by the well-known Gross-Pitaevskii (GP) equation $[9,18]$
\[

$$
\begin{equation*}
i \hbar u_{t}=-\frac{\hbar^{2}}{2 m} \nabla^{2} u+\bar{V}_{d}(\mathbf{x}) u+\frac{4 \pi \hbar^{2} a_{s}}{m}|u|^{2} u, \quad \mathbf{x} \in \mathbb{R}^{d}, t \geqslant 0, \tag{1.1}
\end{equation*}
$$

\]

where $m$ is the atomic mass, $\hbar$ is the Planck constant, $a_{s}$ is the s-wave scatting length ( $a_{s}>0$ for repulsive interaction and $a_{s}<0$ for attractive interaction), and $\bar{V}_{d}(\mathbf{x})$ is the external potential imposed on the physical system.

For convenience, it is necessary to scale GP equation (1.1) into the dimensionless form

$$
\begin{equation*}
i u_{t}=-\frac{1}{2} \nabla^{2} u+V_{d}(\mathbf{x}) u+\beta_{d}|u|^{2} u, \quad \mathbf{x} \in \mathbb{R}^{d}, t \geqslant 0, \tag{1.2}
\end{equation*}
$$

where $\beta_{d}$ is a real constant, and $V_{d}(\mathbf{x})$ is the external potential acting on the physical system which can be periodic

$$
V_{d}(\mathbf{x})= \begin{cases}1-\sin ^{2} x, & d=1 \\ 1-\sin ^{2} x \sin ^{2} y, & d=2 \\ 1-\sin ^{2} x \sin ^{2} y \sin ^{2} z, & d=3\end{cases}
$$

or harmonic

$$
V_{d}(\mathbf{x})= \begin{cases}\frac{\gamma_{x}^{2} x^{2}}{2}, & d=1 \\ \frac{\gamma_{x}^{2} x^{2}+\gamma_{y}^{2} y^{2}}{2}, & d=2 \\ \frac{\gamma_{x}^{2} x^{2}+\gamma_{y}^{2} y^{2}+\gamma_{z}^{2} z^{2}}{2}, & d=3\end{cases}
$$

with the trapped frequencies $\gamma_{x}, \gamma_{y}, \gamma_{z}$ in $x$-, $y$ - and $z$-direction, respectively.
We consider the Cauchy problem of GP equation (1.2) with the initial value

$$
\begin{equation*}
u(\mathbf{x}, 0)=u^{0}(\mathbf{x}), \quad \mathbf{x} \in \mathbb{R}^{d} . \tag{1.3}
\end{equation*}
$$

By direct calculation, one can derive that the GP equation (1.2)-(1.3) endows with the following two important invariants: the first one is mass invariant

$$
\begin{equation*}
\mathcal{Q}(t)=\int_{\mathbb{R}^{d}}|u(\mathbf{x}, t)|^{2} \mathrm{~d} \mathbf{x}=\int_{\mathbb{R}^{d}}|u(\mathbf{x}, 0)|^{2} \mathrm{~d} \mathbf{x}=\mathcal{Q}(0) \tag{1.4}
\end{equation*}
$$

and the second one is energy invariant

$$
\begin{equation*}
\mathcal{E}(t)=\int_{\mathbb{R}^{d}}\left[\frac{1}{2}|\nabla u(\mathbf{x}, t)|^{2}+V_{d}(\mathbf{x})|u|^{2}+\frac{\beta_{d}}{2}|u|^{4}\right] \mathrm{d} \mathbf{x}=\mathcal{E}(0) . \tag{1.5}
\end{equation*}
$$

Significant progress on numerical simulation of BEC phenomena has been made over the last ten years (see [2-4, $8,14,20,23,24,27$ ] and references therein). In [2-4], Bao et al.
presented time-splitting spectral methods for various GP equation with different boundary conditions. Zhang et al. designed local absorbing boundary conditions for GP equation combined with split-step method [26]. Du and Ju [8] developed a finite volume method for the Ginzburg-Landau model. Tian et al. [23] considered a completely implicit multisymplectic structure-preserving scheme for GP equation with vortices. However, the partition of the considered domain must be crude because of the limitation of the performance of computer. Islas et al. proposed a multisymplectic spectral method for the GP equation [14], but it is very difficult in practical computing. Ruprecht et al. [20] simulated the ground state solution and dynamics of GP equations by Crank-Nicolson scheme. In [24], Wang presented a split-step difference scheme for GP equation.

Splitting technique has different names in different subjects. It is fractional-step method in computational fluid dynamics, split-step method in optics, acoustics and nonlinear PDEs, dimensional splitting, alternative directional method and local one-dimensional (LOD) method in multidimensional PDEs, etc. In multidimensional context, it was originally developed for multidimensional parabolic equations by Douglas et al. [16,17], including alternative direction implicit (ADI) method, LOD method. It was generalized to nonlinear KdV equations by Tappert [22] which split the KdV equations into purely linear and nonlinear subproblems. Now, it is widely employed for solving nonlinear PDEs for its simplicity and flexibility, including the GP equation [24]. The method has also been successfully applied to symplectic geometric integrators [10].

Multisymplectic integrators (MIs) preserving multisymplectic geometric structure are favorable and applied to many mathematical and physical dynamics (see [1,5,6,12,13,19, 25] and references therein). As is well-known, for general multisymplectic Hamiltonian system, there are no explicit MIs. Therefore, it is rather difficult to establish an efficient and approachable MI for multidimensional Hamiltonian systems ( $d \geq 2$ for instance). To wipe off the flaw, recently, we developed a novel kind of splitting MIs for intricate or multidimensional Hamiltonian PDEs (MHPDEs) [11,15]. The method makes neither nonlinear iterative nor expensive algebraic systems. The basic thought of the method is to decompose the original MHPDEs into several LOD HPDEs. Then we approximate them by MIs, which preserve discrete LOD multisymplectic conservation laws. We call the method LOD-MS for multidimensional MHPDEs. In this paper, we investigate LOD-MS for the GP equation (1.2).

The general 3D MHPDE reads

$$
\begin{equation*}
M \mathbf{z}_{t}+\sum_{j=1}^{3} K_{j} \mathbf{z}_{x_{j}}=\nabla_{\mathbf{z}} S(\mathbf{z}), \tag{1.6}
\end{equation*}
$$

where $M, K_{j}(j=1,2,3)$ are skew-symmetric matrices, and $S(\mathbf{z})$ is a smooth function which is called Hamiltonian function. It is easy to derive that the multisymplectic system (1.6) satisfies the following local conservation laws:

- Multisymplectic conservation law (MCL)

$$
\frac{\partial}{\partial t} \omega+\sum_{j=1}^{3} \frac{\partial}{\partial x_{j}} \kappa_{j}=0
$$

with the symplectic density and symplectic fluxes

$$
\omega=d \mathbf{z} \wedge M d \mathbf{z}, \quad \kappa_{j}=d \mathbf{z} \wedge K_{j} d \mathbf{z}, \quad j=1,2,3 .
$$

- Local energy conservation law (LECL)

$$
\frac{\partial}{\partial t} E(\mathbf{z})+\nabla \cdot \mathbf{F}(\mathbf{z})=0
$$

where the energy density $E(\mathbf{z})$ and energy flux $\mathbf{F}(\mathbf{z})$ are

$$
\begin{aligned}
& E(\mathbf{z})=S(\mathbf{z})-\frac{1}{2} \sum_{j=1}^{3} \mathbf{z}^{T} K_{j} \mathbf{z}_{x_{j}}, \quad \mathbf{F}(\mathbf{z})=\left(F_{1}, F_{2}, F_{3}\right)^{T}, \\
& F_{j}(\mathbf{z})=\frac{1}{2} \mathbf{z}^{T} K_{j} \mathbf{z}_{t}, j=1,2,3 .
\end{aligned}
$$

The local conservation laws suggest that the density and fluxes can vary from time to time and from point to point. Nevertheless, the density increment in time must be equal to the flux increment at every space point.

The outline of the paper is planned as follows: In Section 2, we give a brief overview on the splitting method and multisymplectic Runge-Kutta (RK) methods. Section 3 is about the multisymplectic structure and its LOD multisymplectic structure of the GP equation (1.2). The conservation laws of the structures are discussed in the section. In Section 4, based on the established LOD multisymplectic structure of the GP equation in Section 3, we develop LOD-MS I and LOD-MS II. The splitting error of the former is of first-order and the latter is of second-order. The conservative properties and stability of the LOD-MS are investigated in Section 5. In Section 6, some numerical examples are reported to verify the numerical behavior of the new developed LOD-MS. Finally, some conclusions and remarks come into being in Section 7.

## 2 Review of splitting methods and Runge-Kutta type MIs

As we know that one can only construct explicit partitioned RK type MIs for separable MHPDEs [19]. However, most MHPDEs are inseparable. In other words, we can only construct completely implicit MIs for them. In consideration of stability, implicit schemes are superior to explicit ones. In this section, we give a brief review for the splitting methods and the RK type MIs.

Firstly, we give a short retrospection of the splitting method. The basic point in splitting method is to decouple the original mathematical model into a group of appropriate subproblems. Then one solves the subproblems in a given sequence approximately or accurately. The solver of the preceding subproblem is employed as the initial value of the rear. The mathematical description of the thought is as follows. Consider the initial value problem

$$
\left\{\begin{array}{l}
\frac{\partial}{\partial t} u(t)=\mathcal{A} u(t)=(\mathcal{L}+\mathcal{N}) u(t)  \tag{2.1}\\
u(0)=u_{0}
\end{array}\right.
$$

where $\mathcal{A}, \mathcal{L}$ and $\mathcal{N}$ are spatial operators. The formal solution of the initial value problem (2.1) is

$$
\begin{equation*}
u(t)=\exp (t \mathcal{A}) u_{0}=\exp (t(\mathcal{L}+\mathcal{N})) u_{0} . \tag{2.2}
\end{equation*}
$$

The computational of exponential operator $\exp (t(\mathcal{L}+\mathcal{N}))$ is very difficult or very expensive regularly. However, the exponential operators $\exp (t \mathcal{L})$ and $\exp (t \mathcal{N})$, which are formal solution operators of the simpler procedures

$$
\begin{align*}
& \frac{\partial}{\partial t} u(t)=\mathcal{L} u(t)  \tag{2.3}\\
& \frac{\partial}{\partial t} u(t)=\mathcal{N} u(t), \tag{2.4}
\end{align*}
$$

respectively, may be computed either more easily or accurately. We resolve the simpler problems (2.3) and (2.4) in a given sequence instead of solving the original problem (2.1) directly. Generally speaking, $\exp (t(\mathcal{L}+\mathcal{N})) \neq \exp (t \mathcal{L}) \exp (t \mathcal{N})$ due to the noncommutativity between $\mathcal{L}$ and $\mathcal{N}$. Suppose $\tau$ be the time step size, $t^{n}=n \tau$, the two frequently used sequences are:

- First-order version: Lie-Trotter splitting

$$
\begin{align*}
u\left(t^{n}\right)=\exp (\tau(\mathcal{L}+\mathcal{N})) u\left(t^{n-1}\right) & \approx \exp (\tau \mathcal{L}) \exp (\tau \mathcal{N}) u\left(t^{n-1}\right) \\
& \approx[\exp (\tau \mathcal{L}) \exp (\tau \mathcal{N})]^{n} u_{0} . \tag{2.5}
\end{align*}
$$

- Second-order version: Strang splitting [21]

$$
\begin{align*}
u\left(t^{n}\right) & \approx \exp \left(\frac{\tau}{2} \mathcal{L}\right) \exp (\tau \mathcal{N}) \exp \left(\frac{\tau}{2} \mathcal{L}\right) u\left(t^{n-1}\right) \\
& \approx \exp \left(\frac{\tau}{2} \mathcal{L}\right) \exp (\tau \mathcal{N}) \exp (\tau \mathcal{L}) \exp (\tau \mathcal{N}) \exp \left(\frac{\tau}{2} \mathcal{L}\right) u\left(t^{n-2}\right) \\
& \approx \exp \left(\frac{\tau}{2} \mathcal{L}\right)[\exp (\tau \mathcal{N}) \exp (\tau \mathcal{L})]^{n-1} \exp (\tau \mathcal{N}) \exp \left(\frac{\tau}{2} \mathcal{L}\right) u_{0} \tag{2.6}
\end{align*}
$$

By the Baker-Campbell-Hausdorf ( BCH ) formula, the time-splitting error of the first version (2.5) and the second version (2.6) are of first-order and second-order, respectively.

An $s$-stage RK method for a general Hamiltonian system

$$
\begin{equation*}
\frac{d}{d t} \mathbf{z}=J \nabla_{\mathbf{z}} H(\mathbf{z}) \tag{2.7}
\end{equation*}
$$

is

$$
\left\{\begin{array}{l}
K^{j}=\mathbf{z}^{n}+\tau \sum_{l=1}^{s} a_{j l} J \nabla_{\mathbf{z}} H\left(K^{l}\right), \quad j=1,2, \cdots, s,  \tag{2.8}\\
\mathbf{z}^{n+1}=\mathbf{z}^{n}+\tau \sum_{j=1}^{s} b_{j} J \nabla_{\mathbf{z}} H\left(K^{j}\right),
\end{array}\right.
$$

where $J$ is the standard symplectic matrix, and $\tau$ is the step length of the method, $H(z)$ is the Hamiltonian function, and $a_{j l}, b_{j}$ are undetermined weighted factors.
Proposition 2.1 ([10]). An s-stage RK method (2.8) for (2.7) is symplectic if

$$
\begin{equation*}
a_{l j} b_{l}+a_{j l} b_{j}-b_{l} b_{j}=0, \quad \text { for any } l, j=1,2, \cdots, s \tag{2.9}
\end{equation*}
$$

For $s=1$, one has the midpoint rule

$$
\begin{equation*}
\mathbf{z}^{n+1}=\mathbf{z}^{n}+\tau J \nabla_{\mathbf{z}} H\left(\mathbf{z}^{n+1 / 2}\right), \quad \text { where } \quad \mathbf{z}^{n+1 / 2}=\frac{1}{2}\left(\mathbf{z}^{n}+\mathbf{z}^{n+1}\right), \tag{2.10}
\end{equation*}
$$

which is symplectic.
For a general one-dimensional multisymplectic Hamiltonian system

$$
\begin{equation*}
M \mathbf{z}_{t}+K \mathbf{z}_{x}=\nabla_{\mathbf{z}} S(\mathbf{z}), \tag{2.11}
\end{equation*}
$$

where $M$ and $K$ are skew-symmetric matrices, and $S(\mathbf{z})$ is some smooth functional, concatenating a pair of symplectic RK integrators in space and time directions, it results in a MI [19]. For example, if one discretizes the system (2.11) by a pair of midpoint rules (2.10) it achieves

$$
\begin{equation*}
M \delta_{t} \mathbf{z}_{j+1 / 2}^{n+1 / 2}+K \delta_{x} \mathbf{z}_{j+1 / 2}^{n+1 / 2}=\nabla_{\mathbf{z}} S\left(\mathbf{z}_{j+1 / 2}^{n+1 / 2}\right) \tag{2.12}
\end{equation*}
$$

where $\delta_{s} \mathbf{z}_{j+1 / 2}^{n+1 / 2}$ is the centered quotient in the $s$-direction with $s$ being either $x$ or $t$, and

$$
\mathbf{z}_{j+1 / 2}^{n+1 / 2}=\frac{1}{2}\left(\mathbf{z}_{j+1}^{n+1 / 2}+\mathbf{z}_{j}^{n+1 / 2}\right)=\frac{1}{4}\left(\mathbf{z}_{j+1}^{n+1}+\mathbf{z}_{j+1}^{n}+\mathbf{z}_{j}^{n+1}+\mathbf{z}_{j}^{n}\right) .
$$

The midpoint scheme (2.12) is multisymplectic, that is to say, it satisfies the discrete MCL $[5,19]$

$$
\begin{equation*}
\frac{\omega_{j+1 / 2}^{n+1}-\omega_{j+1 / 2}^{n}}{\tau}+\frac{\kappa_{j+1}^{n+1 / 2}-\kappa_{j}^{n+1 / 2}}{h}=0 . \tag{2.13}
\end{equation*}
$$

For simplicity, we set the spatial domain be $[0, h]^{3}$, that is, the spatial index $(j, k, l): \equiv$ $(0,0,0)$. For the 3D Hamiltonian system (1.6), one can devise MIs for it, such as the centered box scheme [19]

$$
\begin{equation*}
M \delta_{t} \mathbf{z}_{\frac{1}{2}, \frac{1}{2}, \frac{1}{2}}^{n+\frac{1}{2}}+\sum_{m=1}^{3} K_{m} \delta_{x_{m}} \mathbf{z}_{\frac{1}{2}, \frac{1}{2}, \frac{1}{2}}^{n+\frac{1}{2}}=\nabla_{\mathbf{z}} S\left(\mathbf{z}_{\frac{1}{2}, \frac{1}{2}, \frac{1}{2}}^{n+\frac{1}{2}}\right) \tag{2.14}
\end{equation*}
$$

where $\delta_{s} \mathbf{z}_{\frac{1}{2}, \frac{1}{2}, \frac{1}{2}}^{n+1 / 2}$ is the centered quotient in the $s$-direction with $s$ being either $x_{1}, x_{2}, x_{3}$ or $t$, and $\mathbf{z}_{j, k, l}^{n}$ is an approximation of function $\mathbf{z}\left(x_{1}, x_{2}, x_{3}, t\right)$ at node $\left(x_{1 j}, x_{2 k}, x_{3 l}, t^{n}\right)$. However, this scheme is rather inefficient and resource consuming. In a manner, it is inapproachable due to the limitation of the power of computer. We turn to the LOD-MS [15].

For general cases, it is very hard in establishing approachable MIs for the MHPDE (1.6) as what was alleged previously. We split them into several LOD MHPDEs as follows:

$$
\begin{equation*}
\bar{M} \overline{\mathbf{z}}_{t}+\bar{K}_{j} \overline{\mathbf{z}}_{x_{j}}=\nabla_{\overline{\mathbf{z}}} S_{j}(\overline{\mathbf{z}}), \quad j=1,2,3, \tag{2.15}
\end{equation*}
$$

where $S_{1}(\overline{\mathbf{z}})+S_{2}(\overline{\mathbf{z}})+S_{3}(\overline{\mathbf{z}})=S(\mathbf{z})$, and $\bar{M}, \bar{K}_{j}$ and $\overline{\mathbf{z}}$ may be either the same as those in (1.6) or different from them. This can be observed from [11,15]. It is obvious that the LOD HPDEs (2.15) fulfill the LOD MCLs and LOD LECLs

$$
\begin{array}{ll}
\frac{\partial}{\partial t} \omega+\frac{\partial}{\partial x_{j}} \kappa_{j}=0, & j=1,2,3 \\
\frac{\partial}{\partial t} E+\frac{\partial}{\partial x_{j}} F_{j}=0, & j=1,2,3 . \tag{2.17}
\end{array}
$$

Certainly, one can further decompose one or more of the LOD MHPDEs (2.15) into simpler ones if necessary, such as linear subproblem and nonlinear subproblem [11].

## 3 Multisymplectic structure for GP equation

In this section, we investigate the multisymplectic structure and LOD multisymplectic formulation for the 3D GP equation,

$$
\begin{equation*}
i u_{t}=\left[L+N\left(V,|u|^{2}\right)\right] u=\left(L_{x}+L_{y}+L_{z}\right) u+N\left(V,|u|^{2}\right) u, \tag{3.1}
\end{equation*}
$$

where $L_{x}=-\frac{1}{2} \partial_{x x}, L_{y}=-\frac{1}{2} \partial_{y y}, L_{z}=-\frac{1}{2} \partial_{z z}$ are linear differential operators, and $N\left(V,|u|^{2}\right)=$ $V(x, y, z)+\beta|u|^{2}$ is a nonlinear operator.

To reformulate the GP equation (3.1) into the form (1.6), we suppose $u=p+i q$ and introduces the conjugate momenta $p_{x}=v, q_{x}=w, p_{y}=\varphi, q_{y}=\psi, p_{z}=\zeta, q_{z}=\eta$. Thus, the

GP equation can be cast into the multisymplectic Hamiltonian system,

$$
\left\{\begin{array}{l}
-q_{t}+\frac{1}{2}\left(v_{x}+\varphi_{y}+\zeta_{z}\right)=V(x, y, z) p+\beta\left(p^{2}+q^{2}\right) p  \tag{3.2}\\
p_{t}+\frac{1}{2}\left(w_{x}+\psi_{y}+\eta_{z}\right)=V(x, y, z) q+\beta\left(p^{2}+q^{2}\right) q \\
-\frac{1}{2} p_{x}=-\frac{1}{2} v, \quad-\frac{1}{2} q_{x}=-\frac{1}{2} w, \\
-\frac{1}{2} p_{y}=-\frac{1}{2} \varphi, \quad-\frac{1}{2} q_{y}=-\frac{1}{2} \psi \\
-\frac{1}{2} p_{z}=-\frac{1}{2} \zeta_{,} \quad-\frac{1}{2} q_{z}=-\frac{1}{2} \eta
\end{array}\right.
$$

with $\mathbf{z}=[p, q, v, w, \varphi, \psi, \zeta, \eta]^{T}$, and the skew-symmetric matrices

$$
M=\left[\begin{array}{ll}
J_{4} & \mathbf{0}_{4} \\
\mathbf{0}_{4} & \mathbf{0}_{4}
\end{array}\right], \quad K_{1}=\frac{1}{2}\left[\begin{array}{ll}
L_{4} & \mathbf{0}_{4} \\
\mathbf{0}_{4} & \mathbf{0}_{4}
\end{array}\right], \quad K_{2}=\frac{1}{2}\left[\begin{array}{cc}
\mathbf{0}_{4} & C_{4} \\
-C_{4} & \mathbf{0}_{4}
\end{array}\right], \quad K_{3}=\frac{1}{2}\left[\begin{array}{cc}
\mathbf{0}_{4} & D_{4} \\
-D_{4} & \mathbf{0}_{4}
\end{array}\right] .
$$

Here

$$
J_{4}=\left[\begin{array}{cccc}
0 & -1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right], \quad L_{4}=\left[\begin{array}{cc}
\mathbf{0}_{2} & I_{2} \\
-I_{2} & \mathbf{0}_{2}
\end{array}\right], \quad C_{4}=\left[\begin{array}{ll}
I_{2} & \mathbf{0}_{2} \\
\mathbf{0}_{2} & \mathbf{0}_{2}
\end{array}\right], \quad D_{4}=\left[\begin{array}{cc}
\mathbf{0}_{2} & I_{2} \\
\mathbf{0}_{2} & \mathbf{0}_{2}
\end{array}\right],
$$

where $I_{n}$ and $\mathbf{0}_{n}$ are $n \times n$ identity matrix and zeros matrix, respectively.
The Hamiltonian function is

$$
S(\mathbf{z})=\frac{1}{4}\left[2 V(x, y, z)\left(p^{2}+q^{2}\right)+\beta\left(p^{2}+q^{2}\right)^{2}-\left(v^{2}+w^{2}+\varphi^{2}+\psi^{2}+\zeta^{2}+\eta^{2}\right)\right] .
$$

By straightforward calculation, the symplectic structures are

$$
\begin{array}{ll}
\omega=d q \wedge d p, & \kappa_{1}=\frac{1}{2}(d p \wedge d v+d q \wedge d w), \\
\kappa_{2}=\frac{1}{2}(d p \wedge d \varphi+d q \wedge d \psi), & \kappa_{3}=\frac{1}{2}(d p \wedge d \zeta+d q \wedge d \eta),
\end{array}
$$

and the energy density and energy fluxes are

$$
\begin{aligned}
& E(\mathbf{z})=2 V(x, y, z)\left(p^{2}+q^{2}\right)+\beta\left(p^{2}+q^{2}\right)^{2}+\left(v^{2}+w^{2}+\varphi^{2}+\psi^{2}+\zeta^{2}+\eta^{2}\right), \\
& F_{1}(\mathbf{z})=-2\left(p_{t} v+q_{t} w\right), \quad F_{2}(\mathbf{z})=-2\left(p_{t} \varphi+q_{t} \psi\right), \quad F_{3}(\mathbf{z})=-2\left(p_{t} \zeta+q_{t} \eta\right) .
\end{aligned}
$$

As was stated previously, it was very difficult in developing practical MIs for the nonseparable MHPDE (3.2). In view of the importance of MI, we split (3.2) into the following

LOD PDEs

$$
\begin{align*}
i u_{t} & =-\frac{1}{2} u_{x x}=L_{x} u  \tag{3.3}\\
i u_{t} & =-\frac{1}{2} u_{y y}=L_{y} u  \tag{3.4}\\
i u_{t} & =-\frac{1}{2} u_{z z}=L_{z} u  \tag{3.5}\\
i u_{t} & =\left[V(x, y, z)+\beta|u|^{2}\right] u=N\left(V,|u|^{2}\right) u . \tag{3.6}
\end{align*}
$$

The LOD PDEs (3.3), (3.4), (3.5) can be written in the LOD multisymplectic formulation

$$
\begin{equation*}
J_{4} \frac{\partial}{\partial t} \overline{\mathbf{z}}_{j}+L_{4} \frac{\partial}{\partial x_{j}} \overline{\mathbf{z}}_{j}=\nabla_{\overline{\mathbf{z}}_{j}} S_{j}\left(\overline{\mathbf{z}}_{j}\right), \quad j=1,2,3, \tag{3.7}
\end{equation*}
$$

where $x_{1}=x, x_{2}=y, x_{3}=z$, and $\overline{\mathbf{z}}_{1}=(p, q, v, w)^{T}, \mathbf{z}_{2}=(p, q, \varphi, \psi)^{T}, \overline{\mathbf{z}}_{3}=(p, q, \zeta, \eta)^{T}$, with the Hamiltonian functions

$$
S_{1}(\overline{\mathbf{z}})=-\frac{1}{4}\left(v^{2}+w^{2}\right), \quad S_{2}(\overline{\mathbf{z}})=-\frac{1}{4}\left(\varphi^{2}+\psi^{2}\right), \quad S_{3}(\overline{\mathbf{z}})=-\frac{1}{4}\left(\zeta^{2}+\eta^{2}\right) .
$$

The nonlinear subproblem (3.6) degenerates to the Hamiltonian formulation

$$
\begin{equation*}
\frac{d}{d t} \hat{\mathbf{z}}=J^{-1} \nabla_{\hat{\mathbf{z}}} H(\hat{\mathbf{z}}), \quad \forall x, y, z, \tag{3.8}
\end{equation*}
$$

where

$$
\hat{\mathbf{z}}=(p, q)^{T}, \quad J=\left[\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right],
$$

and the Hamiltonian function is

$$
H(\hat{\mathbf{z}})=\frac{1}{4}\left[2 V(x, y, z)\left(p^{2}+q^{2}\right)+\beta\left(p^{2}+q^{2}\right)^{2}\right] .
$$

Accordingly, the LOD MHPDEs (3.3), (3.4), (3.5), (3.6) satisfy the following LOD MCLs

$$
\begin{array}{ll}
\frac{\partial}{\partial t}(d q \wedge d p)+\frac{\partial}{\partial x}(d p \wedge d v+d q \wedge d w)=0, & \forall y, z, \\
\frac{\partial}{\partial t}(d q \wedge d p)+\frac{\partial}{\partial y}(d p \wedge d \varphi+d q \wedge d \psi)=0, & \forall x, z, \\
\frac{\partial}{\partial t}(d q \wedge d p)+\frac{\partial}{\partial z}(d p \wedge d \zeta+d q \wedge d \eta)=0, & \forall x, y, \\
\frac{d}{d t}(d q \wedge d p)=0, & \forall x, y, z, t, \tag{3.12}
\end{array}
$$

respectively, and the LOD LECLs

$$
\begin{array}{ll}
\frac{\partial}{\partial t} E_{1}+\frac{\partial}{\partial x} F_{1}=\frac{\partial}{\partial t}\left(v^{2}+w^{2}\right)-2 \frac{\partial}{\partial x}\left(v p_{t}+w q_{t}\right)=0, & \forall y, z \\
\frac{\partial}{\partial t} E_{2}+\frac{\partial}{\partial y} F_{2}=\frac{\partial}{\partial t}\left(\varphi^{2}+\psi^{2}\right)-2 \frac{\partial}{\partial y}\left(\varphi p_{t}+\psi q_{t}\right)=0, & \forall x, z \\
\frac{\partial}{\partial t} E_{3}+\frac{\partial}{\partial z} F_{3}=\frac{\partial}{\partial t}\left(\zeta^{2}+\eta^{2}\right)-2 \frac{\partial}{\partial z}\left(\zeta p_{t}+\eta q_{t}\right)=0, & \forall x, y, \\
\frac{d}{d t}\left[2 V(x, y, z)\left(p^{2}+q^{2}\right)+\beta\left(p^{2}+q^{2}\right)^{2}\right]=0, & \forall x, y, z, t \tag{3.16}
\end{array}
$$

respectively. Moreover, for the nonlinear Hamiltonian system (3.6), one has the pointwise mass conservation law

$$
\begin{equation*}
|u(x, y, z, t)|^{2}=|u(x, y, z, 0)|^{2}, \quad \forall x, y, z, t \tag{3.17}
\end{equation*}
$$

which makes the subproblem exactly solvable by the method of separating variables.

## 4 LOD-MS for the GP equation

We can approximate the LOD MHPDEs (3.3)-(3.5) by some pairs of symplectic RK methods. This type of methods will make them satisfy discrete LOD MCLs [15].

We approximate the LOD MHPDEs (3.3), (3.4), (3.5) by the midpoint rule (2.12) and have

$$
\begin{align*}
& \left\{\begin{array}{l}
-\frac{q_{\frac{1}{2}, 0,0}^{*}-q_{\frac{1}{2}, 0,0}^{n}}{\tau}+\frac{1}{2} \frac{i_{1,00}^{n *+\frac{1}{2}}-v_{0,0,0}^{n *+\frac{1}{2}}}{h}=0, \\
\frac{p_{\frac{1}{1}, 0,0}^{*}-p_{\frac{1}{2}, 0,0}^{n}}{\tau}+\frac{1}{2} \frac{w_{1,0,0}^{n * \frac{1}{2}}-w_{0,0,0}^{n *+\frac{1}{2}}}{h}=0, \\
\frac{p_{1,00}^{n * \frac{1}{2}}-p_{0,0,0}^{n *+\frac{1}{2}}}{h}=v_{\frac{1}{2}, 0,0}^{n *+\frac{1}{2}}, \frac{q_{1,0,0}^{n * \frac{1}{2}}-q_{0,0,0}^{n *+\frac{1}{2}}}{h}=w_{\frac{1}{2}, 0,0}^{n *+\frac{1}{2}},
\end{array}\right. \tag{4.1}
\end{align*}
$$

where $u^{n *+\frac{1}{2}}=\frac{1}{2}\left(u^{n}+u^{*}\right), u^{n * *+\frac{1}{2}}=\frac{1}{2}\left(u^{*}+u^{* *}\right), u^{n * * *+\frac{1}{2}}=\frac{1}{2}\left(u^{* *}+u^{* * *}\right)$. Here we have neglected the spatial indexes $j, k, l$.

As usual, the LOD-MS (4.1), (4.2), (4.3) can be coded in the following manner, respectively, by eliminating the conjugate momenta

$$
\begin{align*}
& i \frac{\left(u_{j-\frac{1}{2}, k l}^{*}+u_{j+\frac{1}{2}, k l}^{*}\right)-\left(u_{j-\frac{1}{2}, k l}^{n}+u_{j+\frac{1}{2}, k l}^{n}\right)}{\tau}+\delta_{x}^{2} u_{j k l}^{n *+\frac{1}{2}}=0,  \tag{4.4}\\
& i \frac{\left(u_{j, k-\frac{1}{2}, l}^{* *}+u_{j, k+\frac{1}{2}, l}^{* *}\right)-\left(u_{j, k-\frac{1}{2}, l}^{*}+u_{j, k+\frac{1}{2}, l}^{*}\right)}{\tau}+\delta_{y}^{2} u_{j k l}^{n * *+\frac{1}{2}}=0,  \tag{4.5}\\
& i \frac{\left(u_{j k, l-\frac{1}{2}}^{* * *}+u_{j k, l+\frac{1}{2}}^{* * *}\right)-\left(u_{j k, l-\frac{1}{2}}^{* *}+u_{j k, l+\frac{1}{2}}^{* *}\right)}{\tau}+\delta_{z}^{2} u_{j k l}^{n+\frac{1}{2}}=0, \tag{4.6}
\end{align*}
$$

where

$$
\begin{aligned}
& \delta_{x}^{2} u_{j k l}^{n}=\frac{u_{j+1, k l}^{n}-2 u_{j k l}^{n}+u_{j-1, k l}^{n}}{h^{2}}, \quad \delta_{y}^{2} u_{j k l}^{n}=\frac{u_{j, k+1, l}^{n}-2 u_{j k l}^{n}+u_{j, k-1, l}^{n}}{h^{2}}, \\
& \delta_{z}^{2} u_{j k l}^{n}=\frac{u_{j k, l+1}^{n}-2 u_{j k l}^{n}+u_{j k, l-1}^{n}}{h^{2}} .
\end{aligned}
$$

As for the solver of Hamiltonian system (3.6), it can be exactly solved due to the point-wise conservation law (3.17)

$$
\begin{equation*}
u_{j k l}^{n+1}=\exp \left(-i\left(V_{j k l}+\beta\left|u_{j k l}^{* * *}\right|^{2}\right) \tau\right) u_{j k l}^{* * *}=\exp \left(-i \theta_{j k l}^{* * *}\right) u_{j k l}^{* * *}, \tag{4.7}
\end{equation*}
$$

where $\theta_{j k l}^{* * *}=\left(V_{j k l}+\beta\left|u_{j k l}^{* *}\right|^{2}\right) \tau$.
It can be observed that the scheme (4.4)-(4.7) is the first-order version (2.5). The discrete errors of the scheme (4.4)-(4.6) are of second-order accuracy in both time and space. The solution (4.7) is accurate. Therefore, the whole errors of the scheme (4.4)-(4.7) is of first-order in time and second-order in space. To improve the accuracy in time, we composite schemes (4.4)-(4.7) by using the second-order version (2.6) and obtain

$$
\begin{align*}
& i \frac{\left(u_{j-\frac{1}{2}, k l}^{*}+u_{j+\frac{1}{2}, k l}^{*}\right)-\left(u_{j-\frac{1}{2}, k l}^{n}+u_{j+\frac{1}{2}, k l}^{n}\right)}{\tau / 2}+\delta_{x}^{2} u_{j k l}^{n * \frac{1}{2}}=0  \tag{4.8}\\
& i \frac{\left(u_{j, k-\frac{1}{2}, l}^{* *}+u_{j, k+\frac{1}{2}, l}^{* *}\right)-\left(u_{j, k-\frac{1}{2}, l}^{*}+u_{j, k+\frac{1}{2}, l}^{*}\right)}{\tau / 2}+\delta_{y}^{2} u_{j k l}^{n * *+\frac{1}{2}}=0,  \tag{4.9}\\
& i \frac{\left(u_{j k, l-\frac{1}{2}}^{* * *}+u_{j k, l+\frac{1}{2}}^{* * *}\right)-\left(u_{j k, l-\frac{1}{2}}^{* *}+u_{j k, l+\frac{1}{2}}^{* *}\right)}{\tau / 2}+\delta_{z}^{2} u_{j k l}^{n+\frac{1}{2}}=0,  \tag{4.10}\\
& \bar{u}_{j k l}=\exp \left(-i\left(V_{j k l}+\beta\left|u_{j k l}^{* *}\right|^{2}\right) \tau\right) u_{j k l}^{* * *}=\exp \left(-i \theta_{j k l}^{* *}\right) u_{j k l}^{* *}, \tag{4.11}
\end{align*}
$$

$$
\begin{align*}
& i \frac{\left(\overline{\bar{u}}_{j k, l-\frac{1}{2}}+\overline{\bar{u}}_{j k, l+\frac{1}{2}}\right)-\left(\bar{u}_{j k, l-\frac{1}{2}}+\bar{u}_{j k, l+\frac{1}{2}}\right)}{\tau / 2}+\delta_{z}^{2} u_{j k l}^{n \diamond+\frac{1}{2}}=0,  \tag{4.12}\\
& i \frac{\left(\overline{\bar{u}}_{j, k-\frac{1}{2}, l}+\overline{\bar{u}}_{j, k+\frac{1}{2}, l}\right)-\left(\overline{\bar{u}}_{j, k-\frac{1}{2}, l}+\overline{\bar{u}}_{j, k+\frac{1}{2}, l}\right)}{\tau / 2}+\delta_{y}^{2} u_{j k l}^{n \diamond \diamond \frac{1}{2}}=0,  \tag{4.13}\\
& \left.i \frac{\left(u_{j-\frac{1}{2}, k l}^{n+1}+u_{j+\frac{1}{2}, k l}^{n+1}\right)-\left(\overline{\overline{u_{j}}} \overline{j-\frac{1}{2}, k l}\right.}{}+\overline{\bar{u}}_{j+\frac{1}{2}, k l}\right)  \tag{4.14}\\
& \tau / 2
\end{align*} \delta_{x}^{2} u_{j k l}^{n \diamond \diamond+\frac{1}{2}}=0 ., ~ l
$$

where $u^{n \diamond+\frac{1}{2}}=\frac{1}{2}(\bar{u}+\overline{\bar{u}}), u^{n \diamond \diamond+\frac{1}{2}}=\frac{1}{2}(\overline{\bar{u}}+\overline{\bar{u}}), u^{n \diamond \infty \diamond+\frac{1}{2}}=\frac{1}{2}\left(\overline{\bar{u}}+u^{n+1}\right)$. For simplicity, we denote LOD-MS (4.4)-(4.7) as LOD-MS I and LOD-MS (4.8)-(4.14) as LOD-MS II.

## 5 Analysis of conservative properties

In this section, we investigate the LOD-MS I theoretically. The numerical analysis of the second-order scheme LOD-MS II can be programmed in the same way. For convenience, the unitary inner product and $l_{2}$-norm are recalled:

$$
\begin{array}{ll}
\langle u, v\rangle=h_{x} h_{y} h_{z} \sum_{j, k, l} u_{j k l} \bar{v}_{j k l}, & \|u\|^{2}=\langle u, u\rangle, \\
\|u\|_{\frac{1}{2}}^{2}=h_{x} h_{y} h_{z} \sum_{j, k, l}\left|u_{j+\frac{1}{2}, k+\frac{1}{2}, l+\frac{1}{2}}\right|^{2}, & \|u\|_{\infty}=\max _{j, k, l}\left|u_{j k l}\right| .
\end{array}
$$

By the theory in multisymplectic background, the LOD schemes (4.1), (4.2), (4.3) satisfy the discrete LOD MCLs

$$
\begin{align*}
& \frac{\omega_{j+\frac{1}{2}, k l}^{*}-\omega_{j+\frac{1}{2}, k l}^{n}}{\tau}+\frac{\kappa_{1 j+1, k l}^{n *+\frac{1}{2}}-\kappa_{1 j k l}^{n *+\frac{1}{2}}}{h}=0,  \tag{5.1}\\
& \frac{\omega_{j, k+\frac{1}{2}, l}^{* *}-\omega_{j, k+\frac{1}{2}, l}^{*}}{\tau}+\frac{\kappa_{2 j, k+1, l}^{n * *+\frac{1}{2}}-\kappa_{2 j k l}^{n * *+\frac{1}{2}}}{h}=0,  \tag{5.2}\\
& \frac{\omega_{j, l+l+\frac{1}{2}}^{* * *}-\omega_{j k, l+\frac{1}{2}}^{* *}}{\tau}+\frac{\kappa_{3 j k, l+1}^{n * * * \frac{1}{2}}-\kappa_{3}{ }_{j k l}^{n * *+\frac{1}{2}}}{h}=0, \tag{5.3}
\end{align*}
$$

and the LOD LECLs

$$
\begin{align*}
& \frac{E_{1}{ }_{j+\frac{1}{2}, k l}^{*}-E_{1}{ }_{j+\frac{1}{2}, k l}^{n}}{\tau}+\frac{F_{1 j+1, k l}^{n *+\frac{1}{2}}-F_{1 j k l}^{n *+\frac{1}{2}}}{h}=0,  \tag{5.4}\\
& \frac{E_{2}^{* *}, k+\frac{1}{2}, l}{}-E_{2}^{2}{ }_{j, k+\frac{1}{2}, l}^{*}+\frac{F_{2, k+1, l}^{n *+\frac{1}{2}}-F_{2}{ }_{j k l}^{n *+\frac{1}{2}}}{h}=0, \tag{5.5}
\end{align*}
$$

where

$$
\begin{aligned}
& E_{1}{ }_{j+\frac{1}{2}, k l}^{n}=\left(v_{j+\frac{1}{2}, k l}^{n}\right)^{2}+\left(w_{j+\frac{1}{2}, k l}^{n}\right)^{2}, \\
& E_{2}^{*}, k+\frac{1}{2}, l \\
& E_{3_{j k, l+\frac{1}{2}}^{*}}=\left(\varphi_{j, k+\frac{1}{2}, l}^{*}\right)^{2}+\left(\psi_{j k, l+\frac{1}{2}}^{*}\right)^{2}+\left(\eta_{j k, l+\frac{1}{2}, l}^{* *}\right)^{2}, \\
& F_{1}^{n *+\frac{1}{2}}=-2\left(v_{j k l}^{n *+\frac{1}{2}} \delta_{t} p_{j k l}^{n * \frac{1}{2}}+w_{j k l}^{n *+\frac{1}{2}} \delta_{t} q_{j k l}^{n *+\frac{1}{2}}\right), \\
& F_{2 j k l}^{n * *+\frac{1}{2}}=-2\left(\varphi_{j k l}^{n * *+\frac{1}{2}} \delta_{t} p_{j k l}^{n *+\frac{1}{2}}+\psi_{j k l}^{n *+\frac{1}{2}} \delta_{t} q_{j k l}^{n * *+\frac{1}{2}}\right), \\
& F_{3_{j k l}}^{n *+\frac{1}{2}}=-2\left(\zeta_{j k l}^{n * *+\frac{1}{2}} \delta_{t} p_{j k l}^{n * * *+\frac{1}{2}}+\eta_{j k l}^{n * * *+\frac{1}{2}} \delta_{t} q_{j k l}^{n * * *+\frac{1}{2}}\right) .
\end{aligned}
$$

Of course, the solution (4.7) of the nonlinear subproblem (3.6) satisfies the conservation laws that the original system (3.6) possesses, such as symplectic-preserving, point-wise mass-preserving and point-wise energy-preserving as well

$$
\begin{align*}
& d q_{j k l}^{n+1} \wedge d p_{j k l}^{n+1}=d q_{j k l}^{n} \wedge d p_{j k l}^{n}=\cdots=d q_{j k l}^{0} \wedge d p_{j k l}^{0},  \tag{5.7}\\
& \left|u_{j k l}^{n+1}\right|^{2}=\left|u_{j k l}^{n}\right|^{2}=\cdots=\left|u_{j k l}^{0}\right|^{2},  \tag{5.8}\\
& 2 V_{j k l}\left|u_{j k l}^{n+1}\right|^{2}+\beta\left|u_{j k l}^{n+1}\right|^{4}=2 V_{j k l}\left|u_{j k l}^{n}\right|^{2}+\beta\left|u_{j k l}^{n}\right|^{4}=\cdots=2 V_{j k l}\left|u_{j k l}^{0}\right|^{2}+\beta\left|u_{j k l}^{0}\right|^{4} . \tag{5.9}
\end{align*}
$$

In fact, the solution (4.7) can be written in

$$
p_{j k l}^{n+1}+i q_{j k l}^{n+1}=\left(\cos \theta_{j k l}^{n}-i \sin \theta_{j k l}^{n}\right)\left(p_{j k l}^{n}+i q_{j k l}^{n}\right) .
$$

That is to say,

$$
\left\{\begin{array}{l}
p_{j k l}^{n+1}=p_{j k l}^{n} \cos \theta_{j k l}^{n}+q_{j k l}^{n} \sin \theta_{j k l}^{n}, \\
q_{j k l}^{n+1}=-p_{j k l}^{n} \sin \theta_{j k l}^{n}+q_{j k l}^{n} \cos \theta_{j k l}^{n} .
\end{array}\right.
$$

Consequently, one has

$$
\begin{aligned}
d q_{j k l}^{n+1} \wedge d p_{j k l}^{n+1} & =\left[-d p_{j k l}^{n} \sin \theta_{j k l}^{n}+d q_{j k l}^{n} \cos \theta_{j k l}^{n}\right] \wedge\left[d p_{j k l}^{n} \cos \theta_{j k l}^{n}+d q_{j k l}^{n} \sin \theta_{j k l}^{n}\right] \\
& =d q_{j k l}^{n} \wedge d p_{j k l}^{n} .
\end{aligned}
$$

This is precisely the symplectic conservation law (5.7). Taking the norm on both sides of (4.7), it results in the point-wise mass invariant (5.8). The third invariant (5.9) can be derived from the second one (5.8).

To pick up the total conservation laws of the LOD-MS (4.1), (4.2), (4.3) and (4.7), we
reformulate them into follows:

$$
\begin{aligned}
& \left(\frac{q_{j+\frac{1}{2}, k+\frac{1}{2}, l+\frac{1}{2}}^{2 *}-q_{j+\frac{1}{2}, k+\frac{1}{2}, l+\frac{1}{2}}^{2}}{\tau}-\frac{1}{2} \frac{\varphi_{j+\frac{2}{2}, k+1, l+\frac{1}{2}}^{n * *+\frac{1}{2}} \varphi_{j+\frac{2}{2}, k, l+\frac{1}{2}}^{n * *+\frac{1}{2}}}{h}=0,\right.
\end{aligned}
$$

$$
\begin{align*}
& \left\{\begin{array}{l}
-\frac{p_{j+\frac{1}{2}, k+\frac{1}{2}, l+\frac{1}{2}}^{* * p_{j+\frac{1}{2}}^{*}, k+\frac{1}{2}, l+\frac{1}{2}}}{\tau}-\frac{1}{2} \frac{\eta_{j+\frac{1}{2}, k+\frac{1}{2}, l+1}^{n *+}-\eta_{j+\frac{1}{2}, k+\frac{1}{2}, l}^{n * *+\frac{1}{2}}}{h}=0, \\
\frac{1}{2} \frac{p_{j+\frac{1}{2}, k+\frac{1}{2}, l+1}^{n * p_{j}^{2}}-p_{j+\frac{1}{2}, k+\frac{1}{2}, l}^{n * * \frac{1}{2}}}{h}=\frac{1}{2} \zeta_{j+\frac{1}{2}, k+\frac{1}{2}, l+\frac{1}{2}}^{n * * *+\frac{1}{2}} \\
\frac{1}{2} \frac{q_{j+\frac{1}{2}, k+\frac{1}{2}, l+1}^{n * *+q_{j+\frac{1}{2}}^{2}, k+\frac{1}{2}, l}}{h}=\frac{1}{2} \eta_{j+\frac{1}{2}, k+\frac{1}{2}, l+\frac{1}{2}}^{n * * * \frac{1}{2}}
\end{array}\right.  \tag{5.12}\\
& u_{\frac{1}{2}, \frac{1}{2}, \frac{1}{2}}^{n+1}=\exp \left(-i\left(V_{\frac{1}{2}, \frac{1}{2}, \frac{1}{2}}+\beta\left|u_{\frac{1}{2}, \frac{1}{2}, \frac{1}{2}}^{* * *}\right|^{2}\right) \tau\right) u_{\frac{1}{2}, \frac{1}{2}, \frac{1}{2}}^{* * *}=\exp \left(-i \theta_{\frac{1}{2}, \frac{1}{2}, \frac{1}{2}}^{* * *}\right) u_{\frac{1}{2}, \frac{1}{2}, \frac{1}{2}}^{* * *} . \tag{5.13}
\end{align*}
$$

As a counterpart of (4.4), (4.5), (4.6), the schemes (5.10), (5.11), (5.12), (5.13) can be coded as follows:

$$
\begin{align*}
& i \delta_{t}\left(u_{j+\frac{1}{2}, k+\frac{1}{2}, l+\frac{1}{2}}^{\left.n *+u_{j-\frac{1}{2}, k+\frac{1}{2}, l+\frac{1}{2}}^{n *+\frac{1}{2}}\right)+\delta_{x}^{2} u_{j, k+\frac{1}{2}, l+\frac{1}{2}}^{n *+\frac{1}{2}}=0, ~}\right.  \tag{5.14}\\
& i \delta_{t}\left(u_{j+\frac{1}{2}, k+\frac{1}{2}, l+\frac{1}{2}}^{n * * \frac{1}{2}}+u_{j+\frac{1}{2}, k-\frac{1}{2}, l+\frac{1}{2}}^{n * * \frac{1}{2}}\right)+\delta_{y}^{2} u_{j+\frac{1}{2}, k, l+\frac{1}{2}}^{n * *+\frac{1}{2}}=0, \tag{5.15}
\end{align*}
$$

$$
\begin{align*}
& i \delta_{t}\left(u_{j+\frac{1}{2}, k+\frac{1}{2}, l+\frac{1}{2}}^{n * * *}+u_{j+\frac{1}{2}, k+\frac{1}{2}, l-\frac{1}{2}}^{n * * * \frac{1}{2}}\right)+\delta_{z}^{2} u_{j+\frac{1}{2}, k+\frac{1}{2}, l}^{n * * * \frac{1}{2}}=0,  \tag{5.16}\\
& u_{\frac{1}{2}, \frac{1}{2}, \frac{1}{2}}^{n+1}=\exp \left(-i\left(V_{\frac{1}{2}, \frac{1}{2}, \frac{1}{2}}^{2}+\beta\left|u_{\frac{1}{2}, \frac{1}{2}, \frac{1}{2}}^{* * *}\right|^{2}\right) \tau\right) u_{\frac{1}{2}, \frac{1}{2}, \frac{1}{2}}^{* * *}=\exp \left(-i \theta_{\frac{1}{2}, \frac{1}{2}, \frac{1}{2}}^{* * *}\right) u_{\frac{1}{2}, \frac{1}{2}, \frac{1}{2}}^{* * *} . \tag{5.17}
\end{align*}
$$

Theorem 5.1. The LOD-MS (4.4)-(4.7) admits the global mass and global LOD energy conservation laws

$$
\begin{align*}
& \mathcal{Q}^{n+1}=\mathcal{Q}^{* * *}=\mathcal{Q}^{* *}=\mathcal{Q}^{*}=\mathcal{Q}^{n}=\cdots=\mathcal{Q}^{0},  \tag{5.18}\\
& \mathcal{E}_{x}^{*}=\mathcal{E}_{x}^{n}, \quad \mathcal{E}_{y}^{* *}=\mathcal{E}_{y}^{*}, \quad \mathcal{E}_{z}^{* * *}=\mathcal{E}_{z}^{* *}, \tag{5.19}
\end{align*}
$$

where

$$
\begin{array}{ll}
\mathcal{Q}=\|u\|_{\frac{1}{2}}^{2}, & \mathcal{E}_{x}=h_{x} h_{y} h_{z} \sum_{j, k, l}\left|\delta_{x} u_{j+\frac{1}{2}, k, l}\right|^{2}, \\
\mathcal{E}_{y}=h_{x} h_{y} h_{z} \sum_{j, k, l}\left|\delta_{y} u_{j, k+\frac{1}{2}, l}\right|^{2}, & \mathcal{E}_{z}=h_{x} h_{y} h_{z} \sum_{j, k, l}\left|\delta_{z} u_{j, k, l+\frac{1}{2}}\right|^{2},
\end{array}
$$

with the centered difference quotient $\delta_{s} u_{m+\frac{1}{2}}=\frac{u_{m+1}-u_{m}}{h_{s}}$.
Remark 5.1. From the point-wise conservation laws (5.8), (5.9), it is quite clear that

$$
\begin{align*}
& \mathcal{Q}^{n+1}=\mathcal{Q}^{* * * *}=\mathcal{Q}^{n}  \tag{5.20}\\
& \mathcal{E}_{n o n}^{n+1}=h^{3} \sum_{j, k, l}\left[V_{j k l}\left|u_{j k l}^{n+1}\right|^{2}+\beta\left|u_{j k l}^{n+1}\right|^{4}\right]=\mathcal{E}_{n o n}^{* * *} . \tag{5.21}
\end{align*}
$$

Therefore, the proposed LOD-MS (4.4)-(4.7) is unconditionally stable.
In what follows, we investigate the energy conservation laws of the novel LOD-MS (4.1), (4.2), (4.3) and (4.7), including LECL and global energy conservation law.

Theorem 5.2. Let the solution function $u(x, y, z, t)$ of the GP equation (1.2) be variable separable, i.e.,

$$
\begin{equation*}
u(x, y, z, t)=X(x) Y(y) Z(z) T(t), \tag{5.22}
\end{equation*}
$$

or equally

$$
\begin{equation*}
u_{j k l}^{n}=T^{n} X_{j} Y_{k} Z_{l} \tag{5.23}
\end{equation*}
$$

Then the LOD-MS (4.1)-(4.3), and (4.7) is local energy conservative

$$
\begin{equation*}
\frac{E_{j+\frac{1}{2}, k+\frac{1}{2}, l+\frac{1}{2}}^{n+1}-E_{j+\frac{1}{2}, k+\frac{1}{2}, l+\frac{1}{2}}^{n}}{\tau}+\nabla_{h} \cdot \mathbf{F}_{j k l}^{n+\frac{1}{2}}=0 . \tag{5.24}
\end{equation*}
$$

Proof. Under the assumption of (5.23) and the discrete mass conservation law (5.20), one has

$$
\begin{equation*}
\left|T^{n+1}\right|^{2}=\left|T^{* * *}\right|^{2}=\left|T^{* *}\right|^{2}=\left|T^{*}\right|^{2}=\left|T^{n}\right|^{2}=\cdots=\left|T^{0}\right|^{2} \tag{5.25}
\end{equation*}
$$

and

$$
\begin{array}{ll}
\delta_{t} u_{j k l}^{n+\frac{1}{2}}=\left(\delta_{t} T^{n+\frac{1}{2}}\right) X_{j} Y_{k} Z_{l}, & \delta_{x} u_{j+\frac{1}{2}, k l}^{n+\frac{1}{2}}=T^{n+\frac{1}{2}}\left(\delta_{x} X_{j+\frac{1}{2}}\right) Y_{k} Z_{l}, \\
\delta_{y} u_{j, k+\frac{1}{2}, l}^{n+\frac{1}{2}}=T^{n+\frac{1}{2}} X_{j}\left(\delta_{y} Y_{k+\frac{1}{2}}\right) Z_{l}, & \delta_{z} u_{j k, l+\frac{1}{2}}^{n+\frac{1}{2}}=\left(T^{n+\frac{1}{2}} X_{j} Y_{k} \delta_{z} Z_{l+\frac{1}{2}}\right) .
\end{array}
$$

It is reasonable to form a hypothesis as follows:

$$
\begin{array}{lll}
p_{j k l}^{n}=T_{p}^{n} X_{p_{j}} Y_{p_{k}} Z_{p_{l^{\prime}}} & q_{j k l}^{n}=T_{q}^{n} X_{p_{j}} Y_{q_{k}} Z_{q_{l^{\prime}}} \\
v_{j k l}^{n}=T_{p}^{n} \delta_{x} X_{p_{j}} Y_{p_{k}} Z_{p_{l^{\prime}}} & w_{j k l}^{n}=T_{q}^{n} \delta_{x} X_{q_{j}} Y_{q_{k}} Z_{q^{\prime}} \\
\varphi_{j k l}^{n}=T_{p}^{n} X_{p_{j}} \delta_{y} Y_{k} Z_{p_{l^{\prime}}} & \psi_{j k l}^{n}=T_{q}^{n} X_{q_{j}} Y_{q_{k}} Z_{q_{l^{\prime}}} \\
\zeta_{j k l}^{n}=T_{p}^{n} X_{p_{j}} Y_{p_{k}} \delta_{z} Z_{p_{l^{\prime}}} & \eta_{j k l}^{n}=T_{q}^{n} X_{q_{j}} Y_{q_{k}} \delta_{z} Z_{q_{l}},
\end{array}
$$

then

$$
\begin{equation*}
\left|T^{n}\right|^{2}=\left(T_{p}^{n}\right)^{2}+\left(T_{q}^{n}\right)^{2} \tag{5.26}
\end{equation*}
$$

Thus, it is reminding (5.25) that the three LOD LECLs (5.4), (5.5) and (5.6) can be replaced by

$$
\begin{align*}
& \frac{E_{1+\frac{1}{2}, k l}^{n+1}-E_{1}{ }_{j+\frac{1}{2}, k l}^{n}}{\tau}+\frac{F_{1_{j+1, k l}^{n}}^{n++\frac{1}{2}}-F_{1 j k l}^{n+\frac{1}{2}}}{h}=0,  \tag{5.27}\\
& \frac{E_{2, k+\frac{1}{2}, l}^{n+1}-E_{2}{ }_{j, k+\frac{1}{2}, l}^{n}}{\tau}+\frac{F_{2, k+1, l}^{n+\frac{1}{2}}-F_{2}{ }_{j k l}^{n+\frac{1}{2}}}{h}=0,  \tag{5.28}\\
& \frac{E_{3_{j k, l+\frac{1}{2}}^{n+1}}^{n+}-E_{3_{j k, l+\frac{1}{2}}^{n}}^{n}}{\tau}+\frac{F_{3 j k, l+1}^{n+\frac{1}{2}}-F_{3 j k l}^{n+\frac{1}{2}}}{h}=0 . \tag{5.29}
\end{align*}
$$

Adding up the above three equalities and (5.9), we obtain the discrete LECL (5.24). This proof is finished.
Theorem 5.3. The LOD-MS I and LOD-MS II conserves the discrete energy exactly

$$
\begin{equation*}
\mathcal{E}^{n+1}=\mathcal{E}^{n}=\cdots=\mathcal{E}^{0}, \tag{5.30}
\end{equation*}
$$

where

$$
\mathcal{E}^{n}=h^{3} \sum_{j, k, l}\left[\left(2 V_{j k l}+\left|u_{j k l}^{n}\right|^{2}\right)\left|u_{j k l}^{n}\right|^{2}+\left|\nabla_{h} u_{j k l}^{n}\right|^{2}\right]
$$

with the discrete gradient $\nabla_{h} u_{j k l}^{n}=\left|\delta_{x} u_{j+\frac{1}{2}, k l}^{n}\right|^{2}+\left|\delta_{y} u_{j k+\frac{1}{2}, l^{n}}\right|^{2}+\left|\delta_{z} u_{j k, l+\frac{1}{2}}^{n}\right|^{2}$, provided that the solution is separable in terms of the independent variables.

Proof. Using (5.23), (5.9) and (5.25), the global LOD energy conservation laws (5.19) and (5.21) can be written as

$$
\begin{align*}
& \left|T^{n+1}\right|^{2} \sum_{j, k, l}\left|Y_{k} Z_{l} \delta_{x} X_{j+\frac{1}{2}}\right|^{2}=\left|T^{n}\right|^{2} \sum_{j, k, l}\left|Y_{k} Z_{l} \delta_{x} X_{j+\frac{1}{2}}\right|^{2},  \tag{5.31}\\
& \left|T^{n+1}\right|^{2} \sum_{j, k, l}\left|X_{j} Z_{l} \delta_{y} Y_{k+\frac{1}{2}}\right|^{2}=\left|T^{n}\right|^{2} \sum_{j, k, l}\left|X_{j} Z_{l} \delta_{y} Y_{k+\frac{1}{2}}\right|^{2},  \tag{5.32}\\
& \left|T^{n+1}\right|^{2} \sum_{j, k, l}\left|X_{j} Y_{k} \delta_{z} Z_{l+\frac{1}{2}}\right|^{2}=\left|T^{n}\right|^{2} \sum_{j, k, l}\left|X_{j} Y_{k} \delta_{z} Z_{l+\frac{1}{2}}\right|^{2},  \tag{5.33}\\
& h^{3} \sum_{j, k, l}\left(2 V_{j k l}\left|u_{j k l}^{n+1}\right|^{2}+\beta\left|u_{j k l}^{n+1}\right|^{4}\right)=h^{3} \sum_{j, k, l}\left(2 V_{j k l}\left|u_{j k l}^{n}\right|^{2}+\beta\left|u_{j k l}^{n}\right|^{4}\right) . \tag{5.34}
\end{align*}
$$

Sum over the above equalities, we get

$$
\begin{align*}
& h^{3} \sum_{j, k, l}\left(2 V_{j k l}\left|u_{j k l}^{n+1}\right|^{2}+\beta\left|u_{j k l}^{n+1}\right|^{4}\right)+\left\|\nabla_{h} u^{n+1}\right\|^{2} \\
= & h^{3} \sum_{j, k, l}\left(2 V_{j k l}\left|u_{j k l}^{n}\right|^{2}+\beta\left|u_{j k l}^{n}\right|^{4}\right)+\left\|\nabla_{h} u^{n}\right\|^{2} . \tag{5.35}
\end{align*}
$$

This is just what we desire. The proof is finished.
Remark 5.2. It is noted that the conclusions in Theorems 5.2 and 5.3 are true in case of the solution function is separable. Otherwise, they will not always necessarily true.
Remark 5.3. The LOD-MS for GP equations and the conclusions we have obtained can be extended to some initial boundary problem, such as, periodic boundary condition, Dirichlet boundary condition. This will be verified in the following numerical illustrations.

## 6 Numerical examples

In this section, we will take several examples to investigate the numerical behavior of the LOD-MS. We will observe that the developed scheme is economic and simply in coding. For convenience, we define the following notations to present numerical results.

$$
e_{2}^{n}=h^{3} \sqrt{\sum_{j, k, l}\left|u_{j k l}^{n}-\hat{u}_{j k l}^{n}\right|^{2}}, \quad e_{\infty}^{n}=\max _{j, k, l}\left|u_{j k l}^{n}-\hat{u}_{j k l}^{n}\right|,
$$

where $u_{j k l}^{n}$ and $\hat{u}_{j k l}^{n}$ denote approximate solution and exact solution, respectively.
Example 6.1. The test problem in 1d

$$
\left\{\begin{array}{l}
i \frac{\partial}{\partial t} u(x, t)=-\frac{1}{2} u_{x x}+V(x) u+|u|^{2} u  \tag{6.1}\\
u(x, 0)=\sin x
\end{array}\right.
$$

where $V(x)=\cos ^{2} x$ is a periodic potential. The exact solution for the problem is

$$
u(x, t)=e^{-3 i t / 2} \sin x .
$$

First, we test the convergence rate in the space direction. To the purpose, we fix the time step length very small, such as $\tau=0.0001$, such that nearly all the discretization error comes from the space. The numerical errors and their convergence rates under different spatial steps at different time $t$ are listed in Table 1, which implies that LOD-MS II is indeed of second-order accuracy in space. Here the convergence rate order is calculated by formula order $=\ln \left(e_{s_{1}} / e_{s_{2}}\right) / \ln \left(s_{1} / s_{2}\right)$, where $e_{s_{m}}, m=1,2$, are numerical errors using step length $s_{m}$.

Table 1: The errors and spatial accuracy at different time $t$.

| $t$ | $h$ | $e_{\infty}^{n}$ | order | $e_{2}^{n}$ | order |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 8 | $\pi / 20$ | $1.6507 \times 10^{-2}$ | - | $1.1596 \times 10^{-2}$ | - |
|  | $\pi / 40$ | $4.1159 \times 10^{-3}$ | 2.0037 | $2.0445 \times 10^{-3}$ | 2.5038 |
| 16 | $\pi / 20$ | $3.3013 \times 10^{-2}$ | - | $2.3191 \times 10^{-2}$ | - |
|  | $\pi / 40$ | $8.2318 \times 10^{-3}$ | 2.0038 | $4.0890 \times 10^{-3}$ | 2.5037 |
| 24 | $\pi / 20$ | $4.9516 \times 10^{-2}$ | - | $3.4784 \times 10^{-2}$ | - |
|  | $\pi / 40$ | $1.2348 \times 10^{-2}$ | 2.0038 | $6.1335 \times 10^{-3}$ | 2.5036 |
| 32 | $\pi / 20$ | $6.6018 \times 10^{-2}$ | - | $4.6375 \times 10^{-2}$ | - |
|  | $\pi / 40$ | $1.6464 \times 10^{-2}$ | 2.0036 | $8.1779 \times 10^{-3}$ | 2.5035 |

Next, we investigate the time convergence rate of the LOD-MS II via the above problem over $t \in[0,25]$. We take the spatial step length small enough so that error from spatial discretization is negligible, such as $h=\frac{\pi}{1000}$. Moreover, we compare its computational efficiency with the general MI for the problem

$$
\begin{align*}
& \frac{\left(u_{j-\frac{1}{2}}^{n+1}+u_{j+\frac{1}{2}}^{n+1}\right)-\left(u_{j-\frac{1}{2}}^{n}+u_{j+\frac{1}{2}}^{n}\right)}{\tau}+2 \delta_{x}^{2} u_{j}^{n+\frac{1}{2}}-V_{j-\frac{1}{2}} u_{j-\frac{1}{2}}^{n+\frac{1}{2}}-V_{j+\frac{1}{2}} u_{j+\frac{1}{2}}^{n+\frac{1}{2}} \\
= & \left|u_{j-\frac{1}{2}}^{n+\frac{1}{2}}\right|^{2} u_{j-\frac{1}{2}}^{n+\frac{1}{2}}+\left|u_{j+\frac{1}{2}}^{n+\frac{1}{2}}\right|^{2} u_{j+\frac{1}{2}}^{n+\frac{1}{2}} . \tag{6.2}
\end{align*}
$$

The time step lengths are $\tau=0.025, \tau=0.05$ and $\tau=0.1$. We simulate the problem with both LOD-MS II and (6.2). Fig. 1 reports the numerical error and temporal convergence rate against time of LOD-MS II. Data in Table 2 show the computational efficiency of the

Table 2: The comparison of the efficiency of different schemes at $t=100$.

| $\tau \backslash$ scheme | LOD-MS II |  |  | $(6.2)$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $e_{2}$ | $e_{\infty}$ | $\mathrm{CPU}(\mathrm{sec})$ | $e_{2}$ | $e_{\infty}$ | CPU(sec) |
| 0.1 | $5.31 e-5$ | $1.70 e-1$ | 2.7 | $2.46 e-4$ | $5.23 e-3$ | 35 |
| 0.05 | $1.34 e-5$ | $4.29 e-2$ | 5.4 | $6.27 e-5$ | $7.14 e-4$ | 55 |
| 0.025 | $3.36 e-6$ | $1.07 e-2$ | 11 | $1.42 e-5$ | $1.93 e-4$ | 84 |



Figure 1: The time error and order test: left for error and right for order.
two methods. Numerical results indicate that the LOD-MS II is of second-order in time and is much more efficient than method (6.2).

We shall not compare the efficiency of LOD-MS with the completely implicit MI for multidimensional problems resembling (6.2) any more due to the performance restriction of personal computer.

Example 6.2. Next, we consider the following two-dimensional nonlinear initial-boundary value problem with a periodic potential

$$
\left\{\begin{array}{l}
i \frac{\partial u(x, y, t)}{\partial t}=-\frac{1}{2}\left(u_{x x}+u_{y y}\right)+V(x, y) u+|u|^{2} u,  \tag{6.3}\\
u(x, y, 0)=\sin x \sin y, \quad(x, y) \in[0,2 \pi] \times[0,2 \pi],
\end{array}\right.
$$

with $V(x, y)=1-\sin ^{2} x \sin ^{2} y$. The exact solution of Eq. (6.3) is

$$
u(x, y, t)=e^{-2 i t} \sin x \sin y .
$$

We choose $\tau=0.02, h=\pi / 20$ to investigate the performance of the LOD-MS II, including the conservative properties and wave shape. Fig. 2 presents the real part and imaginary part of the numerical solution at $t=50$. Fig. 3 shows the residuals of mass and global


Figure 2: The numerical solutions, left for real part, right for imaginary part.


Figure 3: The residuals of mass and global energy, left for mass, right for global energy.
energy against time. From the figures, it is observed that the LOD-MS II can simulate the continuous problem very well over a long period, and it preserves the conservative quantities accurately.

Example 6.3. In the example, we consider a 3D problem with exact solution to check the theoretical analysis and to illustrate the capability of LOD-MS II in simulating 3D problems. The periodic problem is

$$
\left\{\begin{array}{l}
i \frac{\partial u}{\partial t}=-\frac{1}{2}\left(u_{x x}+u_{y y}+u_{z z}\right)+V(x, y, z) u+|u|^{2} u  \tag{6.4}\\
u(x, y, 0)=\sin x \sin y \sin z, \quad(x, y, z) \in[0,2 \pi]^{3},
\end{array}\right.
$$

where $V(x, y, z)=1-\sin ^{2} x \sin ^{2} y \sin ^{2} z$ is a periodic potential. The exact solution of the problem is

$$
u(x, y, z, t)=e^{-5 i t / 2} \sin x \sin y \sin z
$$

which is variable separable. In the case, the Theorems 5.1 and 5.2 are valid.
We choose $\tau=0.01, h=\frac{2 \pi}{25}$ to execute the experiment with LOD-MS II, and focus on the numerical error $e_{2}^{n}$ of the wave function and the conservation laws. Fig. 4 presents the former and the residual of mass against time, and Fig. 5 shows the residuals of global and local energy conservation laws against time. As the results of Theorems 5.1 and 5.2 is predicted, the LOD-MS II preserves the mass, global energy and local energy exactly in that their residuals are within the roundoff error.

Example 6.4. In the example, we investigate the 3d anisotropic condensate problem with changing trapped frequency

$$
\left\{\begin{array}{l}
i \psi_{t}=-\frac{1}{2} \nabla^{2} u+V(x, y, z) u+\frac{1}{10}|\psi|^{2} \psi  \tag{6.5}\\
\psi(x, y, z, 0)=\frac{2^{1 / 4}}{(\pi / 4)^{3 / 8}} \exp \left(-2\left(x^{2}+2 y^{2}+4 z^{2}\right)\right)
\end{array}\right.
$$



Figure 4: The numerical error of wave function and residual of mass. Left for numerical error; Right for residual of mass.


Figure 5: The residuals of global and local energy, left for global, right for local.
where $V_{3}(x, y, z)=\frac{1}{2}\left(x^{2}+4 y^{2}+16 z^{2}\right)$. We also adopt the LOD-MS II to solve the model under the mesh step size $h=0.16, \tau=0.01$. The profiles of the real part and imaginary part of the wave function at $z=3.2, t=3$ are shown in Fig. 6, and the residuals of mass and local energy are presented in Fig. 7.


Figure 6: The real and imaginary parts of the wave function. Left: real; Right: imaginary.


Figure 7: The residuals of mass and local energy. Left: mass; Right: local energy.

## 7 Conclusions and remarks

Combing the LOD thought with the MI, a novel and practical kind of MIs are developed for multidimensional Hamiltonian system. We call it LOD-MS. The method conserves the LOD MCLs and total symplectic structure. Under certain conditions, it also preserves global energy and local energy. Theoretical results are supported by numerical tests. Moreover, we can extend the method to other multidimensional Hamiltonian systems. We can also construct explicit or semi-explicit schemes for the systems. For example, we can apply partitioned RK to the LOD Hamiltonian system. These are our future work on the subject.
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