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#### Abstract

In event-driven algorithms for simulation of diffusing, colliding, and reacting particles, new positions and events are sampled from the cumulative distribution function (CDF) of a probability distribution. The distribution is sampled frequently and it is important for the efficiency of the algorithm that the sampling is fast. The CDF is known analytically or computed numerically. Analytical formulas are sometimes rather complicated making them difficult to evaluate. The CDF may be stored in a table for interpolation or computed directly when it is needed. Different alternatives are compared for chemically reacting molecules moving by Brownian diffusion in two and three dimensions. The best strategy depends on the dimension of the problem, the length of the time interval, the density of the particles, and the number of different reactions.
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## 1 Introduction

It is of interest in many fields of physics, chemistry, biology, and medicine to simulate the dynamical evolution of particles diffusing independently in three dimensional space according to Brownian dynamics and interact with each other when they are adjacent to each other in kinetic Monte Carlo (KMC) algorithms. Each particle is tracked individually and they may coalesce with a certain probability when they collide or are close together and can split into two products. Examples are found e.g. in [1,5,8,12,13,16,17].

[^0]The simulation technique is usually categorized as either time-driven or event-driven [7]. In a time-driven algorithm, the particles in the system are advanced in time by small time steps $\Delta t$, processing events such as collisions and reactions at the end of the time step. The time step is usually longer in an event-driven simulation where $\Delta t$ is the time between two events in the system but there is also more computational work in each step. The situation is somewhat similar in the numerical integration of stiff ordinary differential equations. An explicit method is easy to program but needs small $\Delta t$ for stability and an implicit method is more complicated but allows longer $\Delta t$. A new event or the new position of a particle is found by sampling a probability distribution. This distribution is Gaussian for a particle in free space but for two particles in the neighborhood of each other with a risk of collision or reaction between them, the distribution is more complicated. The cumulative distribution function (CDF) is required for the sampling using the inverse transform sampling algorithm and it is sometimes known analytically. Since the number of time steps is large and there may be many particles, the sampling has to be computationally efficient.

In this paper, we compare different ways of sampling the distribution in an eventdriven process for simulation of biochemical reactions and diffusion. The molecules are assumed to be hard and spherical and are partitioned into single molecules and pairs of molecules as in the Green's Function Reaction Dynamics (GFRD) algorithm by van Zon and ten Wolde [19]. The mathematical model for the diffusing and reacting molecules was proposed by Smoluchowski [14]. The probability density function (PDF) for the positions of two molecules in a pair satisfies a parabolic partial differential equation (PDE). The boundary conditions for the PDE are given by Collins and Kimball [6]. If the molecules react, then an associative event has occurred and a new molecule is created. Another event is when a molecule dissociates into two molecules. Single molecules move inside protective spheres where the risk of collision with other molecules is very small.

While random sampling for a single molecule is simple, it is more complicated for a pair of molecules. The center coordinates of a pair are found by sampling a normal distribution and the PDF of the distance between the molecules is determined by the Smoluchowski equation. The differential operator in this PDE is split into two or three parts corresponding to the coordinate directions in [9]. The sampling is considerably simplified in this way at the cost of a numerical splitting error. The CDF in each step may be known analytically or can be computed numerically from an analytically known or numerically determined PDF. If the CDF is expensive to compute every time it is needed, then it can be tabulated and the relative position of the molecules in the pair is computed by interpolation in the table. In principle, these are the alternatives for the computational procedure in every event-driven algorithm based on sampling of a CDF.

Different strategies are evaluated for sampling of the radial distance and the angular direction between two molecules in two and three dimensions (2D and 3D). The accuracy in the alternatives is at the same level and the computing time is measured and compared. The algorithms are implemented in MATLAB and executed on a laptop. The difference is
significant in some cases. If the CDF is tabulated, then there is an initial cost to compute the table but the sampling using interpolation in a table is much cheaper than computing the CDF several times for each sampling point. Depending on the length of the time interval and the number of molecules, the cost of generating the table may or may not be justified.

The contents of the paper are organized as follows. In the next section, the Smoluchowski equation and the boundary conditions for the PDF are presented. The operator splitting and the different solution methods for the PDE in spherical and cylindrical coordinates are discussed in Section 3. The efficiency of the sampling techniques is investigated in numerical experiments in Section 4. The best approach for 3D simulation is chosen in Section 5 to verify the correctness of the algorithm. Conclusions are drawn in Section 6. More details and data for a spherical coordinate system are found in [2].

## 2 The Smoluchowski equation

Consider a reversible association and dissociation reaction

$$
\begin{equation*}
A+B \underset{k_{d}}{\stackrel{k_{a}}{a}} C, \tag{2.1}
\end{equation*}
$$

where $k_{a}$ and $k_{d}$ are the association and dissociation rates, respectively. Depending on the value of $k_{a}, A$ and $B$ may immediately react with each other to form molecule $C$ when their distance is equal to the reaction radius $\sigma$. Dissociation of $C$ into $A$ and $B$ occurs with the rate $k_{d}$. We assume that molecule $A$ is at a fixed position in 3D at the origin of a spherical coordinate system $(r, \theta, \phi)$ and along the $z$-axis in a cylindrical coordinate system $(r, \phi, z)$. Molecule $B$ is free to move randomly in space by diffusion with a diffusion coefficient $D$, which is defined to be the sum of the diffusion coefficients in free space of $A$ and $B$. In the spherical system, both molecules are sphere-shaped and in the cylindrical system, $A$ is cylindrical and $B$ is spherical. Analytical expressions for the PDFs are known in these coordinate systems and they are natural with the given geometrical constraints.

When two proteins $A$ and $B$ move in a prokaryotic cell by diffusion and react and form a new compound $C$ as in (2.1), this is well modeled in a spherical coordinate system where the radial coordinate is the relative distance between $A$ and $B$. In the cylindrical system, $A$ is located along the symmetry axis modeling a one dimensional (1D) structure such as DNA or a microtubule to which protein $B$ can be attached and later be released from. When $B$ is on $A$ it can move there by 1D diffusion or some active transport. We do not address here how to simulate $B$ 's motion on $A$.

In the general case, we will have $N$ molecules in the system and thus we will have a very complicated $N$-body problem to solve for the combined, high dimensional PDF. Solving the full problem directly is intractable, and in order to reduce it to tractable one- and two-body problems the time step is restricted such that it is unlikely that any molecule in the system will react with more than one other molecule or one boundary
during that time step. This can be achieved approximately as in GFRD [19] or it can be made exact as in eGFRD [16]. The idea in GFRD is to find a sphere around each molecule such that every sphere only overlaps with one other sphere or one boundary. A time step $\Delta t$ is then chosen such that each molecule is unlikely to exit its sphere during that time step. The accuracy of this approach is also discussed in [13]. In eGFRD the method is made exact by sampling the actual exit time for each molecule. In this paper we assume that one of those strategies is used, and that we therefore need to consider one- and two-body problems only.

### 2.1 Spherical coordinates

Let $\mathbf{r}=(r, \theta, \phi)^{\mathbf{T}}$ be the position vector of a point in 3D. The time dependent conditional PDF of the molecule $B$ to be at position $\mathbf{r}$ at time $t$ starting at position $\mathbf{r}_{0}$ at time $t_{0}<t$, $p_{\mathbf{r}}\left(\mathbf{r}, t \mid \mathbf{r}_{0}, t_{0}\right)$, satisfies the Smoluchowski equation

$$
\begin{equation*}
\partial_{t} p_{\mathrm{r}}=D\left(\frac{\partial^{2} p_{\mathrm{r}}}{\partial r^{2}}+\frac{2}{r} \frac{\partial p_{\mathrm{r}}}{\partial r}+\frac{1}{r^{2} \sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta \frac{\partial p_{\mathrm{r}}}{\partial \theta}\right)+\frac{1}{r^{2} \sin ^{2} \theta} \frac{\partial^{2} p_{\mathrm{r}}}{\partial \phi^{2}}\right), \tag{2.2}
\end{equation*}
$$

with initial condition

$$
\begin{equation*}
p_{r}\left(\mathbf{r}, t_{0} \mid \mathbf{r}_{0}, t_{0}\right)=\delta\left(\mathbf{r}-\mathbf{r}_{0}\right), \tag{2.3}
\end{equation*}
$$

and boundary conditions

$$
\begin{align*}
& \lim _{r \rightarrow \infty} p_{\mathbf{r}}\left(r, \theta, \phi, t \mid \mathbf{r}_{0}, t_{0}\right)=0  \tag{2.4}\\
& \left.4 \pi \sigma^{2} D \frac{\partial p_{\mathbf{r}}}{\partial r}\right|_{r=\sigma}=\left.k_{a} p_{\mathbf{r}}\left(\mathbf{r}, t \mid \mathbf{r}_{0}, t_{0}\right)\right|_{r=\sigma}-k_{d}\left(1-S\left(t \mid \mathbf{r}_{0}, t_{0}\right)\right) \tag{2.5}
\end{align*}
$$

The probability of the molecules being bound together as $C$ at $t$ is $p_{r}\left(*, t \mid \mathbf{r}_{0}, t_{0}\right)$ and is computed via

$$
\begin{equation*}
p_{\mathbf{r}}\left(*, t \mid \mathbf{r}_{0}, t_{0}\right)=\left.\int_{t_{0}}^{t} \int_{0}^{2 \pi} \int_{0}^{\pi} \sigma^{2} \sin \theta D \frac{\partial p_{\mathbf{r}}\left(\mathbf{r}, \tau \mid \mathbf{r}_{0}, t_{0}\right)}{\partial r}\right|_{r=\sigma} d \theta d \phi d \tau \tag{2.6}
\end{equation*}
$$

The survival probability $S$ or the probability that no reaction occurs between the molecules in $\left[t_{0}, t\right]$ is defined as follows:

$$
\begin{align*}
S\left(t \mid \mathbf{r}_{0}, t_{0}\right) & =1-p_{r}\left(*, t \mid \mathbf{r}_{0}, t_{0}\right) \\
& =\int_{\sigma}^{\infty} \int_{0}^{2 \pi} \int_{0}^{\pi} \rho^{2} \sin \theta p_{\mathbf{r}}\left(\rho, \theta, \phi, t \mid \mathbf{r}_{0}, t_{0}\right) d \theta d \phi d \rho . \tag{2.7}
\end{align*}
$$

In the case of an irreversible reaction, $k_{d}=0$, the boundary condition (2.5) is simplified to

$$
\begin{equation*}
\left.4 \pi \sigma^{2} D \frac{\partial p_{\mathbf{r}}}{\partial r}\right|_{r=\sigma}=\left.k_{a} p_{\mathbf{r}}\left(\mathbf{r}, t \mid \mathbf{r}_{0}, t_{0}\right)\right|_{r=\sigma} \tag{2.8}
\end{equation*}
$$

When $k_{a}=0$ in (2.8) we have a homogeneous Neumann boundary condition at $r=\sigma$ and there is no associative reaction and $B$ bounces away from $A$ and as $k_{a} \rightarrow \infty$, we have absorption and $\left.p_{\mathbf{r}}\left(\mathbf{r}, t \mid \mathbf{r}_{0}, t_{0}\right)\right|_{r=\sigma}=0$.

### 2.2 Cylindrical coordinates

Consider an elongated $A$ molecule such as a polymer or a molecular chain along the polar $z$ axis in 3D in a cylindrical coordinate system. The position of $B$ is at $(r, \phi, z)$ and the Smoluchowski equation for the PDF is

$$
\begin{equation*}
\partial_{t} p_{\mathbf{r}}=D\left(\frac{\partial^{2} p_{\mathbf{r}}}{\partial r^{2}}+\frac{1}{r} \frac{\partial p_{\mathbf{r}}}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2} p_{\mathbf{r}}}{\partial \phi^{2}}+\frac{\partial^{2} p_{\mathbf{r}}}{\partial z^{2}}\right) . \tag{2.9}
\end{equation*}
$$

The initial condition is (2.3) and the solution vanishes when $r \rightarrow \infty$ as in (2.4). At $r=\sigma$ we consider only association of $B$ with $A$

$$
\begin{equation*}
\left.2 \pi \sigma D \frac{\partial p_{\mathbf{r}}}{\partial r}\right|_{r=\sigma}=\left.k_{a} p_{\mathbf{r}}\left(\mathbf{r}, t \mid \mathbf{r}_{0}, t_{0}\right)\right|_{r=\sigma} \tag{2.10}
\end{equation*}
$$

## 3 Position sampling techniques

The Smoluchowski PDEs (2.2) and (2.9) are solved using operator splitting or fractional steps and the resulting CDFs after each splitting step are sampled consecutively in the coordinate directions in [9]. Very complicated formulas for the analytical solution, see e.g. [ 4,19 ], and high dimensional interpolation in tables are avoided in this way. A time step $\Delta t$ is chosen and a straightforward application of the splitting technique introduces an error of $\mathcal{O}(\Delta t)$ in the PDE solution. A refined splitting due to Strang reduces the error to $\mathcal{O}\left(\Delta t^{2}\right)$ [15].

The differential operator in the right hand sides of (2.2) and (2.9) is decomposed into two or three parts. The solution is determined analytically or numerically and integrated analytically or numerically to obtain the CDF in the first coordinate direction. Then a position $X$ is sampled in that direction using the CDF $F(X)$ and inverse transform sampling. Let $\xi$ be uniformly distributed in $[0,1]$. Then $X$ satisfies $\xi=F(X)$. The procedure is then repeated for the remaining directions.

### 3.1 Spherical coordinates

The splitting steps in spherical coordinates are:
(i) A radial part with derivatives only in the radial direction:

$$
\begin{equation*}
\partial_{t} p_{r}=D\left(\frac{\partial^{2} p_{r}}{\partial r^{2}}+\frac{2}{r} \frac{\partial p_{r}}{\partial r}\right) \tag{3.1}
\end{equation*}
$$

with initial condition

$$
\begin{equation*}
p_{r}\left(r, t_{0} \mid r_{0}, t_{0}\right)=\delta\left(r-r_{0}\right), \tag{3.2}
\end{equation*}
$$

a vanishing solution when $r \rightarrow \infty$ and the boundary condition

$$
\begin{equation*}
4 \pi \sigma^{2} D \frac{\partial p_{r}}{\partial r}=k_{a} p_{r}\left(\sigma, t \mid r_{0}, t_{0}\right)-k_{d}\left(1-S\left(t \mid r_{0}, t_{0}\right)\right) \tag{3.3}
\end{equation*}
$$

at $r=\sigma$ with the survival probability $S$ defined in (2.7). Determine the CDF and sample for $r$ at $t_{0}+\Delta t$.
(ii) An angular part with derivatives in the polar and azimuthal directions:

$$
\begin{equation*}
\partial_{t} p_{\theta}=\frac{D}{r^{2}}\left(\frac{1}{\sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta \frac{\partial p_{\theta}}{\partial \theta}\right)+\frac{1}{\sin ^{2} \theta} \frac{\partial^{2} p_{\theta}}{\partial \phi^{2}}\right) \tag{3.4}
\end{equation*}
$$

with $\theta \in[0, \pi], \phi \in[0,2 \pi)$ and the initial condition

$$
\begin{equation*}
p_{\theta}\left(\theta, \phi, t_{0} \mid r, 0, \phi_{0}, t_{0}\right)=\delta(\theta) \tag{3.5}
\end{equation*}
$$

The solution $p_{\theta}$ is independent of $\phi$. Thus, compute the CDF and sample it for the new $\theta$. The new azimuthal angle at $t_{0}+\Delta t$ is obtained by sampling the uniform distribution.

### 3.1.1 Solution and sampling in the radial direction

## Analytical solution

In [10], an analytical solution to (3.1)-(3.3) is derived. By looking for a solution of the form $p_{r}=f\left(r, t \mid r_{0}\right)+g(r, t)$ where $f$ is the solution for reflective boundary conditions they obtain

$$
\begin{align*}
p_{r}\left(r, t \mid r_{0}, t_{0}\right) 4 \pi r r_{0} \sqrt{D}= & \frac{1}{\sqrt{4 \pi t}}\left\{\exp \left(-R_{1}^{2}\right)+\exp \left(-R_{2}^{2}\right)\right\} \\
& +B(\alpha, \beta, \gamma, t)+B(\beta, \gamma, \alpha, t)+B(\gamma, \alpha, \beta, t) \tag{3.6}
\end{align*}
$$

where

$$
\begin{align*}
& R_{1}=\frac{r-r_{0}}{\sqrt{4 D t}}, \quad R_{2}=\frac{r+r_{0}-2 \sigma}{\sqrt{4 D t}}  \tag{3.7}\\
& B(\alpha, \beta, \gamma, t)=\frac{\alpha(\gamma+\alpha)(\alpha+\beta)}{(\gamma-\alpha)(\alpha-\beta)} \exp \left(2 \alpha R_{2} \sqrt{t}+\alpha^{2} t\right) \operatorname{erfc}\left(R_{2}+\alpha \sqrt{t}\right) \tag{3.8}
\end{align*}
$$

The complex complementary error function is denoted by erfc and $-\alpha,-\beta$ and $-\gamma$ are the roots of the equation

$$
\begin{equation*}
\sigma x^{3}+\sqrt{D}\left(1+\frac{k_{a}}{k_{D}}\right) x^{2}+\sigma k_{d} x+\sqrt{D} k_{d}=0 \tag{3.9}
\end{equation*}
$$

with $k_{D}=4 \pi \sigma D$. In [11] they show that the CDF, $F_{p_{r}}$, is given by

$$
\begin{align*}
& F_{p_{r}}\left(r, t \mid r_{0}, t_{0}\right)+\left(1-S\left(t \mid r_{0}, t_{0}\right)\right) \\
=- & \frac{\sqrt{D t}}{r_{0} \sqrt{\pi}}\left\{\exp \left(-R_{1}^{2}\right)-\exp \left(-R_{2}^{2}\right)\right\}+\frac{1}{2}\left\{\operatorname{erf}\left(R_{1}\right)+\operatorname{erf}\left(R_{2}\right)\right\} \\
& +E(\alpha) B(\alpha, \beta, \gamma, t)+E(\beta) B(\beta, \gamma, \alpha, t)+E(\gamma) B(\gamma, \alpha, \beta, t), \tag{3.10}
\end{align*}
$$

where erf is the error function, $E(x)=\frac{1}{r_{0} x}\left(r-\frac{\sqrt{D}}{x}\right)$, and $S\left(t \mid r_{0}, t_{0}\right)$ is the survival probability in (2.7).

Given two molecules at a distance $r_{0}$ at time $t_{0}$ we can now sample the new distance $r$ at time $t$ with inverse transform sampling by inverting the CDF numerically. In Fig. 1 we see how the PDF and CDF change with different values of $r_{0}$. If the uniformly distributed $\xi>\max _{r} F_{p_{r}}$, then a reaction between $A$ and $B$ has occurred and they are replaced by $C$.


Figure 1: The PDF and CDF in the radial direction for different values of $r_{0}$. The model parameters are $k_{a}=10^{-19}, k_{d}=2.9894, D=2 \cdot 10^{-12}, \sigma=2 \cdot 10^{-9}, \Delta t=10^{-5}$.

## Numerical solution

To solve the problem (3.1)-(3.3) numerically, we use the Crank-Nicolson finite difference scheme to obtain $p_{i}^{n}$ at the $i^{\text {th }}$ grid point and time $t^{n}$ because of its stability and second order accuracy in time and space. The grid is non-uniform in space with step size $h_{j}$, always containing the initial position $r_{0}$, and uniform in time with time step $\Delta \tau<\Delta t$. The initial condition (3.2) is approximated by $p_{j}^{0}=0, j \neq i$, and $p_{i}^{0}=1 / h_{i}$ where $i$ is the index of $r_{0}$ in the spatial grid.

The boundary condition at infinity is replaced by the same condition at a suitably large finite distance $r_{\text {max }}$. The distance a particle can travel can be approximated by that of a freely diffusing particle. Thus, a reasonable choice is $r_{\max }=c \sqrt{2 D \Delta t}$ for some constant c. We have found that $c=4$ is sufficiently large.

The boundary condition (3.3) is approximated at $t=t^{n}$ by

$$
\begin{equation*}
4 \pi \sigma^{2} D \frac{p_{2}^{n}-p_{1}^{n}}{h_{2}}=k_{a} p_{1}^{n}-k_{d}\left(1-S\left(t^{n}\right)\right), \quad 1 \leqslant n \leqslant N, \tag{3.11}
\end{equation*}
$$

where the survival probability $S\left(t^{n}\right)$ is integrated with the trapezoidal rule using $p_{i}^{n-1}$. Finally the CDF is approximated, again using the trapezoidal rule.

The most critical requirement for implementing the numerical scheme is that $r_{0}$ must be one of the discretization points in the $r$ direction, due to its presence in the initial condition. In order to have such a grid in space, the subinterval $\left[\sigma, r_{0}\right.$ ] is first discretized into $M_{\text {left }}=10$ points. Then using the same step size we discretize the subinterval $\left[r_{0}, r_{\max }\right]$.

To obtain a sufficiently accurate solution we may then have to refine the grid to the left of $r_{0}$.

When the initial position $r_{0}$ is close to the reaction radius $\sigma$, the numerical solution exhibits a decaying oscillatory behaviour around $r_{0}$ unless $\Delta \tau$ is sufficiently small. Because of this the numerical method is not recommended when the molecules are located initially in or too close to the bound state. One way of resolving the issue with the oscillatory behaviour is to use an adaptive grid algorithm, but then a major effort is necessary for the implementation.

## Interpolation in a precomputed lookup table

Using either of the methods above we precompute a 3D lookup table in $r_{0}, \Delta t$, and $r$ for the CDF with fixed model parameters $k_{a}, k_{d}, \sigma$ and $D$ to be used for the approximate sampling of the distribution. This method involves two stages: creating the lookup table and performing interpolation between the data points in the table.

When creating the table we first choose $n_{r_{0}}$ points in the direction of $r_{0}$ and $n_{t}$ points in the direction of $\Delta t$. Then the CDF is computed at discrete $r$-values for every $n_{r_{0}} \cdot n_{t}$ possible combination of the $r_{0}$ and $\Delta t$ values using either the numerical scheme, by computing the analytical solution given by (3.10) or by computing the analytical PDF given by (3.6) and then the CDF by numerical integration.

If the table is generated by one of the analytical formulas, we can use a fixed number of points in $r$-space, but when creating the table with the numerical method the spatial grid will depend on $r_{0}$. Then we need to keep an additional table with information about the points in the $r$-direction and their CDF values.

Now, for given $r_{0}$ and $\Delta t$, a new $r$ is determined by first retrieving the four points in the table surrounding $r_{0}$ and $\Delta t$ with their corresponding CDFs. Then a $\xi$ uniformly distributed in $[0,1]$ is sampled, and finally we compute $r_{\xi}$ by performing trilinear interpolation in the table. The interpolation region, i.e. the table cell containing $\xi$ from the CDF of interest, can have a very irregular shape. This is due to the difference in the curvature of the graphs of the four neighbouring CDFs, a part of which forms four sides of the cell. In Fig. 2, the panel to the left represents such a cell in one of the worst cases.

A feasible interpolation technique for computing $r_{\zeta}$ is via two bilinear interpolations between the vertices of the faces ${ }_{1} p_{1} p^{\prime} p_{1}^{\prime} p_{1}$ and ${ }_{2} p_{2} p^{\prime} p_{2}^{\prime} p_{2}$ of the cell, see Fig. 2, followed by one linear interpolation resulting in a trilinear interpolation, but in the general case the vertices do not have the same radial coordinate $r$. One way to handle this problem is to interpolate inside a regularly cube-shaped region circumscribing the original cell (as the right panel in Fig. 2 illustrates). Then the new vertices ${ }_{1} P{ }_{1} P^{\prime}, P_{1}^{\prime}$, and $P_{1}$ have the same $r$ coordinate equal to $r^{(1)}:=\min \left\{r_{1 p}, r_{p_{1}}, r_{1 p^{\prime}}, r_{p_{1}^{\prime}}\right\}$, and the same situation holds for ${ }_{2} P{ }_{, 2} P^{\prime}, P_{2}^{\prime}$, and $P_{2}$ where $r=r^{(2)}:=\max \left\{r_{2 p}, r_{p_{2}}, r_{2 p^{\prime}}, r_{p_{2}^{\prime}}\right\}$. The CDF values at these new points are also needed, which can be calculated by linear interpolation.

Now that all the conditions for performing the bilinear interpolations are satisfied, we find two points $Q$ and $R$ normally located on opposite sides of the target point, in the


Figure 2: A cell from the 3D lookup table whose entries are the CDF values obtained from numerical method. This cell contains a data point with value $\xi=0.9595$. The result from interpolation is shown for $r_{0}=8.8962 \cdot 10^{-8}$ and $\Delta t=1.2558 \cdot 10^{-4}$, and the model parameters are fixed as $k_{a}=10^{-19}, k_{d}=2.9894, D=2 \cdot 10^{-12}, \sigma=2 \cdot 10^{-9}$.
sense that they all belong to the same CDF and $\xi$ is between the values of the cumulative distribution function at $Q$ and $R$, or $F_{Q} \leq \xi \leq F_{R}$. Considering $Q$ and $R$ as interpolation points, $r_{\zeta}$ is obtained by linear interpolation. If $\xi$ is not between $F_{Q}$ and $F_{R}, r_{\zeta}$ is computed via linear extrapolation.

Here we create two lookup tables using $200 \times 200$ pairs of sampled $r_{0}$ and $\Delta t$ values. The computed analytical CDF values are stored in one table and the other one contains the numerical values. For fixed $r_{0}$ and $\Delta t$, we used the same spatial discretization in $r$ for both the analytical and the numerical method. The number of time steps $\Delta \tau$ to reach $\Delta t$ in the numerical scheme is changed according to a piecewise constant function of $r_{0}$ to accelerate the computations.

## Interpolation without lookup table

When computing the CDF analytically or numerically for given $r_{0}$ and $\Delta t$ without storing it in a table we still need to invert it numerically to perform inverse transform sampling. To this end the CDF is computed on a grid $r_{1}<r_{2}<\cdots<r_{N}$ and then for a given $\xi$ we find $i$ such that $F\left(r_{i}\right) \leq \zeta \leq F\left(r_{i+1}\right)$ by performing a linear search. Finally, to find $r_{\zeta}$ such that $F\left(r_{\xi}\right) \approx \xi$ is found by inverse linear interpolation.

### 3.1.2 Solution and sampling in the angular direction

Applying finite difference schemes to solve the problem (3.4), (3.5), involves difficulties due to the singularity in the equation at $\theta=0$. This is the reason why we will only compare computing the analytical solution directly with linear interpolation in a precomputed look-up table.

## Analytical solution

The analytical solution of the angular part of the Smoluchowski equation (3.4), (3.5), is given in the form of an infinite series, see e.g. [18, 21],

$$
\begin{equation*}
p_{\theta}\left(\theta, t_{0}+\Delta t \mid r, 0, \phi_{0}, t_{0}\right)=\sum_{l=0}^{\infty} \frac{2 l+1}{4 \pi r^{2}} \exp \left(-l(l+1) \frac{D \Delta t}{r^{2}}\right) P_{l}(\cos \theta), \tag{3.12}
\end{equation*}
$$

where $P_{l}$ denotes the $l^{\text {th }}$-degree Legendre polynomial. Note that for a fixed radial distance $r$, the conditional PDF (3.12) is a function of the polar angle $\theta$ and time $t$ and independent of the azimuthal angle $\phi$. The convergence of the series in (3.12) can be verified analytically using standard techniques and the rate of convergence is mainly influenced by the value of the parameter $\hat{t}=D \Delta t / r^{2}$. The PDF for different values of $\hat{t}$ is plotted in Fig. 3. As we can see, $p_{\theta}$ tends to a uniform distribution as $\hat{t}$ grows.


Figure 3: The PDF in the polar direction for two different values of $\hat{t}$.
For practical computations, the infinite series (3.12) has to be truncated to a finite summation. A possible choice of the level of truncation is the first positive integer $l_{\text {max }}$ for which the absolute value of the remainder term

$$
\begin{equation*}
\mathcal{R}=\sum_{l=l_{\max }+1}^{\infty}(2 l+1) \exp (-l(l+1) \hat{t}) P_{l}(\cos \theta) \tag{3.13}
\end{equation*}
$$

is small. Since $\left|P_{l}(x)\right| \leq 1$ for any $x \in[-1,1]$ and every positive integer $l$, we have

$$
\begin{equation*}
|\mathcal{R}| \leq \sum_{l=l_{\max }+1}^{\infty}(2 l+1) \exp (-l(l+1) \hat{t}) . \tag{3.14}
\end{equation*}
$$

Approximating the sum in (3.14) by an infinite integral and requiring that the integral is less than a small number $\epsilon$, gives the following criterion

$$
\begin{equation*}
-\left(l_{\max }+1\right)\left(l_{\max }+2\right) \hat{t} \leq \ln \hat{t} \epsilon, \tag{3.15}
\end{equation*}
$$

for truncating (3.12) at a proper level.
The criterion (3.14) is expressed in terms of $\hat{t}$ and for a fixed value of $\hat{t}$, we can estimate the PDF $p_{\theta}$ at a number of not necessarily equidistant grid points for $\theta \in[0, \pi]$. However,
for $\hat{t}$ small $p_{\theta}$ decays quickly with growing $\theta$ and unnecessary computations are avoided by introducing another stopping criterion given by

$$
\begin{equation*}
\left|a_{l_{\max }}\right| \leq \epsilon^{\prime}\left|s_{l_{\max }}\right| . \tag{3.16}
\end{equation*}
$$

Here, $\epsilon^{\prime}$ is small and positive, $a_{l_{\max }}$ is the $l_{\max }$-th term of the series (3.12), and $s_{l_{\max }}$ denotes the sum of the series after truncation at the index $l_{\max }$. When this criterion is met the PDF has stopped changing within some given relative tolerance $\epsilon^{\prime}$.

In Fig. 4, the total number of terms needed to reach the stopping criterion (3.15) with $\epsilon=10^{-5}$ is plotted against $\theta$ and the natural logarithm of $\hat{t}$. The series converges slowly for small values of $\hat{t}$ (in the worst case we need 3049 terms) but when $\hat{t}$ is large the stopping criterion is fulfilled after only a few terms. However, when $\hat{t}$ is small the criterion in (3.16) is reached quickly and the number of points where $p_{\theta}$ is computed in the $\theta$-direction is small. We have chosen $\epsilon^{\prime}=0.2$.


Figure 4: The number of terms $l=l_{\max }+1$ of the infinite series (3.12) sufficient to reach convergence with $\epsilon=10^{-5}$ are displayed as a function of $\theta$ and $\ln \hat{t}$. When $\ln \hat{t}$ is small the stopping criterion (3.16) is reached quickly, seen as the blank areas in the figure.

Having the PDF $p_{\theta}$ obtained as described above, the corresponding CDF is evaluated numerically using the trapezoidal rule and a polar position of a molecule can be sampled via inverse transform sampling.

## Interpolation in a precomputed lookup table

The second approach employed to sample polar positions is to perform linear interpolation between precomputed CDF values tabulated in a 2D lookup table. This method consists of two stages: creating the lookup table and linear interpolation between the entries of the table.

The procedure of creating the CDF lookup table is as follows. Assume that we have a set of $n_{t}$ preselected but not necessarily equally spaced values $\hat{t}_{i}$ in a suitable range, sorted in increasing order. For every member of this set and on a fixed grid consisting of $n_{\theta}$ points in the polar direction, we compute the corresponding CDF via the method described in the previous section. Depending on the value of $\hat{t}$ and the stopping criteria, the $n_{t}$ vectors of the precomputed CDF values may have different lengths of at most $n_{\theta}$ forcing us to introduce a data structure similar to what was proposed in Section 3.1.1 for the radial direction.

After creating the table, for any arbitrary value of $r$ and $\Delta t$ for which $\hat{t}_{1} \leq D \Delta t / r^{2} \leq \hat{t}_{n_{t}}$ we find the four surrounding data points forming a parallelogram-shaped region. A new polar position is then sampled from the CDF by bilinear interpolation.

### 3.2 Cylindrical coordinates

The dimensional splitting in cylindrical coordinates is:
(i) A radial part, with derivatives only in the radial direction:

$$
\begin{equation*}
\partial_{t} p_{r}=D\left(\frac{\partial^{2} p_{r}}{\partial r^{2}}+\frac{1}{r} \frac{\partial p_{r}}{\partial r}\right) \tag{3.17}
\end{equation*}
$$

with the same initial condition as in (3.2), a vanishing solution when $r \rightarrow \infty$, and a boundary condition without dissociation at $r=\sigma$

$$
\begin{equation*}
2 \pi \sigma D \frac{\partial p_{r}}{\partial r}=k_{a} p_{r}\left(\sigma, t \mid r_{0}, t_{0}\right) \tag{3.18}
\end{equation*}
$$

Determine the CDF from $p_{r}$ and sample for $r$ at $t_{0}+\Delta t$.
(ii) In the axial and azimuthal directions, the new positions are obtained by sampling normal distributions in the coordinates $z$ and $r \phi$ with the angle chosen modulo $2 \pi$.
The solution of (3.17) is also the PDF of the relative distance between two molecules moving on a flat 2D membrane and $\phi$ is the angular direction.

### 3.2.1 Solution and sampling in the radial direction

## Analytical solution

For the radial part of the Smoluchowski equation (3.17) and (3.18), the following exact analytical solution is available in [4, p. 370]:

$$
\begin{align*}
& p_{r}\left(r, t_{0}+\Delta t \mid r_{0}, t_{0}\right)=\frac{1}{2 \pi} \int_{0}^{\infty} \exp \left(-D u^{2} \Delta t\right) \mathcal{C}\left(u, r, r_{0}, k, k_{a}\right) u d u  \tag{3.19}\\
& \mathcal{C}\left(u, r, r_{0}, k, k_{a}\right)=C\left(u, r, k, k_{a}\right) C\left(u, r_{0}, k, k_{a}\right) \tag{3.20}
\end{align*}
$$

where $k=2 \pi \sigma D$ and the function $C$ is defined as a combination of Bessel functions of order $n$ of the first and second kind $J_{n}$ and $Y_{n}, n \in\{0,1\}$,

$$
\begin{align*}
& C\left(u, r, k, k_{a}\right)=\frac{J_{0}(u r) \alpha(u)-Y_{0}(u r) \beta(u)}{\left(\alpha(u)^{2}+\beta(u)^{2}\right)^{1 / 2}},  \tag{3.21}\\
& \alpha(u)=k u Y_{1}(\sigma u)+k_{a} Y_{0}(\sigma u), \quad \beta(u)=k u J_{1}(\sigma u)+k_{a} J_{0}(\sigma u) . \tag{3.22}
\end{align*}
$$

The CDF is given by

$$
\begin{equation*}
F_{p_{r}}\left(r, t_{0}+\Delta t \mid r_{0}, t_{0}\right)=\int_{\sigma}^{r} 2 \pi \rho p_{r}\left(\rho, t_{0}+\Delta t \mid r_{0}, t_{0}\right) d \rho \tag{3.23}
\end{equation*}
$$

and can be determined either by computing the exact PDF (3.19) and then the CDF by numerical integration or by using the analytical formula for the CDF directly for an approximation.

## Computing the PDF

The integrand in (3.19) inherits the complex oscillatory behaviour of $C$, see Fig. 5, but the term $u e^{-D u^{2} \Delta t}$ acts as a damping factor decaying rapidly after its maximum at $u=$ $\sqrt{1 / 2 D \Delta t}$. The domains of $r$ and $u$ are truncated in the calculations to the finite intervals [ $\left.\sigma, r_{\text {max }}\right]$ and $\left[0, u_{\text {max }}\right]$, respectively,

$$
\begin{equation*}
F_{p_{r}}\left(r, t_{0}+\Delta t \mid r_{0}, t_{0}\right) \approx \int_{\sigma}^{r_{\max }} 2 \pi \rho \int_{0}^{u_{\max }} u e^{-D u^{2} \Delta t} \mathcal{C}\left(u, r, r_{0}, k, k_{a}\right) d u d \rho \tag{3.24}
\end{equation*}
$$

where $r_{\text {max }}=r_{0}+4 \sqrt{2 D \Delta t}$ and $u_{\max }=\sqrt{\frac{1}{D \Delta t} \ln \left(\frac{1}{2 \epsilon K D \Delta t}\right)}$ is chosen to satisfy the condition $K \int_{u_{\max }}^{\infty} u e^{-D u^{2} \Delta t} d u \leq \epsilon$ for a small positive $\epsilon$ assuming that $\left|\mathcal{C}\left(u, r, r_{0}, k, k_{a}\right)\right| \leq K$. Due to the complicated form of $\mathcal{C}$, it is difficult to find an exact upper bound $K$. Nevertheless for our parameter values and based on observations from a set of graphs, $K=1$ appears to be a quite satisfactory choice.


Figure 5: The oscillatory behaviour of the function $\mathcal{C}\left(u, r, r_{0}, k, k_{a}\right)$ for four different values of $r$ with $r_{0}=3 \cdot 10^{-8}$ and $\Delta t=10^{-7}$.

The outer integral in (3.24) is computed by the trapezoidal rule and for the inner integral, an adaptive quadrature scheme based on the Gauss-Kronrod rule is employed as implemented in MATLAB's built-in routine quadgk. Using algebraic transformations, quadgk can also handle the singularity of the integrand at $u=0$.

Depending on the values of $r_{0}$ and $\Delta t$, the truncations and approximations explained above may result in oscillations in the computed PDF solution when $r<r_{0}$. There, the PDF remains at a constant level just before it starts growing to its peak. To lessen the effect of artificial oscillations, we replace the lower limit of the outer integral by $r_{\min }=$ $\min \left\{\sigma, r_{0}-4 \sqrt{2 D \Delta t}\right\}$ and assume that if $r_{\text {min }}>\sigma$ then $p_{r}\left(r, t \mid r_{0}, t_{0}\right)=p_{r}\left(r_{\text {min }}, t \mid r_{0}, t_{0}\right)=0$ for $r \in\left[\sigma, r_{\text {min }}\right]$.

## Computing the semi-analytical CDF

After truncating the $r$ domain at a finite distance $r_{\max }=r_{0}+4 \sqrt{2 D \Delta t}$ and a change of the order of integration and using that $\int_{a}^{b} r A_{0}(r) d r=b A_{1}(b)-a A_{1}(a)$ with $A=J$ or $Y$ we can rewrite (3.23) as

$$
\begin{equation*}
F_{p_{r}}\left(r, t \mid r_{0}, t_{0}\right)=\int_{0}^{\infty} e^{-D u^{2} \Delta t} R(u) d u \tag{3.25}
\end{equation*}
$$

where

$$
\begin{align*}
& R(u)=\frac{C\left(u, r_{0}, k, k_{a}\right) \gamma(u)}{\left(\alpha(u)^{2}+\beta(u)^{2}\right)^{1 / 2}}  \tag{3.26}\\
& \gamma(u)=\alpha(u)\left(r_{\max } J_{1}\left(r_{\max } u\right)-\sigma J_{1}(\sigma u)\right)-\beta(u)\left(r_{\max } Y_{1}\left(r_{\max } u\right)-\sigma Y_{1}(\sigma u)\right) . \tag{3.27}
\end{align*}
$$

Since no closed expression of (3.25) is known to us, we approximate the integral numerically. First, the upper limit of the integral is replaced by a finite value $u_{\text {max }}$. The integrand exhibits oscillations, whose amplitudes tend to zero as $u$ tends to infinity. Since the oscillations are difficult to predict, we assume that $|R(u)| \leq K^{\prime}$. Choose $u_{\text {max }}$ such that

$$
\begin{equation*}
\operatorname{erf}\left(u_{\max } \sqrt{D \Delta t}\right) \geq 1-\frac{2 \epsilon \sqrt{D \Delta t}}{K^{\prime} \sqrt{\pi}} \tag{3.28}
\end{equation*}
$$

and approximate the error function by

$$
\begin{equation*}
\operatorname{erf}(x) \approx\left(1-\exp \left(-x^{2} \frac{\frac{4}{\pi}+0.14 x^{2}}{1+0.14 x^{2}}\right)\right)^{\frac{1}{2}} \tag{3.29}
\end{equation*}
$$

as in [20]. Then with $u_{\text {max }}$

$$
\begin{equation*}
K^{\prime} \int_{u_{\max }}^{\infty} e^{-D u^{2} \Delta t} d u \leq \epsilon \tag{3.30}
\end{equation*}
$$

where $u_{\max }$ is the real positive root of a biquadratic equation of the form $c_{1} u^{4}+c_{2} u^{2}+c_{3}=$ 0 , where

$$
\begin{equation*}
c_{1}=0.14 D \Delta t, \quad c_{3}=\frac{1}{D \Delta t} \ln \left(1-\left(1-\frac{2 \epsilon \sqrt{D \Delta t}}{K^{\prime} \sqrt{\pi}}\right)^{2}\right), \quad c_{2}=\frac{4}{\pi}+c_{1} c_{3}, \quad K^{\prime}=10^{-3} . \tag{3.31}
\end{equation*}
$$

Some artificial oscillations may appear in the calculated CDF for small $r_{0}$ but they are avoided by defining a lower integration limit $r_{\min }=\min \left\{\sigma, r_{0}-4 \sqrt{2 D \Delta t}\right\}$ as in the previous section.

The look-up table is precomputed either by first computing the PDF in (3.19) and then the CDF using the trapezoidal rule or using the analytic expression in (3.25) for the CDF. The new radial position is found by interpolation in the table as in Section 3.1.1.

## 4 Comparison of sampling methods

In this section, we compare the sampling methods in Section 3 with respect to accuracy and efficiency. To check the accuracy, we assume that the analytical methods yield the most accurate results, although some approximation errors are involved also there. Another assumption is that the quality of the coding of the algorithms is at the same level. It is possible that a comparison is altered by an improved implementation but in many cases the outcome is clear and the opposite conclusion is unlikely. We performed all the experiments in MATLAB v7.10 (R2010a) on a laptop PC with an Intel Core 2 Duo T7200 processor ( $2.00 \mathrm{GHz}, 4 \mathrm{MB}$ L2 Cache) and 2GB of RAM running Windows 7 ( 64 bit ).

### 4.1 Spherical coordinates

The methods for sampling the distributions in spherical coordinates are evaluated using 92225 distinct pairs of values for the initial radial position $r_{0}$ and time step $\Delta t$. The values are collected from a simulation of one trajectory of a system using the method in [9]. In this way, we get a fair distribution of samples when comparing the overall accuracy and efficiency. For convenience we denote the set of the pairs of values by PoVsph. The model parameters in (2.2) and (2.5) are $k_{a}=10^{-19}, k_{d}=2.9894, D=2 \cdot 10^{-12}$, and $\sigma=2 \cdot 10^{-9}$.

### 4.1.1 The radial direction

The different methods in Section 3.1.1 to solve (3.1), (3.2), and (3.3) for the PDF and integration of it for the CDF are compared in measurements of their accuracy and efficiency.

## Accuracy comparison

We begin by comparing the sampling methods with respect to accuracy. The comparison is made by applying all the methods over the whole set of values PoVsph. Very few members of the set whose $r_{0}$ values are very close to $\sigma$ are excluded because then we are unable to use the numerical method. A uniformly distributed $\xi$ is chosen. Then the relative error in per cent in computing $r_{\xi}$ by inverse transform sampling is collected for all pairs of $r_{0}$ and $\Delta t$ of the set. The error in a method is assumed to be the difference between $r_{\xi}$ obtained with the method and $r_{\xi}$ from the analytical method. To investigate the error data, the data are split into 21 groups according to the $r_{0}$ values and averaged over all $\Delta t$ values in the group. The conclusions from the comparisons are the same if the data are instead averaged over the $r_{0}$ values.

The results are displayed using box-and-whisker plots (or box-plots for short) as demonstrated in Fig. 6. In these plots, each box encloses the middle $50 \%$ of the data, i.e. the bottom and top edges of the box are the $25^{\text {th }}$ and $75^{\text {th }}$ quartiles, $q_{25}$ and $q_{75}$, of the data, respectively. The whiskers or dashed T-bars display the highest and the lowest data points not considered to be outliers. With the interquartile range $I_{q r}=q_{75}-q_{25}$, the outliers are defined as values $x$ such that $x<q_{25}-1.5 I_{q r}$ or $x>q_{75}+1.5 I_{q r}$. The line across the box


Figure 6: Box-plots of percent error in computing $r_{\zeta}$ in spherical coordinates using different sampling methods versus $r_{0}$. The experiment is performed for 91735 distinct pairs of values for $r_{0}$ and $\Delta t$ with $\xi=0.5469$.
represents the median and the cross, diamond, or asterisk in the box indicates the mean value which is computed excluding the outlier values.

From the box-plots in Fig. 6, we find that the numerical method with the chosen mesh size is more accurate than the lookup table (lut) interpolation methods based on numerical or analytical data. Except for the leftmost $r_{0}$-interval, the lut-interpolation method performs quite well and the difference between the two versions of the lut-interpolation method is small. The two tables are stored on the same grid. Thus, the difference is due to the error from solving the equations numerically. For small values of $r_{0}$ or $\Delta t$, a large variation is noticed in the relative error due to a few data points in the table. The errors are positively or right skewed with the mean and the median being only a few per cent.

When two molecules stay close to each other for a while, then $r_{0}$ and $\Delta t$ are small and errors may accumulate over several small time steps. This issue can be conclusively resolved by using high-resolution lookup tables containing more CDFs for small initial particle positions and small time intervals. Other sources of error that influence the accuracy of the lut-interpolation method are: the error in computing the entries of a lookup table and the error introduced by transforming the original region of interpolation in the lookup table into a regularly cube-shaped region (see Fig. 2).

## Efficiency comparison

The required CPU time to compute every single solution that we used in our accuracy experiment in the previous section is measured in Fig. 7. The data are presented as in Fig. 6. The accuracy of the methods is about the same in Fig. 6 but the numerical method,


Figure 7: Box-plots of the CPU time required to compute $r_{\mathcal{\zeta}}$ in spherical coordinates using different sampling methods versus $r_{0}$. Here $\xi=0.5469$ and the experiment is performed for 91735 distinct pairs of values of $r_{0}$ and $\Delta t$. For every pair, the computations are repeated up to 10 times.
with an average run time of 0.172 s , is noticeably less efficient than the other methods. The conclusion from the plots is that among the sampling methods the analytical method with numerical integration, which yields the sampled position on average within 2.24 ms , is the fastest one. This is approximately 77 times faster than the numerical method and 1.85 times faster than the lut-interpolation method with 4.16 ms average CPU time per run.

The speed of the numerical method is highly dependent on the grid size in the spatial domain and the total number of time steps used to obtain the numerical PDF. When the initial position $r_{0}$ is close to $\sigma$, then we have to use more grid points in the radial direction to have an accurate solution requiring more time steps to avoid oscillatory solutions. This explains why the numerical method is marginally slower in the very first sub-ranges of values for $r_{0}$. Adaptively refined grids and time steps would resolve this issue in an efficient manner.

The CDF in the table is computed in two different ways: by numerical integration of the PDF or by the analytical formula (3.10). The PDF is obtained by numerical solution of the Smoluchowski equation (3.1) or by the analytical formula (3.6). There are 200 pairs of values of $r_{0}$ in $\left[3 \cdot 10^{-9}, 2.06 \cdot 10^{-7}\right]$ and of $\Delta t$ in $\left[1 \cdot 10^{-8}, 7.6 \cdot 10^{-4}\right]$ in the table. For each

Table 1: The CPU time for different parts of the generation of a table.

| Method | CPU time (min) |
| :--- | :---: |
| PDF by numerical solution | 15.34 |
| Analytical PDF | 1.45 |
| Numerical integration of PDF for CDF | 0.03 |
| Analytical CDF | 1.90 |

$\left(r_{0}, \Delta t\right)$ entry, there are several $r$ values and corresponding CDF values. The size of the table is 52.7 MB . The conclusion from Table 1 is that the most efficient way to create the table is to use the analytical expression for the PDF and then integrate it numerically.

### 4.1.2 The angular direction

Two approaches are proposed in Section 3.1.2 to draw random polar positions determined by the solution of the angular part of the Smoluchowski equation in (3.4) and (3.5): a method with an analytically computed PDF and then numerically integrated and interpolation between the CDF values precomputed and stored in a lookup table.

## Accuracy comparison

The accuracy of the lut-interpolation method for $\theta$ is estimated by comparisons with the solutions obtained by the analytical method. Here we fix $\xi$ and calculate 92225 distinct values for the parameter $\hat{t}=D \Delta t / r^{2}$ using all the pairs of values of $\Delta t$ and $r$ in the set PoVsph. Then for every value of $\hat{t}$, we compute $\theta_{\tilde{\zeta}}$ using both sampling techniques and the relative error in the result obtained from the lut-interpolation method.

The error data are partitioned into 21 sub-ranges based on $\ln \hat{t}$ in Fig. 8. In the boxplot, it is obvious that the accuracy of the lut-interpolation method is very high with an average relative error of $0.008 \%$. An example of the dependency of the accuracy on the resolution of the precomputed lookup table is observed for small $\hat{t}$-values. For those


Figure 8: Box-plot of percentage error in computing $\theta_{\tilde{\xi}}$ using lut-interpolation methods versus $\ln \hat{t}$. Here $\xi=0.8147$ and the experiment is performed for 92225 distinct values of $\hat{t}$.
values, the slope of the $p_{\theta}$ at $\theta=0$ is large and to obtain a smooth, high-resolution CDF, a finer grid in the polar direction close to $\theta=0$ is needed.

## Efficiency comparison

The efficiency of the analytical method is compared with the lut-interpolation method by measuring the CPU time to compute the solutions in the above accuracy analysis in Fig. 9. The accuracy of the two methods is comparable in Fig. 9. The methods are also compared to the sampling method in [3]. There a random walk on a sphere $\mathcal{S}^{2}$ in $\mathbb{R}^{3}$ is generated directly by summation of the series for random walk on the sphere $\mathcal{S}^{3}$ embedded in $\mathbb{R}^{4}$ and projection to the sphere $\mathcal{S}^{2}$. The method in [3] determines a $\theta$ sample directly with a good accuracy for small $\hat{t}$ while only a few terms are needed in the series in (3.12) for large $\hat{t}$ and there its accuracy is good. The average runtime of the lut-interpolation method is 0.58 ms and for the projection method 0.35 ms . It is clear that the lut-interpolation method is much more efficient than the analytical method but that the algorithm in [3] is the fastest when it works for small $\hat{t}$.


Figure 9: Box-plots of the CPU time required to compute $\theta_{\xi}$ using the analytical method and the lut-interpolation method versus $\ln (\hat{t})$. Here $\xi=0.8147$ and the experiment is performed for 92225 distinct values of $\hat{t}$. For every pair computations are repeated up to 10 times.

In Section 3.1.2, we observed that for small values of the parameter $\hat{t}$, evaluating $p_{\theta}$ via its analytical formula (3.12) can be computationally very challenging since many terms of the infinite series have to be summed to reach convergence. The problem becomes less severe for larger values of $\hat{t}$ explaining the gradual decrease in the mean CPU time for the analytical method as $\hat{t}$ increases in Fig. 9.

The CDF in the table for interpolation in Fig. 9 is computed at $300 \hat{t}$ values where $\ln \hat{t}$
is between -12.85 and 5.23 . The CDF is evaluated for at most $500 \theta$ values for each $\hat{t}$. The total number of CDF data values in the table is 76862 requiring 483 KB of memory. The elapsed CPU time for its calculation is 16.7 s .

### 4.2 Cylindrical coordinates

The sampling methods in Section 3.2.1 for cylindrical coordinates are evaluated at 10000 randomly generated distinct pairs of values for the initial radial position $r_{0}$ and time step $\Delta t$ in the set PoVcyl. The parameters in the model in (2.9) and (2.10) are $k_{a}=10^{-11}$, $D=10^{-12}$, and $\sigma=2 \cdot 10^{-9}$.

### 4.2.1 The radial direction

The analytical method to determine the CDF based on (3.25) and the numerical integration of the PDF in (3.19) in Section 3.2.1 are compared to the lut-interpolation method with precomputed tables of the CDF.

## Accuracy comparison

The relative errors in Fig. 10 are determined by comparing the semi-analytical method to the other methods. The data in PoVcyl are grouped according to the value of $r_{0}$ and averaged over all $\Delta t$ values. The mean errors in per cent are very low in most cases. For the smallest $r_{0}$-values, the accuracy in the lut-interpolation is improved by refining the table there similarly to what was necessary for the spherical coordinates.


Figure 10: Box-plots of per cent error in computing $r_{\zeta}$ in cylindrical coordinates using different sampling methods versus $r_{0}$. Here $\xi=0.4505$ and the experiment is performed for 10000 distinct pairs of values for $r_{0}$ and $T$.

## Efficiency comparison

Using the $r_{0}$ and $\Delta t$ data in PoVcyl, the efficiency of the sampling methods are compared in Fig. 11. The average CPU time for the interpolation alternatives is 3.8 ms and 4.7 ms . The method based on numerical solution of the PDE uses 80 ms and the semi-analytical method is the worst with 868 ms . The performance of the semi-analytical method deteriorates for large values of $r_{0}$. The reason is that for these values the integrand in (3.25) oscillates with high frequencies making an accurate integration more difficult.


Figure 11: Box-plots of the CPU time required to compute $r_{\xi}$ in cylindrical coordinates using different sampling methods versus $r_{0}$. Here $\xi=0.4505$ and the experiment is performed for 10000 distinct pairs of values of $r_{0}$ and $\Delta t$. For every pair computations are repeated up to 10 times.

The interpolation table is computed with three methods using the semi-analytical CDF, the analytical PDF and numerical integration, and the numerical PDF integrated numerically. The number of CDF data values are between $1.0 \cdot 10^{7}$ and $1.1 \cdot 10^{7}$ requiring between 71 and 73 MB of storage. The difference in memory requirements is small but full numerical integration of the CDF is more than 15 time faster than using analytical formulas in Table 2.

Table 2: The CPU time for different ways of generating the table.

| Method | CPU time (min) |
| :--- | :---: |
| Numerical PDF and numerical integration | 28.7 |
| Analytical PDF and numerical integration | 431 |
| Semi-analytical CDF | 455.5 |

### 4.3 Sampling for the next reaction event

Sometimes we want to first sample the time to the next event and then the new positions. For a pair of molecules, the time $t$ to the next reaction satisfies $S\left(t \mid r_{0}\right)=\xi$ for a uniformly distributed $\xi \in[0,1]$ with the survival probability $S$ defined in (2.7). Note that $S(t \rightarrow$ $\left.\infty \mid r_{0}\right)<1$ and there is a possibility that a reaction will never occur. In the spherical case $S$ is known analytically [10] and can be inverted numerically in the same manner as the analytical expression for the CDF. The cost of inverting $S$ is of the same order as inverting the CDF. When computing the PDF numerically, we can compute $S$ after each time step $\Delta \tau$ and determine if the molecules have reacted or not. If two molecules have reacted at a certain time, we can stop the computations and will save some time compared to solving the equation until the final time $\Delta t$. However, the finite difference approach will still very likely be outperformed by the analytical approach. For the analytical approach in the cylindrical case, we can compute $S$ by numerically integrating the expression for the PDF (3.19). This will be a fairly expensive way of inverting $S$, and the conclusion that the numerical approach is more efficient will still hold.

### 4.4 Estimates of total elapsed time

Suppose that the number of time steps is $N$ in a simulation, that there are $m_{i}$ pairs of particles in step $i$, that the CPU time for sampling for each pair in every step is $t_{\text {sampl }}$, and that the elapsed time between the events is $\Delta t_{i}$. Ignoring single particles for which sampling is inexpensive, the total CPU time for sampling $T_{\text {sampl }}$ and the final time $T$ are then

$$
T_{\text {sampl }}=\sum_{i=1}^{N} m_{i} t_{\text {sampl }}=N \bar{m} t_{\text {sampl }}, \quad T=\sum_{i=1}^{N} \Delta t_{i}=N \overline{\Delta t},
$$

where $\bar{m}$ and $\overline{\Delta t}$ are the average number of pairs in every step and the average time step. Suppose that the CPU time to create one table is $T_{\text {tab }}$ and that there are $R$ reactions. Hence, the total CPU time for generating the tables and simulating the system to $T$ is

$$
\begin{equation*}
R T_{\text {tab }}+t_{\text {sampl }} \bar{m} T / \overline{\Delta t} \tag{4.1}
\end{equation*}
$$

Let $\rho$ be the density of particles and $v$ the volume around a single particle or a pair. The radius of $v$ is proportional to $\sqrt{2 D \overline{\Delta t}}$. Hence, $1 / \rho \sim v \sim \overline{\Delta t}^{3 / 2}$ and we have $\bar{m} \sim \rho$. The conclusion is that $\bar{m} T / \overline{\Delta t} \sim \rho^{5 / 3} T$. If $T$ is large then the cost of computing the table is discounted but if the density of the particles is low then the first term in (4.1) may
dominate. As an example, take the polar direction in Section 4.1.2. There $T_{\text {tab }}=16.7 \mathrm{~s}$, $t_{\text {sampl }}=6 \cdot 10^{-4} \mathrm{~s}$ and the break even point when the analytical method without a table is as efficient is when $\bar{m} T / \overline{\Delta t} \approx 90$, i.e. if $\bar{m}=1$ then 90 time steps suffice. For larger values of $\bar{m} T / \overline{\Delta t}$ the table will win.

## 5 Simulation of a pair of molecules

Based on the accuracy and efficiency analysis in the previous section, the best technique is chosen to generate particle positions for simulation of reaction-diffusion processes in the spherical and the cylindrical coordinate systems. The algorithm from [9] can be outlined as follows:

1. Given $r_{0}$ and $\Delta t$, sample for the new radial position $r$.
2. Given $r$ and $\Delta t$, sample for the new polar angle $\theta$ or the new azimuthal angle $\phi$ in the spherical and cylindrical cases, respectively.
3. Given $r$ and $\Delta t$, sample for the azimuthal angle $\phi$ or the axial position $z$ in the spherical and cylindrical cases, respectively.

### 5.1 Spherical coordinates

The optimal method according to Sections 4.1.1 and 4.1.2 in the spherical case is sampling radial positions by numerical integration of the analytical PDF and polar positions using interpolation from precomputed tabulated CDF data. The species $A$ and $B$ react with each other and form $C$ as in (2.1) with $A$ fixed at the origin with a diffusion coefficient $D=2 \cdot 10^{-12}$ and reaction radius $\sigma=2 \cdot 10^{-9}$. We consider two cases: a reversible reaction with $k_{a}=10^{-19}, k_{d}=2.9894$ and free diffusion with $k_{a}=k_{d}=0$.

The new positions of 1000 particles are sampled in the radial and the polar directions and collected in a histogram in Fig. 12 for the reversible reaction. The weighted $p_{r}$ and $p_{\theta}$ are compared to the analytical solutions with good agreement.


Figure 12: The probability densities $4 \pi r^{2} p_{r}$ in the radial direction with $\Delta t=5 \cdot 10^{-5}, r_{0}=10^{-8}$ and $T=5 \cdot 10^{-3}$ (left) and $\frac{1}{2} \sin \theta p_{\theta}$ in the polar direction with $\Delta t=7 \cdot 10^{-4}, r_{0}=5 \cdot 10^{-8}$ and $T=7 \cdot 10^{-2}$ (right) obtained by sampling are compared to the analytical density at $T$.


Figure 13: The relative difference between the standard deviation of the simulated position and the analytical Gaussian standard deviation for the position of freely diffusing molecules at $T=5 \cdot 10^{-5}$ with $D=2 \cdot 10^{-12}$ using different $\Delta t$.

When no reaction takes place, the new positions in Cartesian coordinates are determined using the above operator splitting algorithm starting at a point away from the origin. One molecule is simulated in a time interval and $2 \cdot 10^{5}$ trajectories are generated for each fixed splitting time step $\Delta t$. In the comparison of the computed and analytical standard deviations in Fig. 13, there is no clear tendency when $\Delta t$ is varied and other errors such as the statistical variation appear to be much larger than the variation due to $\Delta t$. The error is already quite low but to reduce the statistical error further by a factor 10 we would need $2 \cdot 10^{7}$ realizations of the process.

### 5.2 Cylindrical coordinates

The stationary $A$ molecule is a polymer along the $z$ axis in a cylindrical coordinate system in this example and the $B$ molecule is moving in 3D space and can react with the polymer by association. The parameters are $k_{a}=10^{-11}, D=10^{-12}$, and $\sigma=2 \cdot 10^{-9}$. The distribution of the radial position is found at the final time $T$ using tabulated data in Fig. 14 using the statistics from 2000 particles. The accuracy is good for large $r_{0}$, but for $r_{0}$ close to $\sigma$ the accuracy is worse. To obtain good accuracy in this case we may need a very high resolution in the table.


Figure 14: The probability densities $2 \pi r \ell p_{r}$ with $\ell=1$ in the radial direction with $\Delta t=2 \cdot 10^{-4}, r_{0}=2 \cdot 10^{-8}$ and $T=1.4 \cdot 10^{-2}$ computed numerically (left) and analytically with $\Delta t=5 \cdot 10^{-4}, r_{0}=9 \cdot 10^{-9}$ and $T=10^{-2}$ (right) are compared to the analytical solution at $T$.

## 6 Summary and conclusions

Event-driven algorithms such as the GFRD algorithm [19] for simulation of biochemical reaction-diffusion processes need fast evaluations of CDFs in the sampling for the next events or the next positions of the particles in the system. The relative positions of two particles in a pair are governed by a PDF satisfying the Smoluchowski equation. We have compared different methods for the sampling when it is split into a radial part and an angular part in a spherical and a cylindrical coordinate system as in [9]. Although we investigate a particular model, the conclusions are of general interest for event-driven algorithms.

The Smoluchowski equation in the radial direction in a spherical coordinate system is solved by an analytical method and the Crank-Nicolson finite difference scheme. The sampling is performed using the analytical CDF of the distribution, the CDF calculated by numerical integration of the analytical PDF, and linear interpolation between the entries of a 3D lookup table with analytically or numerically precomputed CDFs for a set of model parameter values. The lowest CPU time to determine a random radial position is obtained by numerical integration of the PDF. Presumably, the results obtained from this method have the highest accuracy in spite of the fact that the accuracy is influenced by errors introduced by truncating infinite sums and numerical approximations in the integration. Almost as efficient are the methods based on interpolation in a table. A different implementation of the methods might change the recommendation in this case. The explanation why the tables are not the best alternative is that the formulas to compute the PDF and the CDF are relatively simple.

In the polar direction in a spherical coordinate system, the CDF is evaluated partly analytically and partly numerically and there are two approaches to sample from the CDF: using the computed CDF directly and tabulating pre-evaluated CDFs in a 2D lookup table first and then performing linear interpolation between the data points in the table. Using the lookup table is here orders of magnitude faster than the partially analytical method. It is unlikely that this difference is due to the implementation of the methods. The accuracy of the interpolation in the table is very good, but it depends on the resolution in the table. The CDF is here more complicated to compute than in the previous case and tables are the preferred choice. The generation of the table is inexpensive in this case.

The radial direction in a cylindrical coordinate system is sampled with a semianalytically defined CDF, one computed numerically, and the CDF stored in 3D tables for inverse interpolation. The tables provide the new $r$ value much faster than the other two methods. It is improbable that this conclusion will be changed by different implementations of the algorithms. The explanation to this result compared to the radial direction in the spherical system is that in the cylinder case the analytical CDF is rather complicated to evaluate with a highly oscillatory integrand while the closed formula in the spherical case has only a few terms. Computing the table entries numerically is here the cheapest method.

In general, using lookup tables is recommended but it depends on the application and
the available analytical formulas, the density of the particles, and the amount of time that the simulation will run, as the method has an initial cost in time for creating the tables and a cost in memory space for data storage. One table is needed for each reaction in the biochemical system. Since tables are finite data sets, limitations are imposed on the longest distance that two molecules can move apart and the longest time step that can be taken during the simulation. Furthermore, there is a shortest distance between the initial $r_{0}$ to the reaction radius $\sigma$ that a table can resolve with sufficient accuracy. Refinements of the tables are necessary for certain combinations of parameter values. The cost of such refinements are higher the higher the dimension of the table is. This is another argument for splitting the spatial sampling since the dimensions of the tables are usually lower if the sampling in space is made in a sequence of steps.
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