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Abstract. Solving elasticity equations with interfaces is a challenging problem for most
existing methods. Nonetheless, it has wide applications in engineering and science.
An accurate and efficient method is desired. In this paper, an efficient non-traditional
finite element method with non-body-fitting grids is proposed to solve elasticity equa-
tions with interfaces. The main idea is to choose the test function basis to be the stan-
dard finite element basis independent of the interface and to choose the solution basis
to be piecewise linear satisfying the jump conditions across the interface. The resulting
linear system of equations is shown to be positive definite under certain assumptions.
Numerical experiments show that this method is second order accurate in the L∞ norm
for piecewise smooth solutions. More than 1.5th order accuracy is observed for solu-
tion with singularity (second derivative blows up) on the sharp-edged interface corner.
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1 Introduction

The importance of elasticity interface problems has been well recognized in a variety of
disciplines. However, designing highly efficient methods for these problems is a difficult
job, especially when the interface is not smooth.

Consider an open bounded domain Ω⊂Rd. Let Γ be an interface of co-dimension d−1,
which divides Ω into disjoint open subdomains, Ω− and Ω+, hence Ω = Ω−⋃

Ω+⋃

Γ.
Assume that the boundary ∂Ω and the boundary of each subdomain ∂Ω± are Lipschitz
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continuous as submanifolds. Since ∂Ω± are Lipschitz continuous, so is Γ. A unit normal
vector of Γ can be defined a.e. on Γ, see Section 1.5 in [10].

We seek solutions of the variable coefficient elliptic equation away from the interface
Γ given by

{

−∇·(β1(x)∇u1(x))−∇·(β2(x)∇u2(x))= f1(x)

−∇·(β3(x)∇u1(x))−∇·(β4(x)∇u2(x))= f2(x), x∈Ω\Γ,
(1.1)

in which x=(x1,··· ,xd) denotes the spatial variables and ∇ is the gradient operator. The
coefficient β(x) is assumed to be a d×d matrix that is uniformly elliptic on each disjoint
subdomain, Ω− and Ω+, and its components are continuously differentiable on each
disjoint subdomain, but they may be discontinuous across the interface Γ. The right-
hand side f (x) is assumed to lie in L2(Ω).

Given functions a and b along the interface Γ, we prescribe the jump conditions



















































[u1]Γ (x)≡u+
1 (x)−u−

1 (x)= a1(x),

[u2]Γ (x)≡u+
2 (x)−u−

2 (x)= a2(x),

n·(β+
1 (x)∇u+

1 (x)+β+
2 (x)∇u+

2 (x))

−n·(β−
1 (x)∇u−

1 (x)+β−
2 (x)∇u−

2 (x))=b1(x),

n·(β+
3 (x)∇u+

1 (x)+β+
4 (x)∇u+

2 (x))

−n·(β−
3 (x)∇u−

1 (x)+β−
4 (x)∇u−

2 (x))=b2(x).

(1.2)

The ”±” superscripts refer to limits taken from within the subdomains Ω±.
Finally, we prescribe boundary conditions

{

u1(x)= g1(x), x∈∂Ω,

u2(x)= g2(x), x∈∂Ω,
(1.3)

for a given function g on the boundary ∂Ω.
For simplicity, this paper discusses d = 2 case. The three dimensional d = 3 case is

under investigation. The setup of the problem is illustrated in Fig. 1.
An elasticity system can be solved by both finite difference or finite element method.

Due to the cross derivative term, usually the linear system of equations using the finite
element formulation is better conditioned compared with that obtained using a finite
difference discretization.

To solve the interface problem, first we need to generate a mesh. One approach is
to use a body fitted mesh coupled with a finite element discretization, see for example,
[1,3,5,6] for scalar elliptic partial differential equations. Recently, Cartesian meshes have
become popular especially for moving interface problems to overcome the cost in the
grid generation at every or every other time steps.
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Figure 1: Setup of the problem with a uniform triangulation.

Finite difference methods are proposed in [22, 23] with non-homogeneous jump con-
ditions. While second order accuracy was achieved, the condition number of the discrete
system is quite large especially in the nearly incompressible case (λ is large) compared
with that obtained from finite element formulations. In [22, 23], a first order immersed
interface finite element method (IIFEM) was proposed using Cartesian meshes for the
elasticity problem with homogeneous jump conditions. In general, the discretization using
a finite element discretization has better conditioned system of equations compared with
that obtained from a finite difference method. The Soblev space theory provides strong
theoretical foundations for convergence analysis for finite element methods.

In [8], an immersed-interface finite element method was developed for scalar elliptic
interface problems with non-homogeneous jump conditions. In [9], the immersed-interface
finite element method was developed for the elasticity system with homogeneous and
non-homogeneous jump conditions. There are some other approaches to solve the elliptic
interface problems. In particular, some recent work [12,20,21,24] can handle sharp edged
interfaces for piecewise smooth solutions. However, these have not been developed to
solve the elasticity interface problems.

In this paper, based on the method in [12], we propose a numerical method for solving
the elasticity problem with interfaces. We proved that the resulting linear system is non-
symmetric but positive definite if β (notation introduced later) is positive definite. The
method is simpler compared with that developed in [9] and can be applied for more
general problems since we allow βi to be matrices. We also proved a theorem that under
certain assumption satisfied by the example in [9], for certain semi-positive definite β,
the resulting linear system is still non-symmetric but positive definite.

The paper is organized as follows. In Section 2, we give the weak form of the elas-
ticity system, our new numerical method and some theoretical analysis. In Section 3, we
present some examples to demonstrate the performance of our method. We conclude and
make acknowledgement in Section 4.
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2 The weak formulation and the numerical method

We modify the weak formulation in [11] and [12]. The weak formulation for the system
case is as follows:

∫

Ω+
(β1∇u1 ·∇ψ1+β2∇u2 ·∇ψ1)+

∫

Ω−
(β1∇u1 ·∇ψ1+β2∇u2 ·∇ψ1)

=
∫

Ω
f1ψ1+

∫

Γ
b1ψ1, (2.1a)

∫

Ω+
(β3∇u1 ·∇ψ2+β4∇u2 ·∇ψ2)+

∫

Ω−
(β3∇u1 ·∇ψ2+β4∇u2 ·∇ψ2)

=
∫

Ω
f2ψ2+

∫

Γ
b2ψ2, (2.1b)

where the test functions ψ1,ψ2 are in H1
0(Ω). Note that the solution has jump across the

interface.

For ease of discussion, we introduce some notations to write the system in a clean
form.

We define

u≡

[

u1

u2

]

, f ≡

[

f1

f2

]

, g≡

[

g1

g2

]

,

a≡

[

a1

a2

]

, b≡

[

b1

b2

]

, β≡

[

β1 β2

β3 β4

]

,

and choose the test function

ψ=

[

ψ1

0

]

or

[

0
ψ2

]

.

We also redefine the gradient and divergence operator

∇≡
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∂
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0 0

0 0
∂

∂x

∂
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.

Then Eq. (1.1) can be written as

−∇·(β(x)∇u(x))= f (x), x∈Ω\Γ, (2.2)



S. Hou, Z. Li, L. Wang and W. Wang / Commun. Comput. Phys., 12 (2012), pp. 595-612 599

the jump condition Eq. (1.2) can be reformed as
{

[u]Γ(x)≡u+(x)−u−(x)= a(x),

n·(β+(x)∇u+(x))−n·(β−(x)∇u−(x))=b(x),
(2.3)

and boundary condition is
u(x)= g(x), x∈∂Ω. (2.4)

For simplicity we will discuss the following properties under the form of Eqs. (2.2)-
(2.4).

For ease of discussion in this section, and for accuracy testing in the next section,
we assume that a, b and c are smooth on the closure of Ω, β and f are smooth on Ω+

and Ω−, but they may be discontinuous across the interface Γ. However ∂Ω, ∂Ω− and
∂Ω+ are kept to be Lipschitz continuous. We assume that there is a Lipschitz continuous
and piecewise smooth level-set function φ on Ω, where Γ= {φ= 0}, Ω−= {φ< 0} and
Ω+= {φ>0}. A unit vector n=∇φ/|∇φ| can be obtained on Ω, which is a unit normal
vector of Γ at Γ pointing from Ω− to Ω+.

In this paper, we restrict ourselves to a rectangular domain Ω=(xmin,xmax)×(ymin,ymax)
in the plane, and β is a 2×2 matrix that is uniformly elliptic in each subdomain. Given
positive integers I and J, set ∆x = (xmax−xmin)/I and ∆y = (ymax−ymin)/J. We define
a uniform Cartesian grid (xi,yj) = (xmin+i∆x,ymin+ j∆y) for i = 0,··· , I and j = 0,··· , J.
Each (xi,yj) is called a grid point. For the case i = 0, I or j = 0, J, a grid point is called
a boundary point, otherwise it is called an interior point. The grid size is defined as
h=max(∆x,∆y)>0.

Two sets of grid functions are needed and they are denoted by

H1,h
± =

{

ωh=(ωi,j) : 0≤ i≤ I,0≤ j≤ J
}

,

H1,h
0 =

{

ωh=(ωi,j)∈H1,h
± : ωi,j=0 if i=0, I or j=0, J

}

.

We cut every rectangular region [xi,xi+1]×[yj ,yj+1] into two pieces of right triangular
regions: one is bounded by x= xi, y=yj and

y=
yj+1−yj

xi−xi+1
(x−xi+1)+yj,

and the other is bounded by x= xi+1, y=yj+1 and

y=
yj+1−yj

xi−xi+1
(x−xi+1)+yj.

Collecting all those triangular regions, we obtain a uniform triangulation Th :
⋃

K∈Th K, see
Fig. 1. We can also choose the hypotenuse to be

y=
yj+1−yj

xi+1−xi
(x−xi)+yj,
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and get another uniform triangulation from the same Cartesian grid. There is no concep-
tual difference for our method on these two triangulations.

If φ(xi,yj)≤0, we count the grid point (xi,yj) as in Ω−; otherwise we count it as in Ω+.
We call an edge (an edge of a triangle in the triangulation) an interface edge if two of its
ends (vertices of triangles in the triangulation) belong to different subdomains; otherwise
we call it a regular edge.

We call a cell K an interface cell if its vertices belong to different subdomains. In the
interface cell, we write K=K+⋃

K−. K+ and K− are separated by a straight line segment,
denoted by Γh

K. The two end points of the line segment Γh
K are located on the interface Γ

and their locations can be calculated from the linear interpolations of the discrete level-
set functions φh=φ(xi,yj). The vertices of K+ are located in Ω+⋃

Γ and the vertices of K−

are located in Ω−⋃

Γ. K+ and K−are approximations of the regions of K
⋂

Ω+ and K
⋂

Ω−,
respectively. We call a cell K a regular cell if all its vertices belong to the same subdomain,
either Ω+ or Ω−. For a regular cell, we also write K=K+⋃

K−, where K−={} (empty set)
if all vertices of K are in Ω+, and K+= {} if all vertices of K are in Ω−. Clearly Γh

K = {}
in a regular cell, and K+ and K− are approximations of the regions K

⋂

Ω+ and K
⋂

Ω−,
respectively. We use |K+| and |K−| to represent the areas of K+ and K−, respectively.

Two extension operators are needed. The first one is Th : H1,h
± → H1

0(Ω). For any

ψh ∈ H1,h
0 , Th(ψh) is a standard continuous piecewise linear function, which is a linear

function in every triangular cell and Th(ψh) matches ψh on grid points. Clearly such

a function set, denoted by H1,h
0 , is a finite dimensional subspace of H1

0(Ω). The second

extension operator Uh is constructed as follows. For any uh∈H1,h
± with uh=gh at boundary

points, Uh(uh) is a piecewise linear function and matches uh on grid points. It is a linear
function in each regular cell, just like the first extension operator Uh(uh) = Th(uh) in a
regular cell. In each interface cell, it consists of two pieces of linear functions, one is on
K+ and the other is on K−. The location of its discontinuity in the interface cell is the
straight line segment Γh

K. Note that two end points of the line segment are located on the
interface Γ, and hence the interface condition [u]= a could be and is enforced exactly at
these two end points. In each interface cell, the interface condition [β∇u·n]=b is enforced
with the value b at the middle point of Γh

K. The extension Uh is unique, see Theorem 3.1
in [12].

We propose the following method:

Method 2.1. Find a discrete function uh ∈H1,h
± such that uh = gh on boundary points and

so that for all ψh∈H1,h
0 , we have

∑
K∈Th

(

∫

K+
β∇Uh(uh)·∇Th(ψh)+

∫

K−
β∇Uh(uh)·∇Th(ψh)

)

= ∑
K∈Th

(

∫

K+
f Th(ψh)+

∫

K−
f Th(ψh)+

∫

Γh
K

bTh(ψh)

)

. (2.5)

Note that we redefined the gradient and divergence operators so that the formula
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above is in a clean form. Next we discuss in the component form. u−
1x,u−

1y,u+
1x, u+

1y,

u−
2x,u−

2y,u+
2x and u+

2y can be written in the following form

u+
1x= c+1x,1u(p11)+c+1x,2u(p12)+c+1x,3u(p13)+c+1x,4a(p14)+c+1x,5a(p15)+c+1x,6b(p16)

+c+1x,7u(p21)+c+1x,8u(p22)+c+1x,9u(p23)+c+1x,10a(p24)+c+1x,11a(p25)+c+1x,12b(p26), (2.6a)

u+
1y= c+1y,1u(p11)+c+1y,2u(p12)+c+1y,3u(p13)+c+1y,4a(p14)+c+1y,5a(p15)+c+1y,6b(p16)

+c+1y,7u(p21)+c+1y,8u(p22)+c+1y,9u(p23)+c+1y,10a(p24)+c+1y,11a(p25)+c+1y,12b(p26), (2.6b)

u−
1x= c−1x,1u(p11)+c−1x,2u(p12)+c−1x,3u(p13)+c−1x,4a(p14)+c−1x,5a(p15)+c−1x,6b(p16)

+c−1x,7u(p21)+c−1x,8u(p22)+c−1x,9u(p23)+c−1x,10a(p24)+c−1x,11a(p25)+c−1x,12b(p26), (2.6c)

u−
1y= c−1y,1u(p11)+c−1y,2u(p12)+c−1y,3u(p13)+c−1y,4a(p14)+c−1y,5a(p15)+c−1y,6b(p16)

+c−1y,7u(p21)+c−1y,8u(p22)+c−1y,9u(p23)+c−1y,10a(p24)+c−1y,11a(p25)+c−1y,12b(p26), (2.6d)

u+
2x= c+2x,1u(p11)+c+2x,2u(p12)+c+2x,3u(p13)+c+2x,4a(p14)+c+2x,5a(p15)+c+2x,6b(p16)

+c+2x,7u(p21)+c+2x,8u(p22)+c+2x,9u(p23)+c+2x,10a(p24)+c+2x,11a(p25)+c+2x,12b(p26), (2.6e)

u+
2y= c+2y,1u(p11)+c+2y,2u(p12)+c+2y,3u(p13)+c+2y,4a(p14)+c+2y,5a(p15)+c+2y,6b(p16)

+c+2y,7u(p21)+c+2y,8u(p22)+c+2y,9u(p23)+c+2y,10a(p24)+c+2y,11a(p25)+c+2y,12b(p26), (2.6f)

u−
2x= c−2x,1u(p11)+c−2x,2u(p12)+c−2x,3u(p13)+c−2x,4a(p14)+c−2x,5a(p15)+c−2x,6b(p16)

+c−2x,7u(p21)+c−2x,8u(p22)+c−2x,9u(p23)+c−2x,10a(p24)+c−2x,11a(p25)+c−2x,12b(p26), (2.6g)

u−
2y= c−2y,1u(p11)+c−2y,2u(p12)+c−2y,3u(p13)+c−2y,4a(p14)+c−2y,5a(p15)+c−2y,6b(p16)

+c−2y,7u(p21)+c−2y,8u(p22)+c−2y,9u(p23)+c−2y,10a(p24)+c−2y,11a(p25)+c−2y,12b(p26), (2.6h)

where the locations of pij are shown in Fig. 2.

Compare with equations in [12], these equations are more complicated. When we
calculate the gradient of u1, we need to take u1,u2 and the jump conditions into consid-
eration. The formulas for the 96 coefficients are much more tedious to derive compared
with the elliptic equation case in [12]. These coefficients are all independent of a, b. They
depend on β, the grid size and where the interface cuts through the triangle.

Instead of explicitly deriving the 96 formulas, we could implement in the following
simpler way: When a triangle is cut by the interface (See Fig. 2), we have four jump
conditions. Therefore,

n1 ·(β+
1 (p16)∇u+

1 (x)+β+
2 (p16)∇u+

2 (x))

−n1 ·(β−
1 (p16)∇u−

1 (x)+β−
2 (p16)∇u−

2 (x))=bp16
(x), (2.7a)

n2 ·(β+
3 (p26)∇u+

1 (x)+β+
4 (p26)∇u+

2 (x))

−n2 ·(β−
3 (p26)∇u−

1 (x)+β−
4 (p26)∇u−

2 (x))=bp26(x), (2.7b)
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Figure 2: Local construction.

where

u+
1 (p14)=u−

1 (p14)+a1(p14), (2.8a)

u+
1 (p15)=u−

1 (p15)+a1(p15), (2.8b)

u+
2 (p14)=u−

2 (p14)+a2(p14), (2.8c)

u+
2 (p15)=u−

2 (p15)+a2(p15). (2.8d)

And ∇u±
1,2 can be written as a linear combination of the value of corner points on the

corresponding triangle piece. Suppose u(p11), u(p12), u(p13), u(p21), u(p22), u(p23) are
already known. u(p15) can be denoted by u(p14), u(p12), u(p13). u(p25) can be denoted by
u(p24), u(p22), u(p23). Then we have Eq. (2.7), and two unknowns u(p14),u(p24). Solving
these is equivalent to deriving the coefficient formulas in Eq. (2.6).

We use the Gaussian quadrature rule for integrals. The idea is the same as in [12]. If
T is separated into two pieces by the interface u4u5, we connect u3 and u4, then we get
three triangles: T1 =△u1u4u5, T2 =△u2u3u4, T3 =△u3u4u5. For each triangle, we label
the center point pij of each edge uiuj. In numerical computation, we apply the average of
three f (pij) in each triangle. Numerical results show an improvement over [11], where
fewer sample points were used.

Since our solution bases and test function bases are different, the matrix A for the
linear system generated by Method 2.1 is not symmetric in the presence of an interface.
However, we can prove it is positive definite.

Theorem 2.1. If β is positive definite, then the matrix A for the linear system generated by
Method 2.1 is positive definite.
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Proof. For all vector c∈R2n, we have

cT Ac=B

[

2n

∑
i=1

ciui,
2n

∑
i=1

ciφi

]

.

Here we can choose specific jump conditions to let

n

∑
i=1

ciu
i=

n

∑
i=1

ciψ
i =w,

(for detailed justification, see [12]), then since

B[w,w]=
∫

Ω
(β(x)∇w(x))T∇w(x)dx.

So if β is positive definite, then ∇w(x)TβT∇w(x)>0, ∀x∈Ω. Therefore B[w,w]>0, which
implies cT Ac>0. Thus, A is positive definite.

In some applications such as the epitaxial growth of thin films [2, 4], the matrix β is
only semi-positive definite with zero determinant. The above Theorem does not apply.
Numerical results for such problems is reported in [9]. However, the linear system was
not proved to be positive definite. We prove below that when the matrix β is of certain
form frequently appeared in applications and semi-positive definite, the matrix A gener-
ated by our method is still positive definite.

Theorem 2.2. If λ>0, µ>0 and

β1=

[

λ+2µ 0
0 µ

]

, β2=

[

0 λ
µ 0

]

, β3=

[

0 µ
λ 0

]

, β4=

[

µ 0
0 λ+2µ

]

,

then the matrix A for the linear system generated by Method 2.1 is positive definite.

Proof. Suppose for a contradiction that A is not positive definite. Then there is a vector
c∈R2n and c 6=0 such that cT Ac≤0. Let

w=

[

w1

w2

]

=
2n

∑
i=1

ciψi =
2n

∑
i=1

ciui,

then

B[w,w]≤0

⇒
∫

Ω
(β∇w(~x))T∇w(x)d~x≤0

⇒
∫

Ω

[

∂w1

∂x

∂w1

∂y

∂w2

∂x

∂w2

∂y

]









λ+2µ 0 0 λ
0 µ µ 0
0 µ µ 0
λ 0 0 λ+2µ























∂w1
∂x

∂w1
∂y

∂w2
∂x

∂w2
∂y















d~x≤0.
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Since for all a=[a1,a2,a3,a4]
T ∈R4,

aT βa=(a1+a4)
2λ+2(a2

1+a2
4)µ+(a2+a3)

2µ≥0.

Hence aT βa=0 if and only if a1 = a4=0 and a2=−a3. Then

∂w1

∂x
(~x)= a1=0, ∀~x∈Ω.

However, w1 = ∑
n
i=1ciψ

1
i implies ∂w1/∂x = ∑

n
i=1ci∂ψ1

i /∂x. Since c = [c1,c2,··· ,c2n]T 6= 0,
without loss of generality, we assume that c1 6= 0. If we choose point ~x ∈ Ω such that
∂ψ1

1(~x)/∂x 6=0 and ∂ψ1
i (~x)/∂x=0, i=2,3,··· ,n, then ∑

n
i=1ci∂ψ1

i /∂x 6=0, a contradiction.
Therefore cT Ac>0 ∀c 6=0. Consequently, A is positive definite.

Remark 2.1. A positive definite matrix has positive determinant, and is therefore invert-
ible. It also has an LDMT factorization where D=diag(di) and di>0, and L, M are lower
triangular. The linear system Ax=b can be solved efficiently.

More implementation details can be found in [11,12]. Although the coupled system is
more complicated to implement than the scalar case, the simplicity of our method makes
the implementation manageable.

3 Numerical experiments

Consider the problem
{

−∇·(β1∇u1)−∇·(β2∇u2)= f1, in Ω±,

−∇·(β3∇u1)−∇·(β4∇u2)= f2, in Ω±,
(3.1a)

with






















[u1]= a1, [u2]= a2, on Γ,

[(β1∇u1+β2∇u2)·n]=b1, on Γ,

[(β3∇u1+β4∇u2)·n]=b2, on Γ,

u1= g1, u2= g2, on ∂Ω,

(3.1b)

on the rectangular domain Ω=(xmin,xmax)×(ymin,ymax). Γ is an interface and prescribed
by the zero level-set {(x,y)∈Ω | φ(x,y)=0} of a level-set function φ(x,y). The unit normal
vector of Γ is n=∇φ/|∇φ| pointing from Ω−={(x,y)∈Ω | φ(x,y)≤0} to Ω+={(x,y)∈
Ω | φ(x,y)≥0}.

In all numerical experiments below, the level-set function φ(x,y), the coefficients
β±(x,y), p±(x,y), q±(x,y) and the solutions

{

u1=u+
1 (x,y), u2=u+

2 (x,y), in Ω+,

u1=u−
1 (x,y), u2=u−

2 (x,y), in Ω−,
(3.2)
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are given. Hence



































f1=−∇·(β1∇u1)−∇·(β2∇u2),

f2=−∇·(β3∇u1)−∇·(β4∇u2),

a1=u+
1 −u−

1 , a2 =u+
2 −u−

2 ,

b1=(β+
1 ∇u+

1 +β+
2 ∇u+

2 )·n−(β−
1 ∇u−

1 +β−
2 ∇u−

2 )·n,

b2=(β+
3 ∇u+

1 +β+
4 ∇u+

2 )·n−(β−
3 ∇u−

1 +β−
4 ∇u−

2 )·n,

(3.3)

on the whole domain Ω, and g is obtained as a proper Dirichlet boundary condition, since
the solutions are given.

All errors in solutions are measured in the L∞ norm in the whole domain Ω. We
present three numerical examples to demonstrate the effectiveness of our method.

Example 3.1. Our first example has a smooth interface. The level-set function φ(x,y)=
x2+y2−0.25, the coefficients β±

1 (x,y), β±
2 (x,y), β±

3 (x,y), β±
4 (x,y) and the solution u±

1 (x,y),
u±

2 (x,y) are given as follows:

β+
1 (x,y)=

[

x2+3 sin(x+y)+1
0.5sin(x+y)+0.7 y2+5

]

, β−
1 (x,y)=

[

x2+y2+3 sin(xy)+1
sin(x+y)+1 y2+4

]

,

β+
2 (x,y)=

[

cos(x)2+0.1 (x+y)2+2
2x2 0.6cos(x)+1

]

, β−
2 (x,y)=

[

cos(y)+1 (x+y)2+1
2x2+1 0.5cos(x)2

]

,

β+
3 (x,y)=

[

cos(x+y)2 3x2y2

x2+1 cos(y)+1

]

, β−
3 (x,y)=

[

2cos(x+y)2 3x2y2+0.1
2x2 2cos(xy)+2

]

,

β+
4 (x,y)=

[

x2y2+5 (sin(x+2y))2

sin(x+2y)+1 y2+x2+3

]

, β−
4 (x,y)=

[

0.5x2y2+4 sin(x)+1
sin(x+y)+1 y2+x2+4

]

,

u+
1 (x,y)=x2+y2−sin(x+y), u−

1 (x,y)=(
√

(x2+y2))2,

u+
2 (x,y)=2y(x3)+y2, u−

2 (x,y)=(
√

(x2+y2))3.

Figs. 3 and 4 show the numerical solution with our method using a 25×25 grid. Table
1 shows the error on different grids. The numerical result shows second order accuracy
in the L∞ norm for the solution.

Table 1: Circle shape interface.

nx×ny Err in U Order
24×24 0.00558
48×48 0.00147 1.92
96×96 3.76e-004 1.97

192×192 9.48e-005 1.99
384×384 2.39e-005 1.99
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Figure 3: The solution u1 for elasticity problem
with a smooth circular interface.
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Figure 4: The solution u2 for elasticity problem
with a smooth circular interface.

Example 3.2. Our second example is a “happy face” interface with corners. The level-
set function φ(x,y) =max(min(φ1,φ2,φ3),φ4,φ5,φ6,min(φ7,φ8)), the coefficients β±

1 (x,y),
β±

2 (x,y), β±
3 (x,y), β±

4 (x,y) and the solution u±
1 (x,y), u±

2 (x,y) are given as follows:

φ1(x,y)= x2+y2−0.752−0.152,

φ2(x,y)=(x−0.75)2+y2−0.152,

φ3(x,y)=(x+0.75)2+y2−0.152,

φ4(x,y)=−
0.1

0.12
(x−0.2)2−

0.12

0.1
(y−0.22)2+0.12·0.1,

φ5(x,y)=−
0.1

0.12
(x+0.2)2−

0.12

0.1
(y−0.22)2+0.12·0.1,

φ6(x,y)=−x2−(y+0.08)2+0.122,

φ7(x,y)=−x2−(y+0.625)2+0.4252,

φ8(x,y)=−x2−(y+0.25)2+0.22,
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Figure 5: The solution u1 for elasticity problem
with a “Happy face” interface.
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Figure 6: The solution u2 for elasticity problem
with a “Happy face” interface.
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β+
1 (x,y)=

[

x2+3 sin(x+y)+1
0.5sin(x+y)+0.7 y2+5

]

, β−
1 (x,y)=

[

x2+y2+3 sin(xy)+1
sin(x+y)+1 y2+4

]

,

β+
2 (x,y)=

[

cos(x)2+0.1 (x+y)2+2
2x2 0.6cos(x)+1

]

, β−
2 (x,y)=

[

cos(y)+1 (x+y)2+1
2x2+1 0.5cos(x)2

]

,

β+
3 (x,y)=

[

cos(x+y)2 3x2y2

x2+1 cos(y)+1

]

, β−
3 (x,y)=

[

2cos(x+y)2 3x2y2+0.1
2x2 2cos(xy)+2

]

,

β+
4 (x,y)=

[

x2y2+5 (sin(x+2y))2

sin(x+2y)+1 y2+x2+3

]

, β−
4 (x,y)=

[

0.5x2y2+4 sin(x)+1
sin(x+y)+1 y2+x2+4

]

,

u+
1 (x,y)=x2+y2−sin(x+y), u−

1 (x,y)=(
√

(x2+y2))2,

u+
2 (x,y)=2y(x3)+y2, u−

2 (x,y)=(
√

(x2+y2))3.

Figs. 5 and 6 show the numerical solution with our method using a 25×25 grid. Table
2 shows the error on different grids. The numerical result shows second order accuracy
in the L∞ norm for the solution and first order accuracy in the L∞ norm for the gradient.

Table 2: Face shape interface.

nx×ny Err in U Order
24×24 0.00663
48×48 0.00178 1.89
96×96 4.71e-004 1.92

192×192 1.21e-004 1.96
384×384 3.16e-005 1.94

Example 3.3. Our third example is a “star” interface. The level-set function φ(x,y), the
coefficients β±

1 (x,y), β±
2 (x,y), β±

3 (x,y), β±
4 (x,y) and the solution u±

1 (x,y), u±
2 (x,y) are

given as follows:

φ(r,θ)=
Rsin(θt/2)

sin(θt/2+θ−θr−2π(i−1)/5)
−r, θr+π(2i−2)/5≤ θ< θr+π(2i−1)/5,

φ(r,θ)=
Rsin(θt/2)

sin(θt/2−θ+θr−2π(i−1)/5)
−r, θr+π(2i−3)/5≤ θ< θr+π(2i−2)/5,

with θt=π/5, θr =π/7, R=6/7 and i=1,2,3,4,5.

β+
1 (x,y)=

[

x2+3 sin(x+y)+1
0.5sin(x+y)+0.7 y2+5

]

, β−
1 (x,y)=

[

x2+y2+3 sin(xy)+1
sin(x+y)+1 y2+4

]

,

β+
2 (x,y)=

[

cos(x)2+0.1 (x+y)2+2
2x2 0.6cos(x)+1

]

, β−
2 (x,y)=

[

cos(y)+1 (x+y)2+1
2x2+1 0.5cos(x)2

]

,

β+
3 (x,y)=

[

cos(x+y)2 3x2y2

x2+1 cos(y)+1

]

, β−
3 (x,y)=

[

2cos(x+y)2 3x2y2+0.1
2x2 2cos(xy)+2

]

,

β+
4 (x,y)=

[

x2y2+5 (sin(x+2y))2

sin(x+2y)+1 y2+x2+3

]

, β−
4 (x,y)=

[

0.5x2y2+4 sin(x)+1
sin(x+y)+1 y2+x2+4

]

,
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u+
1 (x,y)=x2+y2−sin(x+y), u−

1 (x,y)=

(

√

(x2+y2)

)2

,

u+
2 (x,y)=2y(x3)+y2, u−

2 (x,y)=(
√

(x2+y2))3.

Figs. 7 and 8 show the numerical solution with our method using a 25×25 grid. Table
3 shows the error on different grids. The numerical result shows second order accuracy
in the L∞ norm for the solution and first order accuracy in the L∞ norm for the gradient.

Table 3: Star shape interface.

nx×ny Err in U Order
24×24 0.00533
48×48 0.00159 1.75
96×96 4.22e-004 1.91

192×192 1.10e-004 1.94
384×384 2.90e-005 1.93

Example 3.4. The solution in fourth example has singularity on the interface corner. The
level-set function φ(x,y)=(x−0.4)2+y2−0.16, the coefficients β±

1 (x,y), β±
2 (x,y), β±

3 (x,y),
β±

4 (x,y) and the solution u±
1 (x,y), u±

2 (x,y) are given as follows:

β+
1 (x,y)=

[

x2+3 sin(x+y)+1
0.5sin(x+y)+0.7 y2+5

]

, β−
1 (x,y)=

[

x2+y2+3 sin(xy)+1
sin(x+y)+1 y2+4

]

,

β+
2 (x,y)=

[

cos(x)2+0.1 (x+y)2+2
2x2 0.6cos(x)+1

]

, β−
2 (x,y)=

[

cos(y)+1 (x+y)2+1
2x2+1 0.5cos(x)2

]

,

β+
3 (x,y)=

[

cos(x+y)2 3x2y2

x2+1 cos(y)+1

]

, β−
3 (x,y)=

[

2cos(x+y)2 3x2y2+0.1
2x2 2cos(xy)+2

]

,

β+
4 (x,y)=

[

x2y2+5 (sin(x+2y))2

sin(x+2y)+1 y2+x2+3

]

, β−
4 (x,y)=

[

0.5x2y2+4 sin(x)+1
sin(x+y)+1 y2+x2+4

]

,

u+
1 (x,y)=(x2+y2)5/6, u−

1 (x,y)=1, u+
2 (x,y)=x, u−

2 (x,y)=0.

Figs. 9 and 10 show the numerical solution with our method using a 25×25 grid.
Table 4 shows the error on different grids.

Table 4: Singular point on the interface.

nx×ny Err in U Order
24×24 0.00347
48×48 0.00118 1.55
96×96 4.05e-004 1.55

192×192 1.39e-004 1.54
384×384 4.78e-005 1.54
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Figure 7: The solution u1 for elasticity problem
with a “star” interface.
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Figure 8: The solution u2 for elasticity problem
with a “star” interface.
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Figure 9: The solution u1 for elasticity problem
with a singular point on the interface.
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Figure 10: The solution u2 for elasticity problem
with a singular point on the interface.
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Figure 11: The solution u1 for elasticity problem
with special form of coefficients.
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Figure 12: The solution u2 for elasticity problem
with special form of coefficients.
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Example 3.5. Our final example has special form of coefficients that satisfies the hypoth-
esis of Theorem 2.2. The level-set function φ(x,y)=x2+y2−0.16, the coefficients β±

1 (x,y),
β±

2 (x,y), β±
3 (x,y), β±

4 (x,y) and the solution u±
1 (x,y), u±

2 (x,y) are given as follows:

β+
1 (x,y)=

[

8 0
0 4

]

, β−
1 (x,y)=

[

7 0
0 2

]

,

β+
2 (x,y)=

[

0 2
4 0

]

, β−
2 (x,y)=

[

0 3
2 0

]

,

β+
3 (x,y)=

[

0 4
2 0

]

, β−
3 (x,y)=

[

0 2
3 0

]

,

β+
4 (x,y)=

[

4 0
0 8

]

, β−
4 (x,y)=

[

2 0
0 7

]

,

u+
1 (x,y)=sin(x)cos(y), u−

1 (x,y)= xsin(y),

u+
2 (x,y)=cos(x)+y2, u−

2 (x,y)= xy.

Figs. 11 and 12 show the numerical solution with our method using a 25×25 grid.
Table 5 shows the error on different grids.

Table 5: Special form of coefficients.

nx×ny Err in U Order
24×24 0.00151
48×48 4.44e-004 1.77
96×96 1.20e-004 1.89

192×192 3.30e-005 1.86
384×384 8.66e-006 1.93

4 Conclusion

In this paper, we modified the method in [12] to solve the elasticity problem with in-
terfaces. We proved that the matrix for the linear system generated by our method is
positive definite (but not symmetric) under certain assumptions. Through numerical
experiments, our method achieved close to second order accuracy in the L∞ norm for
piecewise smooth solutions, and we can handle the difficulties of sharp-edged interfaces,
with the solution being singular at the interface corner.
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