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Abstract. A detailed comparison of continuum and valence force field strain calcu-
lations in quantum-dot structures is presented with particular emphasis to boundary
conditions, their implementation in the finite-element method, and associated implica-
tions for electronic states. The first part of this work provides the equation framework
for the elastic continuum model including piezoelectric effects in crystal structures
as well as detailing the Keating model equations used in the atomistic valence force
field calculations. Given the variety of possible structure shapes, a choice of pyrami-
dal, spherical and cubic-dot shapes is made having in mind their pronounced shape
differences and practical relevance. In this part boundary conditions are also consid-
ered; in particular the relevance of imposing different types of boundary conditions is
highlighted and discussed. In the final part, quantum dots with inhomogeneous in-
dium concentration profiles are studied in order to highlight the importance of taking
into account the exact In concentration profile for real quantum dots. The influence of
strain, electric-field distributions, and material inhomogeneity of spherical quantum
dots on electronic wavefunctions is briefly discussed.

AMS subject classifications: 82-08

PACS: 62.20.-x, 68.65.Hb, 77.65.Ly

Key words: Quantum dots, electromechanical fields, continuum model, valence force field,
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1 Introduction

The understanding of electromechanical fields in nanostructures and their coupling is
a topic of ever-increasing interest. Semiconductor nanocrystals serve as an ideal plat-
form for investigating quantum-physics interactions between conduction and valence
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electrons, phonons, and photons [1,2]. The possibility to control nanostructure geometry
(size and shape), material parameters, charge transport, impurities, external fields etc. al-
lows tailoring of device properties towards specific applications [2–11]. Optimization of
the latter process (tailoring towards specific device applications) requires determination
of coupled strain and electric-field distributions including, in some cases, piezoelectric
and electrostrictive effects [12–21]. Eventually, having obtained electromechanical field
distributions, properties related to, e.g., quantum computing and optoelectronic devices
can be evaluated.

Two routes are traditionally followed in addressing electromechanical field effects
based on either atomistic [22–26] or continuum methods [27, 29–31]. While the former
are computationally more demanding they provide details on inter-atomic (i.e., lattice
constant) scales automatically accounting for the full crystal lattice structure as well as
the (location of) specific atoms associated with a lattice point. Evidently, it is expected
that these details become increasingly important as nanostructure dimensions approach
lattice-constant values. Continuum models, however, are known to provide computa-
tionally fast and accurate results for nanostructures with dimensions much larger than
a lattice constant. The benefit in using continuum models in terms of reduced computa-
tion times makes them preferable (and often unavoidable) for many device calculations
where, typically, multiphysics effects such as electromechanical field interactions become
important.

To computationally bridge the two regimes of small- or large nanostructures [32], it
is necessary to know if atomistic and continuum models can be practically combined for
certain applications and to assess qualitatively and quantitatively the level of inaccuracy
obtained in using continuum models to evaluate physical properties of smaller nanos-
tructures. Furthermore, an important point which, unfortunately, is largely neglected
in the literature, is the discussion of appropriate boundary conditions when computing
electromechanical fields.

The goal of the present work is to compare electromechanical field distributions of
quantum-dot nanostructures used in novel optoelectronic applications obtained from a
continuum electromechanical model and a VFF atomistic method while emphasizing the
importance of the chosen boundary conditions.

In the continuum-model case, a total free energy density change dU of a piezoelectric
medium reads

dU =dUmech+dU elec =TdS+σikdε ik+EidDi, (1.1)

where the mechanical and electrical energy contributions are

dUmech =TdS+σikdε ik, (1.2a)

dU elec =EidDi, (1.2b)

respectively. Here, T, S, σik, ε ik, Ei, and Di denote the temperature, entropy, stress ten-
sor, strain tensor, electric field, and electric displacement, respectively. For a zincblende
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structure assuming isentropic conditions (dS=0), the mechanical energy density change
becomes using crystal symmetry considerations

Umech=
1

2
Cxxxx(ε

2
xx+ε2

yy+ε2
zz)+Cxxyy(εxxεyy+εxxεzz+εyyεzz)

+2Cxyxy(ε
2
xy+ε2

xz+ε2
yz)+Umech

re f , (1.3)

where Cijkl are constant parameters and Umech
re f is the reference mechanical energy corre-

sponding to an unstrained structure.
We derive in the framework of the continuum model and the above expression for the

total energy governing electromechanical equations based on Newton’s Second Law for
a solid elastic nanocrystal, the Maxwell-Poisson equation, and piezoelectric constitutive
equations.

The VFF-based models rely on a phenomenologically expression of the free energy
F [1]:

F=
1

2

[
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c7r0(δθjkl)(δ|r|jk)+···
]

, (1.4)

assuming two atoms A and B per unit cell. The first two terms in Eq. (1.4) correspond to
bond stretching forces, j and k denote, respectively, the nearest- and next-nearest neigh-
bors of an atom i. The remaining terms represent bond bending forces. Quantities δrik

and δθijk represent changes in position vectors and angles from their reference values,
respectively.

In this work, the atomistic free energy of the InAs/GaAs quantum-dot structure is
constructed introducing position-dependent α and β coefficients and atomic-position val-
ues. Interpolation schemes so as to handle heterostructures are presented and explained.
Furthermore, the implementation of the VFF free-energy minimization method corre-
sponding to an equilibrium heterostructure configuration is discussed and two methods
for the calculation of strain fields based on results of VFF calculations are compared. And
finally, a method for the incorporation of the piezoelectric effect is given.

For numerical calculations it is necessary to significantly reduce the size of the do-
main in which computations are preformed relative to the size of the structure in reality.
A section is dedicated to the problem of choosing boundary conditions on the computa-
tional domain so as to correctly capture the strain fields in the vicinity of the quantum
dot while keeping computational cost to a minimum, i.e., keeping memory requirements
and computational time as low as possible.

In the final two sections results are presented for quantum dots with spherical, cu-
bic, and truncated pyramidal shapes. Investigation of quantum-dot size and shape ef-
fects based on the continuum and VFF atomistic methods are performed. The discus-
sion is continued to encompass strain values and differences between the two models
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for off-diagonal strain values are highlighted [33, 34]. Further, results on the influence of
concentration gradients are presented. An important structure for use in optoelectronic
applications is the quantum-dot wetting-layer structure [35–37, 41, 42]. The computation
of periodic quantum-dot structures is briefly addressed. The final part of this section
involves a comparison between electromechanical fields obtained by interpolation of In
and Ga material parameters (effective-medium approximation) at lattice sites. Finally, a
discussion is presented for strain and electric field results in two cases corresponding to
(i) a homogeneous concentration inside a spherical quantum dot, and (ii) a linear concen-
tration profile from the center of the spherical dot to its radius.

2 Structures under consideration

We consider three different InAs/GaAs quantum dot shapes, a spherical, a cubic, and a
truncated pyramidal shape as shown in Figs. 1 and 2. The truncated pyramidal quantum
dot structure has been chosen as this more closely resembles InAs/GaAs quantum dots
formed by the Stranski-Krastanov growth process [43, 44]. Most of the comparisons are,
however, performed using the spherically-shaped quantum dot. We do this in order to
focus on size and concentration profile effects rather than macroscopic shape effects.

The corresponding atomistic structure of the spherical, the cubic, and the truncated
pyramidal quantum dot used in this work is shown in Figs. 3 and 4.

Figure 1: Continuum view of the truncated pyramidal quantum dot with wetting layer.

Figure 2: Continuum view of the spherical and cubic quantum dots considered in this work.
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Figure 3: Atomistic view of the truncated pyramid with wetting layer.

Figure 4: Atomistic view of the spherical and cubic quantum dots considered in this work.

3 Governing equations for the continuum model

3.1 Fundamental equations

In this Section, we derive the governing equations in the continuum model framework
accounting for mechanical, electrical, and piezoelectric effects. Repeated reference is
made to [45].

3.1.1 The strain tensor

Under the action of applied forces, solid bodies exhibit a deformation changing their
shape and volume [45]. Assume the position of a point before the deformation is given
by the position vector r (with components x1 = x, x2 = y, x3 = z). After the deformation,
the point, originally at r, is now at r′ (with components x′i). The displacement vector is
defined as follows:

u= r′−r, (3.1)

with components ui = x′i−xi. The distance between two points of the body is given by

dl =
√

dx2
1+dx2

2+dx2
3 and dl′ =

√

dx
′2
1 +dx

′2
2 +dx

′2
3 before and after the deformation, re-
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spectively. Using dx′i =dxi−dui and substituting dui =(∂ui/∂xk)dxk yield:

dl
′2=dl2+2ε ikdxidxk, (3.2)

where the strain tensor, ε ik has been introduced:

ε ik =
1

2

( ∂ui

∂xk
+

∂uk

∂xi
+

∂ul

∂xi

∂ul

∂xk

)

. (3.3)

In almost all cases when a body is subject to a small deformation all the components of
the strain tensor are small (for exceptions see [45]). This allows us to neglect the last term
in (3.3) being of second order in smallness

ε ik =
1

2

( ∂ui

∂xk
+

∂uk

∂xi

)

. (3.4)

3.1.2 The stress tensor

For a body in mechanical equilibrium the sum of all forces is equal to zero everywhere. In
the presence of deformations, internal molecular forces, defined as internal stresses, tend
to return any body portion to equilibrium. These forces are near-action forces, stemming
from the surrounding parts, that act on the surface of the body. In order to express these
forces, we have to consider the sum of all forces on all volume elements dV:

∫

fidV, where
fi is the force per unit volume. According to Newton’s Third Law, they are equal to the
sum of all forces exerted by the surrounding parts which is represented by an integral
over the surface of the portion.

From standard vector analysis it is known that an integral of a vector over an arbitrary
volume can be transformed into an integral over the surface of the volume if the vector
is the divergence of a tensor of rank two (generalized Gauss equation), thus

∫

fidV=
∫

∂σik

∂xk
dV=

∮

σikdAk, (3.5)

with

fi =
∂σik

∂xk
. (3.6)

The tensor σik is called the stress tensor, and σikdAk is the i’th component of the force on
the surface elements dAk. Disregarding net angular momentum forces leads to a sym-
metric stress tensor [45]

σik =σki. (3.7)

In mechanical equilibrium the internal stresses in every volume element must be bal-
anced, i.e., fi =0, or

∂σik

∂xk
=0. (3.8)
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3.1.3 Free energy

An expression for the free energy density as a function of the strain tensor is derived next.

Multiplying the force fi = ∂σik/∂xk by the displacement δui and integrating over the
volume V the work δW done by the internal stresses per unit volume can be calculated
as

∫

δWdV=
∫

(∂σik

∂xk

)

δuidV. (3.9)

Integrating by parts and assuming an infinite medium to be undeformed at infinity [45]

δW=σikδε ik, (3.10)

the expression for the internal mechanical energy dUmech. at thermodynamic equilibrium
for a reversible process at temperature T becomes:

dUmech.=TdS−dW =TdS+σikdε ik, (3.11)

where S is the entropy of the system. Introducing the Helmholtz free energy of the body
F=U−TS, we obtain

dF =−SdT+σikdε ik. (3.12)

Then, assuming isothermal conditions:

σik =
( ∂F

∂ε ik

)

. (3.13)

The idea is to expand F in powers of ε ik assuming small deformations. The general form
of the free energy density to second order in ε ik for a deformed crystal is given by [45]

F=
1

2
Ciklmε ikε lm, (3.14)

where Ciklm is a rank four elastic modulus tensor with the following symmetry properties

Ciklm =Ckilm=Cikml =Clmik. (3.15)

Using Eq. (3.13) the stress tensor for a crystal in terms of strain tensor is given by

σik =Ciklmε lm. (3.16)

The elastic modulus tensor is usually expressed also as Cαβ, with α and β taking values
from 1 to 6 in correspondence with xx, yy, zz, yz, zx, xy (Voigt notation).
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3.1.4 Constitutive relations

For a dielectric material there is an additional electric contribution to Eq. (3.11)

dU elec.=EidDi, (3.17)

where E and D are the electric field and electric displacement vectors, respectively. The
total internal energy density now reads:

dU =TdS+σikdε ik+EidDi. (3.18)

In a similar way, the enthalpy is defined by:

dH=TdS−ε ikdσik−DidEi. (3.19)

Applying the chain rule to derivatives of U and H it is possible to obtain thermodynamic
identities assuming isentropic conditions:

eikl =
(∂Di

∂εkl

)

=−
(∂σkl

∂Ei

)

(piezoelectric coefficient), (3.20a)

ǫ̂ik =
(∂Di

∂Ek

)

(permittivity tensor), (3.20b)

Ciklm=
( ∂σik

∂ε lm

)

(elastic modulus tensor). (3.20c)

For a small isentropic variation:

dDi =
(∂Di

∂Ek

)

dEk+
(∂Di

∂εkl

)

dεkl = ǫ̂ikdEk+eikldεkl , (3.21a)

dσkl =
(∂σkl

∂Ei

)

dEi+
( ∂σkl

∂εmn

)

dεmn =−eikldEi+Cklmndεmn, (3.21b)

and the constitutive relations become in the linear limit:

Di= ǫ̂ikEk+eiklεkl , (3.22a)

σkl =−eiklEi+Cklmnεmn. (3.22b)

3.2 Strain field in a quantum dot

The lattice constants in semiconductor heterostructures vary with coordinates, and the
lattice mismatch between the quantum dot structure and the matrix material in which
it is embedded generates an intrinsic local strain field different from zero [27]. The free
elastic energy can be written as:

F=
∫

V
dr

1

2
Ciklm(r)ε ik(r)ε lm(r), (3.23)
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Figure 5: Tensor of local intrinsic strain and local strain tensor.

where V is the total volume of the system. To take into account lattice mismatch (see
Fig. 5), the strain tensor is represented as (i, j= x,y,z):

ε ij = ε
(u)
ij +ε

(0)
ij , (3.24)

where ε
(0)
ij is the tensor of local intrinsic strain and ε

(u)
ij is the local strain tensor dependent

on positions, given by Eq. (3.4).

3.2.1 Zincblende quantum dot

The elastic free energy density for a crystal with zincblende symmetry reads [27]:

F=
1

2

[

C11(ε
2
xx+ε2

yy+ε2
zz)+2C12(εxxεyy+εxxεzz+εyyεzz)+4C44(ε

2
xy+ε2

xz+ε2
yz)

]

, (3.25)

since the only linearly independent elastic constants for a zincblende structure are given
by

C1111≡C11, C1122≡C12, C2323≡C44. (3.26)

The intrinsic strain tensor is given by

ε
(0)
ij =δija, (3.27)

with

a=
amatrix−aQD

aQD
(3.28)

in the dot and zero otherwise [46]. Here amatrix and aQD are the lattice constants of the
matrix and the quantum dot, respectively. Instead of Eq. (3.28) it is also possible to use
the following expression [27]

a=
amatrix−aQD

amatrix
. (3.29)

The difference between Eqs. (3.28) and (3.29) is of second order in the strain and, hence,
insignificant in linear strain theory.
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3.3 Piezoelectric field in a quantum dot

Semiconductors can develop an electric polarization with magnitude proportional to the
stress subject to an applied stress [27,28]. The induced polarization is related to the strain
tensor by the piezoelectric coefficients Eq. (3.20):

Pi= eilmε lm, (3.30)

where the index ilm runs over the spatial coordinates.
However, for wurtzite materials we must include an additional contribution due to

spontaneous polarization Psp whose direction depends on the last anion or cation at the
surface. The total polarization generates a piezoelectric field EP that can be determined,
in the absence of external charges, by solving the Maxwell-Poisson equation:

∂Di

∂xi
=0, (3.31)

where the displacement vector D is given by the first of Eq. (3.22b).

3.3.1 Zincblende quantum dot

There is only one piezoelectric coefficient for a zincblende structure:

e123= e231= e312= e14, (3.32)

where the latter expression is using Voigt notation. The polarization can be expressed by:

Px= e14εyz, Py= e14εxz, Pz= e14εxy, (3.33)

and the permittivity tensor reads:

ǫij =ǫδij, (3.34)

where ǫ is the static dielectric constant of the material.

3.4 Governing electromechanical field equations

The governing equations for the electromechanical fields in a heterostructure quantum
dot are given by the above-mentioned equilibrium Eq. (3.8)-also known as Navier’s static
equations-and the Maxwell-Poisson Eq. (3.31):

∂σij

∂xj
=0,

∂Di

∂xi
=0. (3.35)

Eq. (3.35) constitute a set of four coupled equations in the electromechanical fields. The
expressions for the stress tensor and the electric displacement, given by the constitutive
relations (3.22b), can finally be written as:

σij =Cijlmε lm+eijm
∂V

∂xm
, Di=−ǫij

∂V

∂xj
+eilmε lm+Psp,i, (3.36)
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Table 1: The material parameters [36]. ǫ0 is the vacuum permittivity.

Quantity Unit Value for IncGa1−cAs
Lattice constant a Å 5.6503+0.4050c
Elastic constant C11 GPa 118.8−35.5c
Elastic constant C12 GPa 53.8−8.5c
Elastic constant C14 GPa 59.4−19.8c

Piezoelectric constant e14 Cm−2 0.160−0.115c
Static dielectric constant ǫ ǫ0 13.18+1.42c

where V is the electric potential.
In Table 1 we give the material parameters we use for the continuum model [36].

4 The valence force field method

The elastic strain energy is subject to different physical constraints, such as invariance
under translation and rotation and symmetries due to the crystal structure. Starting from
the assumption that the elastic energy depends only on atomic positions, Keating derived
an energy invariant under the above symmetries [24]. We will here briefly outline the
derivation of the Keating valence force field model. In the following indexes usually
refer to an atomic numbering, not spatial coordinates. Since the energy, FVFF, must be
invariant under translation of the crystal as a whole, it must have the functional form
FVFF = FVFF(rij), where rij is the difference vector between the atomic positions of atom
i and atom j. This difference vector is, however, not invariant under a rigid rotation
of the crystal, but the scalar product rij ·rkl is. The energy must therefore be a function
of such scalar products, leading to the definition of the argument of the elastic energy,
FVFF =FVFF(λijkl), as

λijkl =

(

rij ·rkl−Rij ·Rkl

)

dijdkl
, (4.1)

where Rij is the difference vector between atoms i and j in the undeformed crystal and

dij = |Rij| †. The numerator is chosen so as to make λijkl vanish for zero deformation,
hence λijkl is a suitable basis for a series expansion of the elastic energy. Including up to
second-order terms, the energy becomes

FVFF = ∑
i,j,k,l,p,q,r,s

1

2
B

pqrs
ijkl λijklλpqrs+O(λ3). (4.2)

The constant term in the expansion is not important and has been left out. The linear
terms in λijkl must vanish to make the energy an extremum at equilibrium (rij =Rij). To

ensure also a definite minimum at equilibrium, B
pqrs
ijkl must be positive definite.

†In [36] defines ”d” such that 4d is the lattice constant.
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The expansion in Eq. (4.2) includes a huge number of parameters in B
pqrs
ijkl , but many

of these may be very close to zero or dependent of the other parameters. λijkl contains
more coordinates than needed to specify the arrangement of N atoms, in fact only 3N−6
coordinates are (usually) needed for this. To reduce the number of parameters, Keating
considers only diagonal products of λijkl and nearest neighbor interactions. This corre-

sponds to defining B
pqrs
ijkl as

B
pqrs
ijkl =

(3

4
αijd

2
ijδlj+

3

4
βijldijdil(1−δlj)

)

δpiδqjδrkδslδik, (4.3)

where j and l are nearest neighbors to atom i and the free energy is then obtained as [47]

FVFF =∑
i,j,l

[3αij

8d2
ij

(

rij ·rij−d2
ij

)2
+

3βijl

8dijdil

(

rij ·ril−dijdil cos(Θijl)
)2
]

, (4.4)

where Θijk is the ideal unrelaxed tetrahedral bond angle and αij and βij are empirical
elastic parameters. A two parameter model is obtained if dij, Θijk, αij and βijk do not

depend on the atomic indexes. In this case, d2
ij ≡d2=3a2, where a is the lattice constant.

To obtain the equilibrium atomic positions, the free energy in Eq. (4.4) must be min-
imized. Popular choices for this minimization are conjugate gradient and the L-BFGS
method [49]. We use the L-BFGS quasi-Newton method implemented in the SEAM soft-
ware package [48].

In iteration j+1 of the BGFS method, an approximation to the inverse Hessian, H−1
j+1,

is constructed by

H−1
j+1≈H−1

j +
st

jyj+yt
jH

−1
j yj

st
jyj

sjs
t
j−

H−1
j yjs

t
j+sjy

t
jH

−1
j

st
jyj

. (4.5)

Hj is a N×N matrix, sj and yj are column vectors, st
j denotes the transpose (row vector),

and N is the number of elements to optimize (three times the number of atoms in the
system). The vectors are

sj =
∆xj

|∆xj|
and yj=gj+1−gj, (4.6)

where g is the gradient of the (Keating) energy. Updating of the atomic positions, xj, is
done with the scaled Newton step xj+1=xj+∆xj+1 with

∆xj+1 =−kj+1H−1
j+1gj+1, (4.7)

where kj+1 is a scale factor obtained by minimizing the energy in the−H−1
j+1gj+1 direction.

In the limited memory BFGS method (L-BFGS), Eq. (4.5) is used recursively m times,
starting from an initial approximation (e.g., a scaled identity matrix). Since the matrix-
vector product in the Newton iteration, H−1

j gj, can be done efficiently in-place [49], the
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method requires only storage of the atomic positions and gradients of the last m itera-
tions. In our calculations we have used m = 5, based on the performance of a few test
cases.

4.1 Strain tensor from atomistic data

For each atom, a displacement vector can be defined but the classical continuous strain
tensor involves derivatives of the displacement vector which are not well-defined in the
discrete case. To overcome these difficulties, two methods for calculating strain tensors
are compared. One method calculates the displacement vectors for each atom and uses
Shepard’s interpolation [50] to calculate a continuous displacement vector which can be
differentiated in order to calculate the strain tensor. Lattice-mismatch is included by
manually subtracting it from the diagonal components when inside the dot. The other
method follows [51] where, for atom i, a discrete deformation gradient, F̂i, is defined by
doing a least square minimization on the ”error”

φi=∑
j

(

rij−F̂iRij

)2
, (4.8)

with respect to the components of F̂i. j runs over the nearest neighbors to atom i, but may
in general run over all atoms by including a weighting factor in the ”error” above. The
strain is calculated from the discrete deformation gradient as

ε lm =
1

2

((

F̂t
i F̂i

)

lm
−δlm

)

. (4.9)

Lattice mismatch is included automatically if the unstrained bond lengths of the dot ma-
terial is used inside the dot.

Fig. 6 shows a comparison of the two methods. They are seen to give quite similar
results for the strain tensor components. However, in our experience, the interpolation
method generally shows more wiggles and spikes than the atomic calculation. Since the
atomic method is computationally simpler and faster, this method is a good choice. The
wiggles and spikes seen in the method using interpolation depend highly on the choice
of trivariate interpolation method.

4.2 Piezoelectric effect based on valence force field calculations

The piezoelectric effect is not taken into account in the VFF model used in this work as
only nearest neighbor interactions are included. However, it is possible to include the
piezoelectric effect in a so called semi-coupled manner by calculating the electric poten-
tial using Gauss’s law:

∂Di

∂xi
=0, (4.10)



810 D. Barettin et al. / Commun. Comput. Phys., 11 (2012), pp. 797-830

−0.06

−0.04

−0.02

 0

 0.02

−8 −4  0  4  8

ε x
x

z (nm)

−0.002

−0.001

 0

 0.001

 0.002

−8 −4  0  4  8

ε x
y

z (nm)

I
A

−0.06

−0.04

−0.02

 0

 0.02

−8 −4  0  4  8

ε y
y

z (nm)

−0.12

−0.06

 0

 0.06

−8 −4  0  4  8
ε z

z

z (nm)
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with

Di=−ǫij
∂V

∂xj
+eilmε lm, (4.11)

where ε lm is interpolated strain fields based on VFF calculations. This approach is called
semi coupled because the electric field is coupled to the strain fields but the strain fields
are independent of the electric field [52]. It has previously been shown that the semi-
coupled approach works well for most zinc-blende compounds [53], in particular the
InAs/GaAs system considered in this work.

5 Connection between continuum and VFF

For bulk materials (dij, αij and βij independent on atomic index), α and β can be expressed
in terms of C11 and C12 as [47]

α=
1√
3
(C11+3C12)d, (5.1a)

β=
1√
3
(C11−C12)d. (5.1b)

In the VFF model, C44 can be calculated from α and β as [36]

CVFF
44 =

√
3αβ

(α+β)d
. (5.2)
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Table 2: VFF parameters used for InAs and GaAs. α and β calculated using Eqs. (5.1a) and (5.1b) with
parameters from Table 1. d is from [54]. In-As-Ga parameters were obtained by averaging [55].

α/Nm β/Nm d/Å θ
InAs 33.18 5.75 2.6220 109.5◦

GaAs 39.58 9.18 2.4467 109.5◦

In our calculations, we use the parameters from Table 1 for the bulk matrix and dot ma-
terial. At the interface between the matrix and the dot material, a β-value is required for
the In-As-Ga combination. This is done here by averaging. The parameter d is from [54].
Table 2 summarizes the values used in our calculations.

6 Boundary conditions

Quantum dots are often surrounded by a matrix material which is significantly larger
than the dot itself so that it can be assumed to have an infinite extent. However, when
solving the governing equations numerically, it is necessary to define a finite computa-
tional domain. Due to this, boundary conditions for the computational domain must be
defined in such a way that the electromechanical field in the vicinity of the dot does not
depend on this artificial boundary. To check whether the boundary conditions have a
significant impact on the fields close to the dot the electromechanical fields in the vicinity
of the dot are compared for different sizes of the computational domain. The strain fields
are said to be converged with respect to domain size when changes in the strain fields
close to the dot are negligible as the domain size is doubled. The different boundary con-
ditions are compared and the best choice in terms of the smallest computational domain
which ensures convergence of the strain fields is found.

6.1 Continuum model-strain fields

In this section, four different boundary conditions for the continuum model for a trun-
cated pyramidal quantum dot with wetting layer are considered, see Fig. 1. The height
from the top of the wetting layer to the top of the dot is 1.70nm, the wetting layer is
0.85nm thick, the side length at the top of the pyramid is 2.54nm, and the side length at
the bottom of the pyramid is 5.93nm.

There are in principle infinitely many boundary conditions that could be considered
at the artificial boundary and we will show that the precise choice of boundary conditions
is not important for the electromechanical fields near the quantum dot. In this work,
we choose primarily to consider the most common boundary conditions: Fixed, free,
and periodic boundary conditions. The only exception is a mixed boundary conditions
expected to be especially effective for quantum dot wetting layer structures.
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6.1.1 Fixed boundaries

The simplest boundary condition to impose is the Dirichlet condition where the displace-
ment vector is zero at the boundary, i.e.,

u|∂Ω=0, (6.1)

where ∂Ω is the boundary of the computational domain Ω.
In Fig. 7 we show the εxx component of the strain along the centerline (x,y)=(0,0) for

four different domain sizes. Here, we see that there is a notable difference in the strain
component going from the smallest domain to one twice as large. Only minor differences
are obtained for larger domains as compared to the latter. This indicates that a domain
size of 11nm is too small but a 22nm domain size ensures a negligible influence of the
boundary condition on the strain in the vicinity of the dot.

The Dirichlet condition keeps the outer boundaries fixed, i.e., the quantum dot can-
not easily expand (or contract) in this case. As we are interested in modeling a single
quantum dot wetting layer structure in an infinite domain, a better condition might be to
allow the outer boundaries to expand, i.e., implementing free boundary conditions.

6.1.2 Free boundaries

Free boundary conditions correspond to a vanishing net force on the boundary. Due to
this the surface traction vector is required to be zero. The surface traction vector is given
by

[Tn]i =
3

∑
j=1

σijnj, (6.2)

where n is the outward pointing unit normal vector to the surface. The free boundary
condition is then given by

Tn|∂Ω =0. (6.3)

In Fig. 8, we show the εxx component of the strain along the centerline (x,y)= (0,0)
for four different domain sizes. Apparently, in order to ascertain a negligible influence of
the boundary condition on the strain close to the dot we need a domain size of at least
45nm. This is twice as large compared to the fixed boundary case.

6.1.3 Periodic boundary conditions

Not much literature exists on the use of periodic boundary conditions in strain calcu-
lations. Imposing periodic boundary conditions is not a trivial task as the displacement
vector is not required to be periodic because the structure is allowed to expand in all direc-
tions even for an array of quantum dots. We choose to define a set of periodic boundary
conditions on one cell of the periodic structure (called the domain in the following) based
on the following two principles.

The first principle is Newton’s Second Law stating that, in the static case, the sum of
all forces is zero. For a periodic array this entails that the traction force from one side of
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Figure 7: The εxx component of the strain along
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found using fixed boundary conditions.
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11nm, 22nm, 45nm, and 90nm. The strain field is
found using free boundary conditions.

the domain plus the traction force from the other side of the domain must be equal to
zero, i.e.,

Tn|∂Ω1
=−Tn|∂Ω2

, (6.4)

where ∂Ω1 and ∂Ω2 are periodic boundaries.

The second principle states that no cracks are allowed to appear at the surface of the
domain. This is satisfied if

∂n·u
∂ξi

∣

∣

∣

∂Ω1

=−∂n·u
∂ξi

∣

∣

∣

∂Ω2

, (6.5)

where (ξ1,ξ2) are coordinates parameterizing the surface, ξ3 parameterizes the normal
direction to the surface, and i=1,2,3. The minus sign takes into account that both normal
vectors point out of the domain. The condition for i = 1,2 ensures that the slope of the
two surfaces are equal while the last condition imposes the normal derivative of the dis-
placement vector to be continuous at periodic boundaries. These boundary conditions
were checked in the two-dimensional case in the paper by Lassen et al. [56].

In this paper, we use a rectangular box as domain with surfaces perpendicular to the
x1, x2, and x3 directions. The box is centered at (0,0,0), so the outside surfaces are given

Figure 9: Schematic picture showing the computational domain together with two periodic boundaries ∂Ω1 and
∂Ω2.
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by

∂Ω1,±=
{

(x1,x2,x3)|x1=± L1

2

}

, (6.6a)

∂Ω2,±=
{

(x1,x2,x3)|x2=± L2

2

}

, (6.6b)

∂Ω3,±=
{

(x1,x2,x3)|x3=± L3

2

}

, (6.6c)

where Li is the length of the box in the xi direction. In this case the periodic boundary
conditions become

σji|∂Ωi,+
=σji|∂Ωi,− , for j=1,2,3, (6.7a)

and

∂ui

∂xj
|∂Ωi,+

=
∂ui

∂xj
|∂Ωi,− , for j=1,2,3, (6.7b)

for i=1,2,3.
Unfortunately it turns out that the solution to the static strain equations is not unique

when using these boundary conditions. This can easily be shown by considering the
simple case of a quantum well, i.e., disregarding the truncated pyramid. It is known that
the strain in an infinite quantum well is

εxx = εyy =

{

0, outside the well,
a, inside the well,

(6.8a)

εzz =







0, outside the well,

−2a
C12,q

C11,q
, inside the well,

(6.8b)

where C11,q and C12,q are the elastic modules of the quantum well material. This solution
also satisfies the periodic boundary conditions mentioned above. Now consider the case:

εxx = εyy= εzz =

{

b, outside the well,
a+b, inside the well,

(6.9)

and

b= a
(C11,b+2C12,b

C11,q+2C12,q
−1

)−1

, (6.10)

where C11,b and C12,b are the elastic modules of the barrier material. This case can also
be shown to be a solution to the problem with periodic boundary conditions. That is, we
have at least two solutions to the problem when the truncated pyramid is disregarded. It
is not difficult, however, to realize that the last solution is not physically relevant as the
strain in this case exceeds −25% thus violating the model assumption of linear elasticity.
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When including the truncated pyramid, the second non-physical solution is unfortu-
nately still a solution of the problem and there is no easy way of ensuring that a numerical
scheme does not find this solution. Indeed, it turns out that when using the finite element
method Comsol it is exactly the (physically) wrong solution that is found! Although it
is interesting to come up with a solution to this problem this issue will not be pursued
further in the present paper. Another reason behind this choice is that fixed boundary
conditions work well!

6.1.4 Mixed fixed free boundary conditions

It is widely accepted that for a quantum well the approximate infinite extent of the matrix
material, assuming pseudomorphic growth, dictates the in-plane strain of the quantum
well. However, in the quantum well growth direction the material is allowed to expand.
This is still expected to be the case for the truncated pyramid with a wetting layer. A
more appropriate set of boundary conditions is therefore to set the displacement in the
direction perpendicular to the wetting layer growth direction to zero at the boundaries
while keeping the rest of the boundary conditions free.

In Fig. 10, we show the εxx component of the strain along the centerline (x,y)=(0,0)
for four different domain sizes. Comparing these results with the results for fixed bound-
ary conditions (see Fig. 7) we see that the domain size can be chosen even smaller using
fixed free boundary conditions.

6.1.5 Comparison of the different boundary conditions

Finally, in Fig. 11 we show the εxx component of the strain along the centerline (x,y)=
(0,0) obtained using the different boundary conditions given above. As expected, we see
that as long as the computational domain is chosen large enough the strain in the vicinity
of the dot does not depend on the specific boundary conditions chosen. Comparing the
Figs. 7, 8, and 10 we observe that free boundary conditions require a computational box
size of 45nm, fixed conditions a box size of 22nm, and fixed-free conditions a box size of
11nm. Based on this the best choice of boundary conditions for a quantum well wetting
layer structure is to use the fixed-free boundary conditions. That this is a good choice is
also apparent from Fig. 12, where we show the computational time for all calculations
performed as a function of the number of degrees of freedom.

Our results confirm that electromechanical fields near the quantum dot are insensitive
to the precise choice of boundary conditions at the artificial boundary. While this is not,
in principle, a requirement, it is indeed fortunate as it allows us to choose the numerically
most efficient form of the boundary conditions.

6.2 Continuum model-electric field

In this work we only consider the grounded boundary condition for the electric potential.
This is done because it turns out that with this boundary condition the electric field is well
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Figure 10: The εxx component of the strain along
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captured in the vicinity of the dot for the computational domain size needed in order to
capture the strain fields accurately.

The grounded boundary condition for the electric potential states that the electric
potential at the boundary is constant. In this work we chose this constant to be zero, i.e.,

V|∂ω =0. (6.11)

We show in Fig. 13 the electric potential along the diagonal line (z,z,z) as a function
of z for three domain sizes. Here we see that the electric potential is indeed well captured
within the dot region even for the smallest dot.
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6.3 VFF

The Keating energy Eq. (4.4) contains a sum over all atoms as well as nearest neighbors.
Interior atoms in InAs have four bonds to neighboring atoms while the number of bonds
for atoms at the boundary of the computational domain depends on the choice of bound-
ary conditions. We choose to consider the following four types of boundary conditions:

1. Dangling bonds: Bonds are cut off at the boundary and the atoms on the boundary
have from zero to four bonds, depending on their position on the boundary (atoms
with zero bonds can be removed entirely from the system).

2. Periodic: A computational box is defined and we demand that all atoms have four
bonds. Bonds going out of the computational box will then enter again on the oppo-
site side of the box. The box size itself is also subject to minimization by defining a
spatially constant metric tensor, express the atom coordinates in terms of the metric,
and optimize also with respect to the metric tensor components [57].

3. Fixed: As dangling bonds but with the atoms at the boundary held fixed at the
corresponding positions in the reference configuration.

4. Fixed Periodic: As periodic but without optimization of the size of the computa-
tional box.

In Fig. 14 we show the effect of changing the computational box size for the four types
of boundary conditions applied to the truncated pyramid quantum dot. In all cases, a
square box with side lengths 11nm, 22nm, 45nm, and 90nm are considered. From Fig. 14
we see that the εxx component of the strain along the center line (x,y)=(0,0) for small box
sizes clearly deviates from the larger in the case of dangling bonds, periodic, and fixed
boundary conditions. For fixed periodic boundary conditions, even the smallest box is
almost indistinguishable from the largest. This highly favors the use of fixed periodic
boundary conditions for calculations on isolated dots, since a computational box of 1/8th
size compared to the 90nm box (needed for dangling bonds) corresponds to 1/512 the
number of atoms, resulting in huge saving in memory and computational time for large
dot sizes. Another good choice would be fixed boundary conditions, which are almost as
good and easier to implement.

We must stress that for computations on isolated dots one should always perform
a convergence analysis, similar to the one presented here, in order to determine the re-
quired box size.

Fig. 15 shows the computational time used to optimize the truncated pyramid for
different number of atoms (computational domain sizes). The computational time is,
however, in general affected not only by the total number of atoms, but also by the dot
size, type of boundary conditions used, material parameters etc.

In Fig. 16 we further compare the dangling bonds and periodic boundary conditions.
Close to the dot, we clearly see that the case with periodic boundary conditions match
the case with dangling bonds closely but using a computational box of only half size.
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Figure 14: εxx component, from VFF calculations, along the center line (x,y)=(0,0) of the truncated pyramid
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Far from the dot and near the boundary, the two cases show very different behaviours as
expected.
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7 Continuum vs VFF

In this section, we compare strain values found using the VFF approach with results of
continuum calculations. We first consider spherical InAs quantum dots embedded in a
GaAs matrix with radius R ranging from 1 to 4nm. This is followed by a comparison for a
cubic InAs quantum dot with side lengths l ranging from 1 to 8nm again surrounded by
a GaAs matrix. We finally show results for an InAs/GaAs truncated pyramidal quantum
dot with wetting layer.

In the first (second) row of Fig. 17 we show the εxx (εzz) strain component along the z
axis for a spherical quantum dot with r=1nm (left), r=2nm (center), and r=4nm (right)
found using the following three different models: the VFF model, the continuum model
with the correct C44 value, and the continuum model using CVFF

44 given by Eq. (5.2). We
notice that both the continuum model with the correct and incorrect value of C44 give
very similar results and that the VFF results deviate from the corresponding continuum
results. This deviation is more evident for smaller quantum-dot structures, while it is of
minor importance for the larger quantum dots.

In the first and second row of Fig. 18 we show the hydrostatic strain component:

εH(r)= εxx(r)+εyy(r)+εzz(r), (7.1)

and the biaxial strain component:

εB(r)= εxx(r)+εyy(r)−2εzz(r), (7.2)
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Figure 17: The εxx (top) and εzz (bottom) strain components along the z direction in the middle of the dot
found using the continuum and the VFF models, for a spherical dot with radius r=1nm (left), r=2nm (center),
and r=4nm (right).
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Figure 18: The εH (top) and εB (bottom) strain components along the z direction in the middle of the dot
found using continuum and VFF models, for a spherical dot with radius r= 1nm (left), r= 2nm (center), and
r=4nm (right).

along the z axis for spherical dots with the same radii and using the same models as
for Fig. 17. Comparing the hydrostatic and biaxial components found based on the three
models we see that they show the same tendencies as for the diagonal strain components.
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Figure 19: The εxy strain components along the z direction in the middle of the dot found using the continuum
and VFF models, for a spherical dot with radius r=1nm (left), r=2nm (center), and r=4nm (right).
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Figure 20: The εxx (top) and εzz (bottom) strain components along the z direction in the middle of the dot
found using the continuum and VFF models, for a cube with side length l=2nm (left), l=4nm (center), and
l=8nm (right).

This is expected as the hydrostatic and biaxial strain components are linear combinations
of the diagonal strain components. We plot the hydrostatic and biaxial strain components
as they directly influence the electronic structure of quantum dots as discussed in the next
section.

Fig. 19 shows the off-diagonal strain component εxy found using both the continuum
models and the VFF model. Within the continuum framework the off-diagonal strain
components are zero, while the atomistic VFF results show a non-negligible component
which decreases as the radius of the dot is increased. This deviation can be explained by
the fact that for the smaller dots the real zincblende crystal structure does not give rise to
the perfect spherical shape used in the continuum models. However, as the size of the dot
increases, the atomistic structure more closely resembles a perfect sphere. This obviously
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Figure 21: The εH (top) and εB (bottom) strain components along the z direction in the middle of the dot
according continuum and VFF model, for a cube with l=2nm (left), l=4nm (center), and l=8nm (right).

−0.01

 0

 0.01

−8 −4  0  4  8

ε x
y

z (nm)

CVFF
44

VFF

−0.01

 0

 0.01

−8 −4  0  4  8

ε x
y

z (nm)

−0.01

 0

 0.01

−8 −4  0  4  8

ε x
y

z (nm)

Figure 22: The εxy strain components along the z direction in the middle of the dot according continuum and
VFF model, for a cube with l=2nm (left), l=4nm (center), and l=8nm (right).
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Figure 23: The εxx (left) and the εzz (center) strain components along the z direction through the middle of
the dot found using the continuum and VFF models, for a truncated pyramidal dot with height from the top
of the wetting layer to the top of the dot of 1.70nm, wetting layer thickness of 0.85nm , length at the top of
the pyramid of 2.54nm, and length at the bottom of the pyramid of 5.93nm. The right figure shows the electric
potential along the (z,z,z) line as a function of z.
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indicates some limitations of continuum vs. atomistic models for smaller quantum-dots.
The observed differences are expected to be relevant for electronic bandstructure and
optical properties. In fact, in the eight-band model k·p there is a direct contribution from
the off-diagonal strain components [34].

To confirm our conclusions concerning differences between the results given by the
continuum model and the VFF model, we study three cubic structures with side lengths
l=2nm, l=4nm, and l=8nm, respectively. As for the spherical dots we plot, in Fig. 20,
the εxx and εzz strain components along the z direction in the first and second row, re-
spectively, and in Fig. 21 we show the εH and εB components along the z direction. Here
we consider only results given by the VFF model and the continuum model with CVFF

44 .
From these figures, it is clear that a very good quantitative and qualitative agreement
between the two models is found-also for the smallest structure. In the case of a cubic
shape the zincblende crystal structure is coincident with the shape of the heterostructure,
supporting our claim that the deviations observed for the spherical shape indeed are due
to the crystal structure not coinciding with the shape of the heterostructure studied in the
continuum framework.

This is also confirmed by the results plotted in Fig. 22. Here we show the εxy strain
component along the z direction in the middle of the dot found using the continuum and
the VFF model. Although there is an off-diagonal component different from zero in the
VFF model, the value for the smallest dot is four times smaller than in the corresponding
case of a spherical dot modelled using continuum theory.

Finally, we compare the strain fields found using the VFF and the continuum ap-
proaches for the truncated pyramid. In Fig. 23 we show the εxx and εzz strain compo-
nents along the center of the dot in the z direction. Again we see the same trends as for
the spherical and cubic quantum dots revealing that the previous conclusions also hold
for more realistic quantum dot shapes. In Fig. 23, (right) the electric potential is shown
along the diagonal (i.e., along the (z,z,z) line) using both the VFF and the continuum ap-
proach. From this figure we see that there is a notable deviation between the two models
inside the dot where the continuum approach gives a vanishing electric potential while
the VFF approach gives rise to a non zero potential. However, the deviation, being small,
is not expected to have a large impact on electronic properties.

8 Inhomogeneous concentration profiles

In this section, we study in the framework of the continuum model spherical IncGa1−cAs
quantum dots with radii R= 1,2,4nm embedded in a GaAs matrix. Two cases are com-
pared corresponding to a homogeneous concentration and a linear concentration profile
(c = 1−r/R) where r is the distance from the center of the sphere. Investigations are
carried out for an average In content decreasing in steps of 15% from 100% to 55%.

In Fig. 24, we show contour plots for a spherical quantum dot with radius 1nm and
c= 1 (left column) and a linear c profile (right column). In the first row, the εxx profile
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εxx

εH
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|E|

Figure 24: The εxx strain component (first row), the hydrostatic component εH (second row), the biaxial
component εB (third row), and the absolute value of the electric field (last row) for a quantum dot with c=1
and linear c in the first and second column, respectively.

in the xz plane is shown while the hydrostatic potential εH(r) is depicted in the second
row. As expected, the plots reveal that the linear strain profile induces a considerable
more inhomogeneous strain profile inside the quantum dot. However, even when c=1, a
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slight anisotropy is observed. This is due to the anisotropic zincblende crystal structure.
This anisotropy entails the necessity of developing a complete three-dimensional model,
since an analytical isotropic solution for a spherical dot, similar to the one given in [37],
does not include the full symmetry of the problem.

In the third row, the biaxial strain component εB(r) is given. In the homogeneous case,
the biaxial strain is zero inside the dot but for a linear concentration profile the biaxial
strain is nonzero and depends on the radial coordinate. It decreases linearly through
the dot being zero only at the center of the sphere. Furthermore, the absolute value
of the electric field, which is plotted in the last row in the xy plane, shows a similar
behavior. While the biaxial strain is nonzero only outside the dot in all cases with a
homogeneous concentration, the biaxial strain also penetrates into the dot in the case of
a linear concentration profile. These features, when concentration gradients are present,
are expected to significantly influence the electronic states inside the dot [38–40].

In the first and second rows of Fig. 25 we plot the εxx and εzz strain components along
the z direction through the middle of the dot for all c values with radii 1nm (left), 2nm
(center), and 4nm (right). As expected, we observe in cases with a homogeneous concen-
tration that the strain increases as a function of the concentration c. This is predominantly
due to an increase in the lattice mismatch between the dot and the matrix material. In the
case of a linear concentration profile, we find a linear decrease of the strain components
inside of the dot as the radial coordinate approaches the dot radius.

In the first and second rows of Fig. 26 we plot the hydrostatic εH and biaxial εB strain
components along the z axis (i.e., through the middle of the dot) with R = 1nm (left),
R = 2nm (center), and R = 4nm (right). These strain components are important since
they appear directly in the effective potential for electronic states. If we consider, for
simplicity, a one-band model, the strain dependent part of the electron Hamiltonian for a
zincblende crystal structure is given by [27]

Hǫ
e (r)= ac(r)εH(r), (8.1)

where ac is the conduction-band hydrostatic deformation potential [58]. In the case of a
homogeneous concentration, we only obtain an energetic shift for the bound electronic
states and hence no effect on the location of electronic states while, in the case of a linear
concentration profile, the electron wave functions are located closer to the edge of the
sphere, due to ac being negative for both InAs and GaAs [36].

The situation is more complicated for the hole states. In this case, the strain dependent
part is given by

Hǫ
h(r)= av(r)εH(r)±

b(r)

2
εB(r), (8.2)

where av and b are the valence-band hydrostatic deformation potential and the shear de-
formation potential, respectively [58], and the + (−) sign is used for heavy (light) holes.
It should be noted that the literature values of av are indecisive as they vary in the range:
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Figure 25: The εxx (top) and εzz (bottom) strain components along the z direction through the middle of the
dot for different c values. The dot radii are: 1nm (left), 2nm (center), and 4nm (right).
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Figure 26: The hydrostatic εH (top) and biaxial εB (bottom) strain components along the z direction through
the middle of the dot for different c values. The dot radii are 1nm (left), 2nm (center), and 4nm (right).
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Figure 27: The electric potential along the x= y= z direction as a function of c for a dot with R=1nm (left),
R=2nm (center), and R=4nm (right).
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−1eV to 1eV [35], so it is not known whether the impact of the hydrostatic strain com-
ponent leads to an increase or a decrease of the confinement potential! The behavior of
the biaxial strain component is noteworthy. This component is zero inside a pure InAs
quantum dot as well as a homogeneous IncGa1−c. As quantum dot, hence it does not
contribute to the effective potential inside the dot. But in the case of a linear concentra-
tion profile, εB is positive inside the dot and characterized by a linear decrease towards
the dot radius. Since b is negative, the heavy hole state is located closer to the edge while
the light hole is confined near the center of the dot. The latter effects strongly affect the
overlap of the electron and hole wave functions and ultimately the optical strength of
the interband transitions. In [36], a reduction of the overlap has been observed for the
groundstate transition where it was attributed to induced symmetry breaking as a result
of the piezoelectric effect. However, it was recently shown that the effect of an inhomoge-
neous biaxial strain field may also lead to a decreasing or an increasing overlap between
the conduction and valence band wave functions [59].

Finally we plot in Fig. 27 the electric potential along the diagonal: x=y=z. Again we
find for a homogeneous concentration that the potential is zero inside the dot while, in
the case of a linear concentration profile, V is zero only at the center of the sphere. These
differences significantly affect the location and overlap of electron and hole wavefunc-
tions.

9 Conclusions

In this work the following three main topics were studied. First, an investigation into
optimal boundary conditions on the computational domain for single quantum dots was
performed. Second, a detailed comparison between the atomistic valence force method
(VFF) and continuous strain theory was carried out. And finally, the effect of changing
the In concentration profiles in InAs/GaAS quantum dots was investigated.

For the atomistic VFF method it was shown that by choosing fixed periodic boundary
conditions the size of the computational domain could be reduced by 1/8th compared
with the case of using dangling bonds. For continuous strain theory it turned out that
by imposing periodic boundary conditions the solution to the governing equations was
not unique anymore making it difficult to find the physical relevant solution. In addition
to periodic boundary conditions both free and fixed boundaries were studied. It was
shown that the best choice in this case is to use fixed boundary conditions. Additionally,
it was shown that for quantum dots with a wetting layer, a better choice is to use a mixed
boundary condition.

The comparison between the atomistic VFF method and continuous strain theory
showed an excellent agreement between the two for dot sizes larger than 2nm. It was
shown that the main source of deviations between the two models for smaller dots was
the incompatibility of the chosen shape of the quantum dot in the continuous model with
the zincblende crystal structure present in the VFF model.
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Within the framework of continuous strain theory it was shown that changing the
concentration profile of the quantum dot has a significant impact on the strain fields as
well as the electric field inside the quantum dot. This difference will have a direct impact
on optical and electronic properties of the quantum dots showing that it is necessary to
include more realistic concentration profiles in the study of optoelectronic properties of
quantum dots.
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