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Abstract. Structural stability and Si-substitution pattern in fullerene cage of C60−nSin

are thoroughly investigated by integrating density functional calculations with a color-
bond graph (CBG) model. We find that the parameterized CBG model with genetic al-
gorithms can efficiently scan the large configuration space of alloy and therefore iden-
tify the low-energy region within the first-principles accuracy. Low-energy (stable)
structures of C60−nSin in carbon-rich region (1≤n≤30) were identified and the silicon
atoms are found to tend to aggregate in the fullerene cage. The mixing energy of these
low-energy structures is ∼ 35 meV/atom and insensitive to the Si concentration. We
expect that these alloy fullerene cages can be synthesized experimentally at elevated
temperatures.

PACS: 71.15.Mb, 82.33.Fg, 71.15.Nc, 36.40.Qv, 73.61.Wp, 61.46.Bc

Key words: Structure of alloy cluster, density functional calculations, fullerene Alloys C60−nSin
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1 Introduction

Nano-sized clusters have gained considerable attention for their peculiar geometry-
induced optical, electronic, magnetic and catalytic properties [1–4]. As a special case of
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nanoclusters, cage-like carbon fullerenes have rapidly become an active area of research
[5–10], since the discovery of fullerene C60 [11–13]. Due to the stable sp2-hybridized car-
bon bonds, these cage-like molecules have been considered as a building block for new
nano-structured materials with novel properties [9, 12, 14, 15]. The exohedral and endo-
hedral doping of metal atoms on C60 have led to the well known superconductivity of
fullerides [16, 17].

The substitutional doping is also expected to enable tailoring and functionalizing of
the fullerene molecules [18–24]. Recently, doping carbon cages with silicon has been ac-
tively explored [21,25–28]. Although having the same number of valence electron as car-
bon, silicon is known to prefer sp3-hybridization. If silicon atoms can be substitutionally
doped in the carbon cages, the reactivity of Si sites will offer a new path toward the poly-
merization of fullerenes [21]. So far, the successful synthesis of C60−nSin (n=1,3) has been
reported [21,25,29,30]. While from photofragmentation experiments [31] it is speculated
that up to 12 silicon atoms can be substituted in a fullerene without destroying its struc-
ture, clear experimental evidence for C2N−nSin (n > 3) still has not been obtained [28].
Thus, the systematic theoretical study on this multi-component system will be helpful
and timely to illuminate its fundamental properties, such as the stability, morphology,
electronic behavior, and basic features of chemical bonding.

To study alloy clusters, the first challenge is finding their ground state and low-energy
structures. For the binary alloy clusters (AnBm), the number of combinatorial possibili-
ties (2n+m) due to different arrangement of A- and B- type atoms increases exponentially
with the size of alloy clusters [2]. This makes it almost impossible to find the lowest en-
ergy structures of alloy cluster with high-level quantum calculation. For C60−nSin cages,
searching systematically the ground states in rich carbon region is still a formidable task,
even though the geometric structures are assumed established. By intuitively and em-
pirically choosing the configurations, the structural and electronic properties of some
”low-energy” states with different number of substitutional atoms (silicon) have been
studied in a series of density function theory calculations [27, 32–37]. However, without
an effective searching method it makes the theoretical studies blindfold to some extent
and less comprehensive on the binding characteristics between silicon and carbon atoms
on the cage structures.

In this work, we intend to fill up the gaps in the existing theoretical framework for
exploring the stability of cage-like alloy structures. Using the alloy fullerene C60−nSin as
a paradigm, the complexity of the question is illustrated. A parameterized model about
total energy based on first-principles calculations is established with a few randomly cho-
sen structures. Then the initial model is used to guide a systematic search powered by
genetic algorithms (GA). The low-energy structures are identified to improve the accu-
racy of the model. This procedure is reiterated to assure the validity of our predictions.
Lastly, the selected low-energy states of C60−nSin were examined in details to understand
their structural stability and electronic properties.
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2 Methods

2.1 The combinatorial complexity of alloy cages and purposed method

The simplest prototype C58Si2 [28] is considered to be difficult to perform by first-
principles calculation due to numerous isomers (C60

2 = 1770). Billas et al. construct 9
isomers based on the distance between two silicon atoms and study their stability with
quantum calculations [30]. We revisit this issue and find that there are just 23 symmet-
rically distinct configurations for C58Si2 thanks to the high symmetry of fullerene (Ih).
However, the complexity of alloy cages quickly increases with the number of substitu-
tional silicon atoms. We find that there are 303 symmetrically distinct configurations in
C57Si3. For C30Si30, there are about 1.2×1017 (C60

30) isomers. In total, there are about
6.3×1017 configurations for 0≤n≤30. Even using the symmetry group to eliminate the
duplicated configurations, there are still about 5.2×1015 configurations. It is obvious that
this enormous task cannot be completed by the direct application of quantum calcula-
tions. It is also too large to study with even simple pair potentials, though a larger search
space can be searched for computationally cheaper potentials than quantum calculations.

To overcome the overmany configurations within the first-principles accuracy, a
model about total energy with proper parameters is needed. From the view of chemical
bonds, it is normally anticipated that the stability of the chemical bonds decides the sta-
bility of the molecule structure. The rules of chemical bonding, such as the octet rule, are
very important for analyzing the stability of the chemical structure by intuition. More-
over, the stability of the alloy configurations can be studied by counting the number of
different bonds. Actually, we have proposed that bond counting rules (BCR) can be con-
sidered as an effective guide in identifying the low-energy configurations in cage-like
C12B6N6 [38]. However, such a rule is so simple that it cannot quantitatively evaluate the
stability of an alloy structure.

The same chemical bonds are well known to have different strength intensity and
bond length depending on the chemical environments. For example, different chemical
environments (such as the nearest- neighbor bond type, the angle between bonds) can
induce different amount of charge transfer and thereby result in different local structural
relaxation. It is therefore reasonable to assume that total energy should be correlated with
the chemical bonds and its nearby local chemical environments. Thus, we generalize the
idea of BCR to a new method named color-bond graph (CBG) theory. In CBG, the energy
of the alloy configurations is recast in a general form:

E(σ)=E0+∑
i

α
i
1Ci

1(σ)+∑
i,k

α
i
2,kBi

2,k(σ)+∑
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where the parameters α’s represent the interaction energies, C1’s are the atomic energy of
vertex i (i=1 to N), B2’s, A3’s and F4’s are the generalized correlation functions for differ-
ent types of ”bonds” to include contributions from two-vertex (the B2’s), three-vertex (the
A3’s) terms and four-vertex (the F4’s). In this work, the vertices are sorted into 2 colors
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(carbon and silicon) and we include all two-vertex correlation functions, one three-vertex
and one four-vertex correlation functions. In total, there are about 40 parameters (α’s) to
fit to the first principle calculations.

After the effective model ”Hamiltonian” with fitted parameters is obtained, we can
tackle the selection of low-energy structures by different algorithms methods, such as
Monte Carlo methods [39] and GA [40, 41]. The latter mimics the idea of Darwinian bio-
logical evolution and has been demonstrated to be a powerful paradigm for global opti-
mization [42–44]. Inspired by the power of natural evolution, GA conducts global search
by maintaining a population of candidate solutions and evolving the population by sub-
jecting the solutions to selection, crossover, and mutation [41]. Firstly, an initial popula-
tion of candidate configurations (randomly chosen C60−nSin with different concentration
of silicon atoms) is created to ensure a uniform sampling throughout the search space.
Each candidate configuration is represented by a string (’chromosome’) of m integers
(’genes’) with each integer indicating the localization of a silicon atom at the correspond-
ing vertex. The length of the chromosome, m, is determined by the concentration of Si
atoms. Secondly, the fitness of each chromosome is then evaluated using Eq. (2.1). Two
parent chromosomes are selected based on the fitness values so that the lower the energy
of a chromosome the more likely it will be selected. Thirdly, new chromosomes, gener-
ated from previous ones by crossover and mutations, are then used to generate the next
generation. Using uniform crossover, two new child chromosomes are generated from
parent 1 and parent 2. Then the child chromosomes undergo random mutations. Finally,
the new child chromosomes are added to the new population and the best chromosome
from previous generation is guaranteed to survive in the new population.

2.2 Quantum chemistry method

The initial structures of Si-doped fullerenes are derived from the geometry of C60. Prelim-
inary investigations are first carried out using the method of modified neglect of differ-
ential overlap (MNDO) which is a semi-empirical method based on the neglect of differ-
ential diatomic overlap integral approximation for the quantum calculation of molecular
electronic structure. The vibrational analyses after geometry optimization are engaged
to ensure the optimized structures are true minimum in their energy landscapes. Previ-
ous investigations on carbon cage systems have shown electron correlation is important
for the stability of structure [45, 46]. We employ B3LYP (Becke, three-parameter, Lee-
Yang-Parr) exchange-correlation functional [47–49] with 3-21G basis to refine the MNDO
results. A sufficiently complete basis set is important to deal with a practical system by
the first-principle theoretical calculations. With the limited computational resource, it
is compulsory to deal with the limited basis set for the large-system calculation. In or-
der to get the reliable information about the structural and electronic properties, a small
effective basis set, such as the composite basis set [50], is usually needed to test the ef-
fectiveness. To ensure that 3-21G basis can deliver reliable relative energies, we have
examined all symmetrically distinct Si2C58 cages with a larger basis (6-31G*). While the
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Figure 1: Relative energies of the 23 symmetrically distinct configurations of Si2C58 with different basis sets
and functionals.

3-21G basis set gives larger relative energy than those from 6-31G* basis set for low-
energy metastable structures, it is obvious from Fig. 1 that the relative energies are not
very sensitive to the basis set. Furthermore, we have also carried out calculations with
PBE (Perdew-Burke-Ernzerhof) exchange-correlation functional with the largest basis set
DNP (which is the double-numeric quality basis set with polarization functions) using
DMol3 program [51, 52] and the results indicate little dependence on the choice of func-
tional as shown in Fig. 1. Here, the analysis of the structural stability is present with the
B3LYP/3-21G method, and the electronic properties of the low-energy configurations are
analyzed by the B3LYP/6-31G* method. All first-principles calculations reported in this
work are performed with the GAUSSIAN 03 package [53] and DMol3 program [51, 52].

3 Results and discussion

3.1 Parent structures and isomers with low Si concentration

The structures of C60 and Si60 have different characteristics. Strong hybridized quasi-
sp2 bonds of carbon stabilize the structure of C60 with high binding energy (tabulated in
Table 1). On the other hand, silicon atom prefers sp3 hybridization which leads to the
distorted fullerene cage (as shown in Fig. 2) and smaller binding energy. Furthermore,
other forms of Si60, such as stuffed fullerene (SF) Si20@Si40, are possible to be more stable
than Si60 fullerene cage. In this work, we will focus on the Si-substitution in carbon-rich
region (1≤n≤30) in which we expect the fullerene structure would be maintained.

The fullerene cage structure has very high symmetry (Ih) and all sites in C60 are equiv-
alent. For C59Si1, there is only one unique isomer. The relaxed structure has an energy
gain about 8.59 eV and is 0.09 eV/atom smaller than the binding energy of C60. The
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modifications of the bond lengths are mainly confined to Si-C bonds and elongation of
two Si-C bonds elevates the Si atom as shown in Fig. 2. For C58Si2, the structures of all
23 symmetrically distinct configurations are fully optimized. The three most stable struc-
tures are found to have both Si atoms occupying in the same ring (hexagon or pentagon)
shown in Fig. 2. In the most stable isomer C58Si2-A, two Si atoms are arranged on para-
sites (the third nearest-neighbor positions) of a hexagonal ring which is consistent with
the previous study and their experimental findings for disilabenzene complexes [21]. It
should be noted here that the energetic difference (∼4 meV/atom) among three most sta-
ble structures are very small thus making the confirmation of the most stable structure
non-trivial [28].

C60 Si60 C59Si1
C58Si2�A C58Si2�B C58Si2#C

Figure 2: Structures of C60, Si60, C59Si1 and the low-energy isomers (C58Si2-A, C58Si2-B and C58Si2-C) of
C58Si2. Black spheres for C atoms, yellow spheres for Si atoms.

For further evaluation of the relative stability of alloy cage, we will use the notion of
formation energy (∆Eform) defined as

∆Eform(σ,C60−nSin)=

[

E(σ,C60−nSin)−
60−n

60
E(C60)−

n

60
E(Si60)

]

/60, (3.1)

where E(C60) and E(Si60) are the energy of C60 and Si60 fullerene cage. The formation en-
ergy is often referred as mixing energy which corresponds to the change of energy when
constructing the alloy cage from the parent cages. A negative value of ∆Eform means the
alloy cages are stable with respect to pure parent cages. The formation energies of C59Si1
and some isomers of C58Si2 are tabulated in Table 1. The positive mixing energies of these
isomers indicate that these isomers are metastable structures and will not be thermody-
namically stable at low temperature.
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Table 1: Calculated energy, Binding energy, Formation energy and Relative energy of the parents with cage
structures (C60 and Si60), C59Si1 and three low-energy isomers of C59Si2.

Isomer Energy Binding Formation Relative
stru. (Hartree) energy energy energy

(eV/atom) (meV/atom) (eV/60-atoms)
C60 -2273.5216 8.684 0.000 —–
Si60 -17278.9600 4.321 0.000 —–

C59Si1 -2523.5679 8.591 20.104 —–
C58Si2-A -2773.6392 8.509 28.872 0.000
C58Si2-B -2773.6334 8.507 31.506 0.158
C58Si2-C -2773.6287 8.505 33.619 0.284

3.2 Searching low-energy isomers with high Si concentrations

Following the increased concentration, existence of numerous isomers makes the sys-
tematic search for low-energy structures a challenging task. For each concentration n
(C60−nSin), there are 60!/[n!(60−n!)] configurations. Here we rely on the CBG theory to
predict the low-energy structures. In order to obtain the parameters (α’s) in Eq. (2.1), we
randomly choose 6-8 configurations for each concentration and there are about 200 con-
figurations in total chosen in the range of concentration 2≤ n≤ 30. Then the structures
of all these configurations are optimized by first-principles methods and the formation
energies are extracted from the calculated total energies. By using the formation energies
for the fitting of Eq. (2.1), the parameters (α’s) are obtained. The ability of the parameter-
ized model (CBG) to capture the trends in energy of C60−nSin is confirmed in Fig. 3. The
root-mean-squared (RMS) deviation of the model which is fitted from the extracted for-
mation energy is ∼8 meV/atom. Compared to the range of ∼280 meV/atom (estimated
from random-chosen structures), the ratio is just 2.8%. This means we can use the simple
model with fitted parameters to predict the low-energy structures for each concentration.

The GA method is integrated with CBG model for searching the low-energy struc-
tures in the space of the enormous configurations. For each concentration, at least 5
low-energy isomers are identified and we find that the formation energies of these con-
figurations are in the region of ∼25-75 meV/atom. To evaluate the validity of CBG model
in the region of low formation energies, all the ∼140 configurations are examined by
first-principles calculations. It is found that RMS deviation of the predicted values by
the model still is ∼8 meV/atom. But the ratio of RMS deviation to the formation energy
of the low energy structure is about 16% and this error is obviously large for the small
energy region (25-75 meV/atom) of the low energy structures.

To reassure our description on ground-state structures, we use the data from low-
formation energy region (∼140 configurations) to improve Eq. (2.1). A training set of 80
configurations, shown as blue diamonds in Fig. 4, is chosen to re-parameterize Eq. (2.1).
The RMS deviation of the fitting has gone down to ∼3.4 meV/atom. The formation
energies of other ∼60 configurations (used as test set and shown as magenta diamonds
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Figure 3: The effectiveness of CBG model for 200 randomly selected configurations: the x-axis is the DFT-
calculated formation energies and the y-axis is the predicted formation energies from CBG model.

Figure 4: The effectiveness of CBG in predicting in low-energy region. The same convention as Fig. 3 is adapted
here. The blue diamonds (∼80 configurations) are used to re-parameterize Eq. (2.1) and the magenta diamonds
(∼60 configurations) are used as test set to verify the effectiveness of the CBG. Their RMS errors are 3.4 and
4.0 meV/atom respectively. Red sphere are the energies of new low-energy structure predicted with the revised
CBG model.

in Fig. 4) are found to have a RMS deviation of ∼4.0 meV/atom. Obviously, the error
is reduced after the model is re-parameterized in the region of low energy. Thus, we
will use this re-parameterized CBG model to explore the low-energy structures further,
with GA method. There are 2 low-energy isomers identified for each concentration (in
total 58 configurations). Then the structures of these low-energy isomers are optimized
by first-principles methods and the formation energies are obtained from the calculated
total energies. As shown by the red sphere in Fig. 4 and Fig. 5, the formation energies
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Figure 5: Formation energies as the function of the concentration of Si. Unlike the randomly selected isomers,
we found that formation energy of low-energy configurations shows little dependency on the concentration of
Si.

of the new low-energy isomers are found to locate at the positions which are just a little
lower than that of the configurations searched in first time. This means the process for
searching the low-energy structure has been converged and the obtained configurations
can be considered to be the ground states of alloy fullerenes C60−nSin.

The concentration dependence of all the formation energies calculated by first-
principles method and predicted by the CBG model is shown in Fig. 5. The formation
energies of these low energy isomers obtained finally by the model are found to be lower
than that of the configurations chosen by the intuitive and empirical methods in litera-
ture. This shows the uncertainty of the empirical methods and the validity of the CBG
model. At the same time, it is also demonstrated the validity of the combination of CBG
model with genetic algorithm which can predict the low-energy ground states quickly
by starting from the randomly-chosen configurations. From Fig. 5, it is also found that
the formation energies of low-energy configurations show very little dependency on the
concentrations of Si. This means the alloys with cage structures in each concentration
(2≤n≤30) have same structural stabilities based on the stabilities of the structures of two
parents (fullerene cage C60 and Si60).

In the literature, an upper limit of 12-Si doping in the alloy cage is speculated based
on mass spectrometry and photofragmentation studies [31, 54]. In another work, the
upper limit is expended to 24-Si dopant by the analysis of dynamical instability [27]. The
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formation energies from our calculation reveal no special features for n = 12 or 24 and
therefore It is considered that the maxima number of Si atom to reside in the fullerene
will depend on the dynamical stability of the alloy cage as the concentration of silicon
increases.

3.3 Properties of the low-energy configurations

Ten lowest-energy states of some concentrations are chosen to analyze their properties in
detail. The calculated energies, binding energies and formation energies are tabulated in
Table 2. The binding energies are between that of the pure cage C60 and Si60. This means
the structures of alloy cages are relatively stable like the parent cage structure. All these
low-energy structures have positive formation energies at the temperature 0 K. From the
energetic point of view, all the alloy cages are metastable structures and tend to separate
into pure parent cage structures at low temperature. Fortunately, the values of positive
formation energies of these alloy structures are not very large (∼35 meV). The thermal
energy induced by several hundred degree of temperature can counteract the effect of
positive formation energy. In other words, our calculations suggest that in the range of
concentrations of silicon (1≤ n≤ 30), the alloy cages are likely to be produced by recent
experiment techniques, such as laser ablation or vaporization.

Table 2: Energy of ten most-stable cage alloy structures chosen for different concentration of silicon (structures
are shown in Fig. 6).

Structure Energy Binding energy Formation energy
(Hartree) (eV/atom) (meV/atom)

C55Si5 -3523.8958 8.284 35.827
C54Si6 -3773.9877 8.212 35.247
C50Si10 -4774.3518 7.922 34.556
C48Si12 -5274.5425 7.781 30.278
C46Si14 -5774.7309 7.639 27.061
C42Si18 -6775.0738 7.339 35.986
C38Si22 -7775.4464 7.053 31.400
C36Si24 -8275.6284 6.908 31.095
C34Si26 -8775.7966 6.756 37.038
C30Si30 -9776.1649 6.468 35.827

The structures of ten lowest-energy states with different concentrations are depicted
in Fig. 6. An obvious trend is all the low-energy alloy configurations are at phase-
separated states and the chemical ordering rule of bulk SiC don’t exist in fullerene cage
with 60 atoms. In bulk SiC, the existent of chemical ordering means sp3-hybridized Si-C
bond are more stable than the average of Si-Si and C-C bonds. But this notion is not true
for quasi-sp2 hybridized Si-C bonds in the fullerene cage. This may be ascribed to two
important reasons. Firstly, we consider the strain effect of the different sp3-hybridized
bonds in bulk SixC1−x and that of the different sp2-hybridized bonds in heterofullerenes
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C30Si30
C48Si12C50Si10C54Si6C55Si5 C46Si14

C42Si18 C34Si26C36Si24C38Si22
Figure 6: First-principles optimized structures of the ten most-stable cage alloy structures with different con-
centration of silicon predicted by CBG model.

C60−nSin. Due to the bond-length difference of Si-C, C-C and Si-Si bonds, these highly-
directional covalent bonds will result in the large stain energy in the Si-C alloy systems.
In order to reduce the strain energy, the alloy phases will separate to annihilate the Si-C
bonds, except that the binding energy of Si-C is large enough that the chemical energy
gain can counteract the strain energy during the formation of Si-C bonds. Actually, it is
the strain energy that makes the formation of alloy difficult in most semiconductor al-
loy, such as BeZnO, CdZnO and ZnSO alloys [55–57], under thermodynamic equilibrium
condition. For bulk SixC1−x alloys, the chemical ordering exists only for those with the
50% Si concentration as a result of the elimination of Si-Si and C-C bonds in the four-
coordinated crystal structures. However, for heterofullerenes C60−nSin, the Si-Si (or C-C)
bond is impossible to be eliminated completely due to the 5-number ring in the fullerene
cages. Secondly, the tendency of the sp3-hybridization of Si bonds and the large size of
Si atoms need to be considered. The two factors will result in the distortion and thereby
the strain energy of cages. Therefore, aggregation of Si atoms in the cage structure can
reduce strain energy by changing the position in a larger local space of the cage structure.

Electronic properties of these cage-like cluster C60−nSin (0 ≤ n ≤ 30) are studied by
examining their highest occupied molecular orbital (HOMO) and lowest unoccupied
molecular orbital (LUMO) orbital. As shown in Fig. 7, we can find the gaps between
HOMO and LUMO quickly reduce to a value that is near the gap of Si60, following the
increase of the concentration of Si. This trend is consistent with the observation that
HOMO/LUMO orbitals have main contribution from the Si atoms of the cage. This
means the gaps of alloy clusters are more similar to that of Si60. We should also note here
that the HOMO-LUMO gap is sensitive to the substitutional positions. For an example,
the gaps of three low-energy structures of Si2C58 are 1.63, 2.21 and 2.13 eV, respectively.
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Figure 7: Molecular orbitals (HOMO and LUMO) of C58Si2-A, C58Si2-B, C58Si2-C, C54Si6, C46Si14, C36Si24,
and C30Si30. It is obvious that the spatial distribution of both HOMO and LUMO are concentrated on Si atoms.
This spatial preference can explain that HOMO-LUMO gaps of stable low-energy configurations (shown in the
bottom) quickly reduce to a value very close to Si60.

This means there should be a distribution of gaps in experimental sample due to the
co-existence of different substitutional patterns.

4 Conclusions

The size, shape and combinatorial atom arrangement make the theoretical simulation
of the alloy clusters complicated. Especially, the combinatorial possibilities can result
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in a very large configuration space (2n+m). Using the alloy fullerene C60−nSin as a
paradigm, we attempt to tackle the large alloy configuration space (∼1.15×1018) by the
first-principles calculation with GA. Based on the CBG theory, a model ”Hamiltonian”
has been built to search the minimums of the total energy of the alloy cage. From first-
principles calculations, the parameters in the model are established. Then the validity
of the parameterized model ”Hamiltonian” is verified. With the GA method, the model
can efficiently guide GA to locate the low-energy region for cage structures. By optimiz-
ing the parameters in the model further itinerantly, the low-energy stable states can be
obtained for each concentration.

For fullerene cage C60−nSin, all the alloy cages are studied systematically in the C-rich
region. In all concentrations (2<n≤30), silicon atoms have the tendency of aggregation
and the chemical ordering doesn’t exist in the fullerene cage of 60 atoms. Very small
positive mixing energy (∼35 meV/atom) can be easily counteracted by the thermal effect
and therefore we expect that the alloy cages can be produced experimentally.
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