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Abstract. Modeling and numerical simulations of fractured, vuggy, porus media is a
challenging problem which occurs frequently in reservoir engineering. The problem
is especially relevant in flow simulations of karst reservoirs where vugs and caves are
embedded in a porous rock and are connected via fracture networks at multiple scales.
In this paper we propose a unified approach to this problem by using the Stokes-
Brinkman equations at the fine scale. These equations are capable of representing
porous media such as rock as well as free flow regions (fractures, vugs, caves) in a sin-
gle system of equations. We then consider upscaling these equations to a coarser scale.
The cell problems, needed to compute coarse-scale permeability of Representative El-
ement of Volume (REV) are discussed. A mixed finite element method is then used to
solve the Stokes-Brinkman equation at the fine scale for a number of flow problems,
representative for different types of vuggy reservoirs. Upscaling is also performed by
numerical solutions of Stokes-Brinkman cell problems in selected REVs. Both isolated
vugs in porous matrix as well as vugs connected by fracture networks are analyzed by
comparing fine-scale and coarse-scale flow fields. Several different types of fracture
networks, representative of short- and long-range fractures are studied numerically.
It is also shown that the Stokes-Brinkman equations can naturally be used to model
additional physical effects pertaining to vugular media such as partial fracture with
fill-in by some material and/or fluids with suspended solid particles.

AMS subject classifications: 35B27, 35Q30, 6S05
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1 Introduction

Naturally fractured karst reservoirs presents multiple challenges for numerical simula-
tions of various fluid flow problems. Such reservoirs are characterized by the presence
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of fractures, vugs and caves at multiple scales, as shown in Fig. 1. The media can be
described, at each individual scale, as an ensemble of porous media with well defined
properties (porosity and permeability), and a free flow region where the fluid (oil, water,
gas) meets no resistance form the surrounding rock [13].

Field Scale

Meso-Scale

Micro-Scale

Field Scale

Meso-Scale

Micro-Scale

Caves Vugs

Figure 1: Conceptual model of a vuggy, fractured reservoir at multiple scales.

The main difficulty in numerical simulations in such reservoirs is the co-existence
of porous and free flow regions, typically at several scales. The presence of individual
voids such as vugs and caves in a surrounding porous media can significantly alter the
effective permeability of the media. Furthermore, fractures and long range caves can
form various types of connected networks which change the effective permeability of the
media by orders of magnitudes. An additional factor which complicates the numerical
modeling of such systems is the lack of precise knowledge on the exact position of the
interface between the porous media (rock) and the and vugs/caves. Finally, the effects of
cave/fracture fill in by loose material (sand, mud, gravel, etc), the presence of damage at
the interface between porous media and vugs/caves and the roughness of fractures can
play very important role in the overall response of the reservoir.

The modeling of fractured, vuggy media is traditionally done by two different ap-
proaches. The first approach, which has usually been used for vuggy media, is to use the
coupled Stokes-Darcy equations [2,4,13–17,20,26,28,29]. The porous regions is modeled
by the Darcy equation [8, 29], while the Stokes equation (c.f., e.g., [22]) is used in the free
flow region. At the interface between the two, various types of interface conditions are
postulated [4, 20, 26, 29]. All of these interface conditions require continuity of mass and
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momentum across the interface. The difference comes when the tangential component of
the velocity at the interface is treated. Each one of them proposes a different jump con-
dition for the tangential velocity and/or stresses, related in some way to the fluid stress.
The selection of jump condition is subject to the fine structure of the interface and the
flow type and regime (c.f., e.g., [19], and the references therein). Furthermore, these jump
conditions introduce additional media parameters that need to be determined. These
parameters can be obtained either experimentally or computationally.

There are several aspects of the coupled Darcy-Stokes approach which make its ap-
plication to vuggy reservoirs complicated. First, a very detailed knowledge is required
both in the exact location and the fine-scale structure of the porous/fluid interface. Such
precise information is hard to deduce from subsurface geological data. Secondly, there
is need to obtain, numerically or experimentally, values for parameters related to the in-
terface conditions. Numerical determination is viable for engineered media, such as oil
filters in the automotive industry, where the fine-scale porous geometry is known, ei-
ther by design, or can be obtained relatively easily, for example by 3D tomography. The
experimental approach is more appropriate for subsurface formations, however, there
are many difficulties associated with it. Finally, the free flow region which represents
caves/vugs and fractures must be free of any obstacles such as loose fill-in material, and
the fluid must also be free of any particle suspensions which are moving with it.

An alternative way of modeling vuggy media is to use the Stokes-Brinkman equa-
tions [1, 5, 13, 18, 19, 21, 23, 24]. These equations provide a unified approach in the sense
that a single equation with variable coefficients is used for both porous and free-flow
region. Stokes-Brinkman equations can be reduced to Stokes or Darcy equations by ap-
propriate choice of the parameters. Since the different media types are distinguished by
selecting the coefficients of the PDE, there is usually no need to formulate specific inter-
face conditions. This is especially helpful in reservoir and groundwater flow, where the
porous domain has a complicated topology. The numerical treatment of Stokes-Brinkman
equation is simpler, due the lack of special interface conditions. Also, due to uncertainties
associated with interface locations between vugs and the rock matrix, Stokes-Brinkman
equations introduce a somewhat coarse model that does not require precise interface lo-
cations and avoid local grid refinement issues that are needed near the interfaces. Finally
the Stokes-Brinkman equations provide a model that can be continuously varied from a
Darcy dominated flow to a Stokes dominated flow, a feature which allows is to simulate
effectively partially filled fractures or solid particles suspended in the fluid.

In this paper we consider the Stokes-Brinkman equation as a fine-scale model for
flows in vuggy, fractured karst reservoirs. The mathematical model is presented in Sec-
tion 2. The upscaling of this equation is summarized in Section 2.3. Next, a mixed finite
element method (Section 3.1) is used to solve the Stokes-Brinkman equation for a num-
ber of flow problems, representative for fractured, vuggy reservoirs. We have analyzed
both isolated vugs in porous matrix (Sections 3.2 and 3.3) as well as vugs connected by
fracture networks (Section 4). Different types of fracture networks are considered and
the effects on effective permeability discussed. In Section 4.2, it is shown that the Stokes-
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Brinkman equations can naturally be used to model additional physical effects pertaining
to vugular media such as partial fracture with fill-in by some material and/or fluids with
suspended solid particles.

2 Mathematical models for Vuggy media at multiple scales

In this paper we consider a medium with two scales. The fine scale (e.g., the ”meso-scale”
in Fig. 1), whose characteristic length is denoted by l is composed of vugs, caves, frac-
tures, and regular porous media. The vugs, caves and some of the fractures are mostly
free-flow regions, while the porous part is characterized by Darcy flow. Note that the
porous region, which we will also refer to as matrix, has a much finer underlying struc-
ture of impermeable solid and pore space where fluid flow occurs. This much finer struc-
ture (e.g., the ”micro-scale” in Fig. 1) is not considered but an effective response of the
porous media is assumed governed by material parameters such as porosity and perme-
ability.

At the coarse scale (e.g., the ”field-scale” in Fig. 1), whose characteristic length is
denoted by L, the media is described mostly by Darcy flow. Fine scale features such as
vugs, caves, and fractures, along with the surrounding porous matrix, are replaced by an
effective material with well defined effective permeability and porosity. However, certain
features, such as large, long-range caves (relative to the fine scale) may still be retained
at the coarse scale. In the later situation, the Stokes-Brinkman model provides a natural
way of transiting between the scales.

Based on the two characteristic length-scales l and L, the usual small parameter ε (c.f.,
e.g., [28, 32]) is introduced:

ε=
l

L
. (2.1)

Throughout this paper, all quantities with subscript ε are defined on the fine scale, and
quantities with superscript ∗ are defined on the coarse scale. At the fines scale, the free-

flow domain (vugs, caves, fractures) is defined by Ω
f
ε and the porous part (effective me-

dia with certain permeability and porosity) by Ω
p
ε . Thus, the entire fine-scale domain Ωε

is the union of the two disjoint domains Ω
f
ε and Ω

p
ε . The interface between the porous and

free flow part (excluding the external boundary) is denoted by Γε, that is, Γε = ∂Ω
f
ε ∩Ω

p
ε .

Next, the fine scale fluid velocity and pressure are denoted by vε and pε, respectively.
In the free flow region, vε represents the actual physical velocity of the fluid but in the
porous region Ω

p
ε it represents the Darcy (or averaged) velocity.

The two mathematical models for the fine scale: the Stokes-Darcy (Section 2.1) and the
alternative proposed in this work, the Stokes-Brinkman model (Section 2.2), are presented
next. This is followed by a short discussion on the upscaling of the Stokes-Brinkman
equation from the fine to the coarse scale in Section 2.3.
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2.1 The Darcy-Stokes model

The Stokes equation, used to describe the free flow region, has the form (c.f., e.g., [12,22]):

∇pε−µ∆vε = f in Ω
f
ε , (2.2)

∇·vε =0 in Ω
f
ε . (2.3)

The first of these equation expresses the balance of linear momentum and the second is
the conservation of mass. Also, recall the fluid stress tensor σε, given by the formula:

σε =−pεI+2µDε ,

where Dε is the strain rate:

Dε =
1

2

(

∇vε+∇vε
T
)

.

In the porous region, one has the classical Darcy law (c.f., e.g., [8,28]), along with conser-
vation of mass:

vε =−K

µ
(∇pε−f) in Ω

p
ε , (2.4)

∇·vε =0 in Ω
p
ε . (2.5)

The two systems need to be coupled at the interface Γ. There are various ways in which
this is achieved. For example, the classical condition of [4] states that:

[vε]·n=0 on Γε, (2.6)

2µDεn=[pε] on Γε, (2.7)

∂v
f
ε

∂n
=− αBJ√

K
[vε]·ti on Γε. (2.8)

Here, [·] denotes the jump in a given quantity while moving from the fluid to the porous
side, that is, form some field φ:

[φ]=φ f −φp,

n is a unit normal pointing from Ω
f
ε to Ω

p
ε and v

f
ε is the velocity in the fluid region. In the

above equations, the first interface condition (2.6) expresses conservation of mass across
the interface, (2.7) expresses conservation of momentum, and (2.8) imposes a slip con-
dition on the tangential component of the velocity. The dimensionless constant αBJ is a
material property which is representative of the microstructure (at much smaller scales
than l) of the interface. It can be obtained either numerically, if such information is avail-
able, or obtained experimentally. The first approach is accessible to engineered media,
where often the microstructure of the porous media is known. The second approach is
more appropriate for natural media such as reservoir formations, where precise knowl-
edge of the microstructure is very difficult, if not impossible to obtain.
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It should be emphasized, that the exact form of the interface conditions (2.6)-(2.8)
is an active area of research (c.f., e.g., [4, 14–16, 20, 26, 29]). For example, Saffman [26]
modified equation (2.8) to contain only variables in the fluid domain, while others [20,29]
studied the interface conditions based on the flow type, e.g., parallel or perpendicular to
the interface [20, 29]. The mathematical justifications of such interface conditions can be
found, for example in [14–16]. The reader is referred to [19] for a detailed review.

2.2 The Stokes-Brinkman model

Recall that the fine scale velocity is denoted by vε and the fine scale pressure by pε. The
Stokes-Brinkman equation for a single phase flow in a porous/free flow media is written
as follows (c.f., e.g., [5, 19]):

µK−1vε+∇pε−µ̃∆vε = f in Ωε, (2.9)

∇·vε =0 in Ωε. (2.10)

Here, K is a permeability tensor, which in Ω
p
ε is equal to the Darcy permeability of the

porous media, µ is the physical viscosity of the fluid, and µ̃ is an effective viscosity. K

and µ̃ are selected differently depending on the media type (porous or free flow) and
are discussed next. Based on this selection, in the fluid region, vε represents the actual
physical velocity of the fluid and in the porous region it is the Darcy velocity.

The physical fluid viscosity µ is a material constant that defines the fluid under con-
sideration (e.g., water, oil, etc) and is a uniform constant in the entire domain Ωε. In the

fluid region Ω
f
ε , K is taken to be ∞ and µ̃ is taken equal to the physical fluid viscosity µ:

µ̃=µ, K=∞ in Ω
f
ε (2.11)

Observe that this selection of parameters implies that Eqs. (2.9)-(2.10) reduce to the Stokes
system (2.2)-(2.3).

In the porous region Ω
p
ε , K is taken to be the Darcy permeability of the porous media.

With that, and in the absence of distributed body force f, Eq. (2.9) can be written as

∇pε =−µK−1vε+µ̃∆vε in Ω
p
ε , (2.12)

The reader will recognize that in the last equation, the only difference with Darcy’s law
(2.4) is the additional viscous term µ̃∆vε. So, if µ̃ is taken equal to zero in Ω

p
ε , then Eq. (2.9)

reduces to (2.4). However this will reduce the Stokes-Brinkman system to the coupled
Darcy-Stokes model. This will entail the difficulties mentioned previously in Section 2.1,
which we aim to avoid. Observe, that in most porous media, K is in the range of milli- to
tens of Darcy. Thus, if µ̃ is of the same order as the physical viscosity µ, that is,

µ̃∼µ,
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the term µK−1vε in Eq. (2.12) dominates by many orders of magnitude µ̃∆vε. Thus, the
additional viscous term introduces only a small perturbation to Darcy’s law. As a result
the simplest possible choice for µ̃ is

µ̃=µ,

which can be physically motivated using thermodynamics of continuum media along
with mixture theories [25]. This is also a typical choice used by modelers when complex
geometries with uncertain interface location and/or lack of knowledge of the micro-scale
interface features is involved [19, p. 26-29]. A different choice of µ̃ is usually motivated
by two factors.

First, µ̃ can be used to provide a more accurate model for the porous medium than
is afforded by Darcy law [18, 21, 23]. The difference becomes important for high porosity
mediums. Lundgren [21] has considered flow through a random, moderately dense bed
of spheres and found a dependence

µ̃=µ/(1−2.6φ),

where φ is the volume fraction of spheres. Other have used a dilute limit calculation and a
self-consistent approximation [18], and found that values for µ̃ are generally smaller than
µ in Ω

p
ε . For example, Martys er al. [23] have studied randomly generated 3D porous ge-

ometries and used 3D numerical simulations to provide a fit for µ̃ for porosities between
0.5 and 0.8.

The effective viscosity µ̃ can also be used to mimic various jump condition at the
interface. For example, Neale and Nader [24] have found that the relation

√

µ̃/µ=αBJ ,

where αBJ is the constant used in the Beavers-Joseph condition, introduces a boundary
layer near the interface. The rapid change in the fluid velocity in this layer leads to an ef-
fective jump, similar to the one observed in Darcy-Stokes models with a Beavers-Joseph
condition. These types of approaches however are not very practical for reservoir simula-
tions, due to the difficulty in obtaining values for αBJ . Moreover, based on direct numer-
ical simulations, Sahraoui and Kaviany [27] have reported that the relation

√

µ̃/µ = αBJ

does not model well the flow inside the porous region at high porosities. Instead, they
have proposed hybrid models with µ̃ varying spatially near the interface to both capture
the correct fluid behavior inside the porous region as well as to capture different jump
conditions at the interface.

In conclusion, the Stokes-Brinkman equation offers several advantages. First, it al-
lows a unified approach to the ensemble of porous and free-flow media by formulating a
single equation in the entire domain Ωε. The different media types are distinguished by
proper selection of K and µ̃ in Eqs. (2.9)-(2.10) and there is no need to formulate specific
interface conditions, as in the coupled Darcy-Stokes approach. This is especially helpful
when the porous domain Ω

p
ε has a complicated topology, as is the case in vuggy reser-

voirs. The unified approach also translates to significant simplification in the numerical
treatment of Eqs. (2.9)-(2.10).
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2.3 Upscaling

As was mentioned earlier, vuggy, fractured reservoirs feature multiple scales, and up-
scaling is necessary for numerical simulation at the field scale (Fig. 1). In this section,
we consider the upscaling of the Stokes-Brinkman equation from the fine to the coarse
scale. The short summary presented next is based on two-scale asymptotic expansion
(c.f., e.g., [28, 32]). The procedure is very similar to the one employed for upscaling the
Stokes equation in an impermeable porous media. The reader is thus referred to [11] for
technical details.

First, we assume that we have a Representative Element of Volume (REV) which fea-
tures both porous and fluid domains. A formal asymptotic expansion of the type:

vε(x)=v−2(x,y)+εv−1(x,y)+ε2v0(x,y)+ε3v1(x,y)+··· , (2.13)

pε(x)= p0(x,y)+εp1(x,y)+··· (2.14)

is substituted in Eqs. (2.9)-(2.10). By further assuming that

µK−1≥O
(

ε−2
)

, (2.15)

one obtains that the first two velocity terms v−2 and v−1 are identically zero and the first
term in the pressure expansion p0 does not depend on the fine-scale variable y, that is
p0 = p0(x).

Next, one obtains a set of cell problems that are used to compute the effective (or
upscaled) permeability of the REV. Let d be the dimension (2 or 3) and ei be a unit vector
in the i-th direction. The d cell problems needed to upscale the Stokes-Brinkman equation
are:

K−1wi+∇yqi− µ̃

µ
∆ywi =ei in Y, (2.16)

∇y ·w=0 in Y. (2.17)

Here, wi are Y-periodic and the (fine-scale) pressure q has zero average in Y. The macro-
scopic (upscaled) permeability K∗ is then computed by averaging the fine-scale velocities:

K∗
ij := 〈wi

j〉Y =
1

|Y|
∫

Y
wi

jdy. (2.18)

The macroscopic (upscaled) flux is given by the Darcy’s law:

〈vε〉=−K∗

µ
(∇〈pε〉−f) , (2.19)

and subject to conservation of mass:

∇·〈vε〉=0, (2.20)
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Note that wi, i=1,··· ,d are the fine-scale velocities in the REV, that is Y, are subject to unit
forcing in the respective direction. Since ei can also be transferred to the pressure term:

∇
(

qi+xi

)

=∇qi+ei,

one can consider 〈wi〉 as the averaged flux in Y over a unit pressure drop in the i-th
coordinate direction.

The above upscaling works well under the assumption (2.15) and that an REV con-
sisting of both porous and fluid region exists. Assumption (2.15) is quite general, since
typically K−1 dominates the fluid viscosity by orders of magnitude. When K∼ ε2µ the
Brinkman term in the porous part of Eq. (2.16) is significant. The fine-scale velocities in
the porous and fluid region will be of similar orders and noticeable mass transfer will
occur between the fluid and solid, regardless of the flow regime. When K ≪ ε2µ, the
Brinkman term in (2.16) will dominate in the porous part of Y. As a result, the flow will
significantly depend on the geometry of the REV. For example, in the case of connected
vugs, the flow trough the vugs will dominate any flow in the porous part and one will
essentially be homogenizing Stokes flow in impermeable media.

It is also possible that the some regions of the fine-scale domain does not allow up-
scaling, for example when an REV contains only a fluid domain. This will happen if there
are fluid regions with characteristic size much larger then l, c.f., Eq. (2.1). In such cases
one can upscale the part of the fine scale where suitable mixture of porous media and
vugs exist. Large scale voids on the other hand can be retained as free flow regions at the
coarse scale. Then one will have a homogenized Stokes-Brinkman equation of the type:

µ(K∗)−1
v∗+∇p∗−µ̃∆v∗= f in Ω

∗, (2.21)

∇·v∗=0 in Ω
∗. (2.22)

where the fluid region is represented by vugs, caves or fractures that cannot be homog-
enize. The porous region is the part susceptible to homogenization. There, the macro-
scopic (coarse-scale) velocity v∗ and pressure p∗ are defined as the average of the respec-
tive fine-scale quantities:

v∗= 〈vε〉, p∗= 〈pε〉 (2.23)

and the coarse-scale velocity v∗ is connected to the pressure gradient ∇p and the dis-
tributed forcing by Eq. (2.19). The permeability K∗ is obtained using Eq. (2.18) and the
cell problems (2.16)-(2.17). In the fluid region, v∗ is again the actual physical velocity.

In this way, the Stokes-Brinkman model makes it possible to upscale fractured, vuggy
media, in a natural way, in a sense that the same equation is retained at all scales. This
allows successive homogenization at multiple scales such as the one shown in Fig. 1.
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(a) Fine-scale domain
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(b) Fine-scale discretization

Figure 2: Fine scale domain (a) consisting of porous rock and randomly distributed elliptical vugs (red). The
unstructured mesh used in computing the fine-scale solution is shown to the right (b).

3 Upscaling of porous media with randomly distributed,

disconnected vugs

In this section we perform two numerical simulations designed to test the upscaling of
the Stoke-Brinkman equations. Both problems are set on the fine-scale domain shown
in Fig. 2(a). The domain consists of matrix (e.g., porous rock) populated with randomly
distributed ellipsoidal vugs. The vugs are completely free-flow regions, e.g., K = ∞ in-
side the vugs. The relatively simple shape of the vugs and the fact that they are not
connected, allows us to investigate the upscaled behavior of the media and quantify the
influence of the vugs. This is done by comparing numerically computed fine-scale flow
fields for Eqs. (2.9), (2.10) with corresponding coarse scale fields obtained by upscaling
the matrix/vug mixture to the Darcy model (2.19)-(2.20).

In all examples, the flow is driven from left to right by a pressure drop of 1Pa over
the horizontal direction. That is, the pressure is set to 1Pa at the left side of the domain
and zero at the right side. At the top and bottom sides no-flow boundary conditions
are specified. The fluid under consideration is water (µ = 1cP). In the first example
(Section 3.2) a constant matrix permeability is used, while in the second a variable matrix
permeability is considered (Section 3.3).

3.1 Discretization

For both examples we compute a reference fine-scale solution, using the regular triangu-
lar mesh shown in Fig. 2(b). The mesh has 35272 elements of average diameter h=0.01. In
order to solve numerically the fine-scale problem (2.9)-(2.10), as well as the cell problems
(2.16)-(2.17) we use a mixed finite element method for the Stokes-Brinkman equations
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in the primary variables. We use Taylor-Hood elements (continuous quadratic velocity
and continuous linear pressure, for more details, see, e.g., [30]) on unstructured grids.
The Taylor-Hood element is one of the few commonly used elements for the Stokes equa-
tion which is also stable for the Stokes-Brinkman equation [6]. It also provides a good
approximation for both velocity and pressure.

The linear systems resulting from this finite element discretization are symmetric and
indefinite and are solved using preconditioned conjugate gradient method for the pres-
sure Schur complement. For more details on these types of numerical the reader is re-
ferred to [30]. The coarse-scale problems (2.19)-(2.20) are solved by standard, conforming
finite element method (c.f., e.g., [7]).

Rock

Vugs

Rock

Vugs

Rock

Vugs

Rock

Vugs

Coarse Block

Fine Scale

Figure 3: Coarse block partitioning of the fine-scale domain.

The upscaling, again in both cases, is performed as follows. The whole domain is di-
vided into 5×5 coarse grid blocks, as shown in Fig. 3. For each coarse grid, the upscaled
permeability K∗ is computed (c.f., the cell problems (2.16)-(2.17)) and the averaging equa-
tion (2.18). The resulting Darcy equation (2.19)-(2.20) is solved by standard linear finite
elements and a coarse scale pressure is obtained.

Before presenting the results in details, let us note that the there were no free flow
regions at the coarse scale, therefore, one could use a conforming method for the coarse
scale diffusion equation (e.g., Eqs. (2.19)-(2.20)). This was done purely for convenience
as our main goal was to demonstrate the applicability of upscaling vuggy media, mod-
eled by the Stokes-Brinkman equation at the fine-scale. Note that in a multiphase flow
and transport simulation of realistic reservoirs one should use a mixed method or other
mass conservative methods at the coarse scale because mass conservative velocity field
is needed for solving the transport equation. This should also be done when the coarse-
scale equation is again Stokes-Brinkman model (c.f., Eqs. (2.21), (2.22)), for example due
to larger vugs that cannot will be visible across scales (Fig. 1).
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3.2 Homogeneous matrix permeability

In the first example, the background permeability field is homogeneous with K = 1mD.
The fine-scale solution is shown in Fig. 4. It can be seen that, the velocity inside the vugs
several times bigger than in the matrix and connected nearby vugs tend to create flow-
channels. Moreover, the velocity profile in elongated vugs resembles that of a Poiseuille
flow with the maximum velocity in the center of the vug.

(a) Streamlines and velocity magnitude (b) Pressure field

Figure 4: Fine scale reference solution (homogeneous matrix permeability).

Next, the whole domain is divided into 5×5 coarse grid blocks (Fig. 3). For each
coarse grid, the upscaled permeability K∗ is computed (c.f., the cell problems (2.16)-
(2.17)) and the averaging equation (2.18). The horizontal and vertical components K∗

11

and K∗
22 of the upscaled permeability tensor K∗ are shown in Fig. 5. We observe from this

figure that in the coarse regions with high concentration of vugs, the upscaled permeabil-
ity is higher. The upscaled permeability is approximately 30-50% higher than the matrix
permeability.

In Fig. 6(a), we plot the corresponding coarse-scale pressure. Since the difference
with the fine-scale pressure (Fig. 4(b)) is difficult to discern, we have subtracted 1−x
(the pressure drop) from both the coarse- and fine-scale pressure fields and plotted the
results in Figs. 6(b) and 6(c), respectively. Furthermore, we have compared this coarse-
scale pressure with the averaged coarse-scale pressure obtained from fine-scale solution.
The relative L2 error is found to be less than 2%. This result suggests that the proposed
upscaling method provides accurate coarse-scale solution for homogeneous background
permeability field.

3.3 Variable matrix permeability

In this example we replace the homogeneous matrix with a heterogeneous, isotropic ma-
trix permeability, as shown in Fig. 3.3. This more realistic example allows us to investigate
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(a) K11 (b) K12 (c) K22

Figure 5: Upscaled permeability (in mD) for constant rock permeability.

(a) Coarse-scale pressure p∗ . (b) Variation in coarse-scale pres-
sure (plotted is p∗−(1−x)).

(c) Variation in fine-scale pressure
(plotted is pε−(1−x)).

Figure 6: Homogeneous matrix. Comparison between the coarse-scale pressure (a) and reference solutions. In
order to emphasize the difference between the two, the variation in the pressure (by subtracting the linear drop
1−x) is plotted in (b) and (c).

the interplay between the vugs and the high-permeability channels which are present in
the matrix permeability.

The vug population (size, shape and locations) are identical to the previous example
(Fig. 2(a)). The fine-scale matrix permeability field is a realization of a stochastic field
with prescribed overall variance (quantified via σ2, the variance of log(k)), correlation
structure and covariance model. It was generated using the GSLIB algorithms [9], char-
acterized by a spherical variogram. The field has long correlation length in the horizontal
direction (0.4) and smaller correlation length in the vertical direction (0.1). The perme-
ability field has an average of 1mD and range of the values is three orders of magnitude.

In Fig. 8, the fine-scale solution is plotted for velocity and pressure fields. We see
from this figure that the heterogeneous permeability field creates additional high flow
channels for the vugs which can enhance connectivity of the media. This is more evident
if one compares Figs. 4 and 8. The presence of heterogeneous matrix permeability field
also alters the velocity streamlines significantly.

The upscaling was performed on the same 5×5 coarse grid (Fig. 3), as in the previous
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Figure 7: Log plot of the permeability field.
The actual permeability used is k = Cexp(·)
, where C is selected so that the average of
k is 1mD.

(a) Streamlines and velocity magnitude. (b) Variation in the pressure (plotted is
p−(1−x)).

Figure 8: Fine scale reference solution (heterogeneous matrix permeability).

example. Comparing Fig. 6 and Fig. 10, one can also observe that the upscaled permeabil-
ity fields K∗ are quite different for homogeneous and heterogeneous background perme-
abilities. The highest permeability in the case of heterogeneous background permeability
is 3.36mD, while the highest permeability in the case of homogeneous background per-
meability is only 1.53mD. Moreover, one can also observe different pattern structure in
the plots of upscaled permeabilities.

Based on the computed upscaled permeability field K∗, the Darcy model was again
solved and the upscaled pressure obtained (Fig. 10(a)). By comparing the upscaled pres-
sure with the averaged fine-scale pressure it is found that the relative L2 error is less than
5%. This result again suggests that the proposed upscaling method provides accurate
coarse-scale solution for heterogeneous background permeability field.
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(a) K11 (b) K12 (c) K22

Figure 9: Upscaled permeability (in mD).

(a) Coarse-scale pressure p∗ . (b) Variation in coarse-scale pres-
sure (plotted is p∗−(1−x)).

(c) Variation in fine-scale pressure
(plotted is pε−(1−x)).

Figure 10: Heterogeneous matrix. Comparison between the coarse-scale pressure (a) and reference solutions.
In order to emphasize the difference between the two, the variation in the pressure (by subtracting the linear
drop 1−x) is plotted in (b) and (c).

4 Modeling of vugs connected by fracture networks

In addition to vugs/caves, karst reservoirs typically also feature a variety of fractures.
These can be long-range fractures (hundreds of meters scale), short range fractures (me-
ters scale) and micro-fractures, at millimeter scale. A realistic reservoir can have very
complex fracture/vug topology with some vugs being connected by fractures of differ-
ent physical characteristics (aperture, roughness, fill-in material) while other vugs may
be isolated and surrounded only by porous rock.

In this section we study the interaction between fractions, vugs and the porous ma-
trix. We first take several representative coarse blocks which include different combi-
nations of vugs and fractures and we compute their effective permeability (Section 4.1).
We also demonstrate how the Stokes-Brinkman equation can be used to model fractures,
caves and vugs which are partially filled with material such as sand, gravel, mud, etc
(Section 4.2).
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Figure 11: Vugs interconnected by a fracture network.

4.1 Effects of vugs connected by fractures

Here we evaluate the effective permeability of a model REV with vugs, interconnected by
a fracture network. The coarse block contains three large elliptical vugs imbedded inside
the porous matrix, as shown in Fig. 11. A fracture network connecting the vugs as well
as the boundary of the REV was also established. Three cases were considered:

• Case I: The effective permeability tensor K∗ for the entire block was computed
ignoring all the fractures (Fig. 12(a)). That is, the fractures are considered part of
the porous matrix.

• Case II: The three fractures connecting the vugs were included in the computa-
tion, but the two cracks connecting the vugs to the boundary of the REV were not
included (Fig. 12(b)), that is, they were considered part of the porous matrix. This
simulation is representative of a (part) of reservoir where only short-range fractures
are present, that is, one can select an REV, representative of the vug population,
which completely contains the fractures.

• Case III: All the fractures were included in the simulation (Fig. 12(c)). This
simulation is relevant to (parts) of reservoirs with long-range fractures, that is, any
REV, representative of the vug population, is much smaller than the characteristic
length of the fractures.

The first case is similar to the computations performed previously in Section 3. It
serves as a baseline against which the presence of fractures, both short- and long-range
(Cases II and III, respectively), can be assessed quantitatively.

The simulations are set-up as follows: We use the Stokes-Brinkman model (2.9)-(2.10).
The coarse block has dimensions 20×20m. The porous matrix has a uniform permeability
of Kr = 1mD. The fractures are straight and have aperture in the range 1.1–1.7cm. They
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fractures running through the
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Figure 12: Representative cases of vugs and fracture networks.

also are assumed to have completely smooth surface. When a fracture is included in the
simulation, it is treated as a free flow region (K f =∞). When a fracture is not included in a
simulation it is assigned the same permeability as the surrounding rock matrix (K f =Kr).
The effective permeability of the block is computed by solving the cell problems (2.16)-
(2.17).

The results of the simulations are presented in Table 1. As expected, Case I is simi-
lar to the upscaling calculations of the precious section. The upscaled permeability K∗

increased about 70%–90% compared to the background matrix permeability (Kr).

Table 1: Effective permeabilities for a coarse block with vugs connected by a fracture network.

Case I Case II Case III
Effective REV Perme-
ability K∗ (in mD)

(

1.72 0.0
0.0 1.92

) (

3.35 0.0
0.0 2.37

) (

13.2 −1.35
−1.35 0.14

)

×106

The calculation of Case II show that connecting the vugs by short-range fractures
of centimeter size nearly doubled the effective permeability in the horizontal direction
in comparison to the basic Case I. The vertical permeability grew by another 20%. The
larger increase in horizontal permeability is probably due to the fact that two of the three
fractures run in that direction. Also, while having big effect, K∗ remained in the same
milli-Darcy range as the background matrix permeability (Kr = 1mD). This can be eas-
ily explained by realizing that the fluid cannot enter the vugs directly but needs to pass
through the matrix, thus the matrix determines the order of magnitude of the overall
permeability.

The results for Case III show permeability about six to seven orders of magnitude
larger than the matrix permeability. This implies that most of the flow runs directly
trough the fractures and the matrix contributes very little to the overall flow rate. This
result can be compared to the analytical results for permeability of a straight, smooth
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fracture running trough an impermeable block. Using the classical formula [3]:

k=
h3

12L
,

where h is the aperture of the fracture and L the length of the block, one sees, that a
1cm straight, smooth fracture running trough a 20m block (without any vugs) will lead
to effective permeability of 4.17×106mD which is in the same range. Note also that the
off-diagonal components are non-zero. This is due to the fact the REV is not completely
symmetric.

The results of Case III raise two important questions. First, how to upscale REVs in
the presence of long range fractures. And, secondly, what other physical effects become
important in such situations.

High perm 
coarse blocks

Well

Figure 13: A coarse scale discretization of a long-range fracture.

The upscaling of REVs with long-range fractures should be considered in the context
of the coarse scale problem. Suppose for example, that such coarse blocks occur away
from injection or production wells. Then a coarse scale discretization can easily cover an
entire long-range fracture with several coarse scale blocks. While each of these blocks
will have very high permeability, they will be surrounded by low-perm blocks as shown
in Fig. 13. Thus, in the absence of any direct link to high flow rate sources such as a
well, such a coarse scale discretization will capture correctly the macroscopic solution. If
however there are large flow rate sources nearby the fracture, then direct upscaling will
likely lead to poor results. In such situations it will be necessary to consider near well
models in conjunction with an iterative homogenization technique (c.f., e.g., [10, 31]).

4.2 Modeling of fracture fill-in

The simulations for Case III of Section 4.1 demonstrated the large impact a long-range
fracture can have on the effective properties of a coarse block. However, in that simula-
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tion, several physical aspects of fractures in karst reservoirs were not considered. First,
fractures are never straight lines, but instead have complex shape. Moreover, fracture
aperture is not constant, but can vary along the length of the fracture. In places a fracture
may nearly close, due to local roughness of its surface. Secondly, the fracture itself need
not be a completely free-flow area, but instead may have various types of filling, such
as mud, sand, gravel, etc. All of these factors may alter the flow rate trough a fracture
by orders of magnitude. Additionally, the fluid itself may have significant amount of
suspended solid particles, which may alter the flow in a fracture.

In this section we address the problem of modeling fracture fill-in, as well as fluids
with suspended rigid particles by means of the Stokes-Brinkman model (2.9), (2.10). As
was mentioned earlier, the permeability of a free flow region is set to ∞ (c.f., Eq. (2.11)).
However, in the case of fracture fill-in (partial or full) one may assign a finite perme-
ability of the fracture. Depending on the type of the fill-in, the flow in the fracture may
resemble Stokes flow (high porosity fill-in) or Darcy flow (low porosity fill-in). Thus, if
the permeability of the fill-in material is known one may assign a finite permeability in
the fracture and perform the scale-up. Such an approach can also be used if the fluid has
suspended rigid particles.

To investigate the effects of finite permeability in a filled fracture, we performed a
number of numerical simulation. The geometry under consideration was that of Case
III of the previous section (Fig. 12(c)). The basic matrix permeability was taken to be
Kr = 1D. The permeability of the fractures K f (all five of them) were assigned several
different scalar permeabilities, ranging from the matrix permeability 1D to ∞. The vugs
were always maintained free flow regions, that is, the permeability there was ∞.
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Figure 14: Effective permeability (K∗
11 component) of the coarse block as a function of the fracture permeability.

The effective permeability K∗ of the entire block was computed for each value of
K f . The results are shown in Fig. 14. At the bottom-left corner of the graph, the fracture
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permeability K f is equal to that of the matrix, that is the fractures are completely blocked.
It can be seen that K f needs to increase by a factor of 100, before a significant change in K∗

occurs. The region in the right part of the graph on the other hand, is the free, or nearly
free flow region. This flow regime starts at around K f ∼108–109D and an increase in K f

past that range does not visibly change K∗. There is a large (six orders of magnitude),
intermediate range of values of K f (102–108D), where the effective permeability changes
smoothly form the low perm limit (blocked fracture) to the high perm limit (unobstructed
fracture). Observe also that the change in K∗ from blocked to unobstructed fracture is
many orders of magnitude. Therefore, determining the presence and nature of the fill in
material is an important part of a robust reservoir model.

As a concluding remark, note also, that the low permeability limit is dictated by the
matrix, while the unobstructed fracture limit is controlled by the fracture network. Thus,
a change in the fracture aperture in some of the fractures will change the high perme-
ability limit, but will leave the low-permeability limit unchanged. Conversely, a change
in the background matrix permeability will alter only the left part of the graph, but the
high-permeability limit will remain unchanged as it is controlled by the fractures.

5 Conclusions

In this paper we have considered the Stokes-Brinkman equation as a fine-scale model
for flows in vuggy, fractured karst reservoirs. We used a mixed finite element method
to solve a number the fine-scale flow problems. We have analyzed both isolated vugs in
porous matrix as well as vugs connected by fracture networks. It was proposed to use
the Stokes-Brinkman equations to model fractures with fill in material and/or fluids with
suspended solid particles.

The results of Section 3 show that a fine-scale model based on Stokes-Brinkman equa-
tion can be used to describe the flow through vugular porous media. We have performed
upscaling of isolated vug population embedded in two different porous matrices by com-
puting coarse-scale permeabilities as well as coarse scale flow fields. The numerical tests
show that the proposed upscaling to Darcy law at the coarse scale is accurate in the case of
isolated vugs. Our upscaled results also demonstrate that a heterogeneous background
permeability field can give very different results compared to homogeneous background
permeability with the same vug locations. The mechanism behind this is that vugs can
connect otherwise disconnected high-perm regions in the rock matrix. This leads to the
creation of high permeability channels of interconnected high-perm matrix regions and
vugs, leading to substantial increase the overall permeability.

The interplay between vugs and fracture networks (Section 4) showed that two major
cases exist — that of short and long-range fractures. The results demonstrate that the
presence of a short-range fracture network connecting large vugs can change the effec-
tive permeability of a coarse block by a factor of 2-4. However, the effective permeability
remains of the same order of magnitude and upscaling such media poses no challenges.
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On the other hand, long range, large aperture, fractures, may change the effective per-
meability by many orders of magnitude. In such cases secondary effects, such as fracture
fill-in and roughness become important and need to be included in the fine-scale simu-
lations. If the fractures are unobstructed and the resulting effective permeability is very
high it may be necessary to consider more complex coarse-scale models which involve
near well modeling and/or iterative homogenization as done by [10, 31].

It was also shown (Section 4.2), that the Stokes-Brinkman equations allow the sim-
ulation of high porosity, but finite permeability fill-in regions in fractures and caves in
a natural way. This feature of the Stokes-Brinkman model can be extended to also cap-
ture uncertainty in the interface location, damage zones near the interface and particle
suspension in the working fluid.

Observe also that the present work can easily be extended to three spatial dimensions.
The analysis in Section 2.3 is valid in both two and three spatial dimensions. Qualita-
tively, one can expect similar difference between connected vugs and disconnected ones.
Parametrization based on the fracture fill-in material as done in Section 4.2 are again
possible, however detailed knowledge of the three-dimensional fracture structure will be
required to achieve meaningful results.
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