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#### Abstract

In this paper, a new symmetric energy-conserved splitting FDTD scheme (symmetric EC-S-FDTD) for Maxwell's equations is proposed. The new algorithm inherits the same properties of our previous EC-S-FDTDI and EC-S-FDTDII algorithms: energy-conservation, unconditional stability and computational efficiency. It keeps the same computational complexity as the EC-S-FDTDI scheme and is of second-order accuracy in both time and space as the EC-S-FDTDII scheme. The convergence and error estimate of the symmetric EC-S-FDTD scheme are proved rigorously by the energy method and are confirmed by numerical experiments.
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## 1 Introduction

For solving multidimensional partial differential equations, specially for parabolic problems, the alternating direction implicit methods (ADI) and the fractional step methods (FS) are very attractive and popular (see, e.g., $[6,8,26,27,29]$; and more recent works [ $5,7,18,20]$, etc). In computations of Maxwell's equations, many works related to the ADI technique have been studied for reducing the complexities and the large computational costs. For example, Holland in [16] discussed the ADI method combining with Yee's

[^0]scheme for the two-dimensional problems. However, the proposed scheme was difficult to obtain the unconditional stability property for three-dimensional Maxwell's equations. Zheng et al. in [33] first proposed an unconditionally stable ADI-FDTD scheme for the three-dimensional Maxwell's equations with an isotropic and lossless medium. The accuracy and dispersion of this scheme was further studied in [14,32]. Meanwhile, Namiki [23] proposed a kind ADI-FDTD scheme for the Maxwell's equations in twodimensions. The unconditional stability of the scheme was analyzed in [23,31]. Recently, combining the splitting technique with the staggered Yee's grid, Gao et al. in [11,12] proposed the splitting finite-difference time-domain methods for Maxwell's equations: the S-FDTDI and S-FDTDII schemes for the two-dimensional problems and the S-FDTD and IS-FDTD schemes for three-dimensional problems. All the schemes are efficient and easy to be implemented.

On the other aspect, to keep the original physical features of problems is of great importance in constructing numerical schemes for the long time computations. In the propagation of electromagnetic wave in lossless medium without sources, it is well known that the density of the electromagnetic energy of the wave is constant at different times. The previous ADI or splitting schemes are unconditionally stable and effective for high dimensional problems but often break the property of energy conservation of Maxwell's equations. More recently, in [4] we developed two energy-conserved splitting finitedifference time-domain schemes (EC-S-FDTDI and EC-S-FDTDII), which have important properties: i) Energy-conservation; ii) Unconditional stability; iii) Efficient computation at each time step; iv) Dissipation-free.

Based on the staggered Yee's grid, by applying the splitting technique, the proposed energy-conserved splitting finite-difference time-domain scheme (EC-S-FDTDI) in [4] consists of two stages at each time step and therefore is simple in computational complexity. However, it is only first-order accurate in time. The EC-S-FDTDII scheme in [4] is a three stages scheme, which keeps all the above mentioned properties i) - iv) as the EC-S-FDTDI scheme and is of second-order accuracy in time. The EC-S-FDTDII scheme improves the accuracy of the EC-S-FDTDI scheme but it contains three stages at each time step, i.e., three tri-diagonal systems are to be solved at each time step. By analyzing these two schemes, we note that the EC-S-FDTDI is just symmetric in space but not in time, which may explain its first-order convergence in the time direction. Thus, we propose to modify the EC-S-FDTDI scheme by distinguishing the time steps between the even time step and the odd time step so that the derived scheme is symmetric in the time direction. The new scheme is called the symmetric EC-S-FDTD scheme, which has the same computational complexity as the original EC-S-FDTDI scheme. We prove that the symmetric EC-S-FDTD scheme is energy-conserved, unconditionally stable and dissipative-free. Furthermore, it is shown that the scheme is of second-order accuracy in both time and space. These properties are confirmed by numerical experiments as well.

The remaining of the paper is organized as follows. In Section 2, the conservation properties of Maxwell's equations are introduced and the new symmetric EC-S-FDTD scheme is proposed for the two-dimensional case. In Section 3, the energy conserva-
tions, stability and convergence of the symmetric EC-S-FDTD scheme will be established by using the energy method. The divergence-free property is also analyzed. Numerical experiments for problems with the constant and piecewise constant coefficients are presented in Section 4.

## 2 Maxwell's equations and energy-conserved splitting FDTD schemes

Let $\vec{E}$ be the electric field, $\vec{H}$ the magnetic filed, $\vec{D}$ the electric displacement, and $\vec{B}$ the magnetic flux density. The Maxwell's equations in the differential form are given as (see, e.g., $[1,9])$ :

$$
\begin{align*}
& \nabla \times \vec{E}=-\frac{\partial \vec{B}}{\partial t}, \quad \nabla \times \vec{H}=\vec{J}+\frac{\partial \vec{D}}{\partial t},  \tag{2.1}\\
& \nabla \cdot \vec{B}=0, \quad \nabla \cdot \vec{D}=\rho, \tag{2.2}
\end{align*}
$$

where $\rho$ is the charge density, $\vec{J}$ is the current density. The electric and magnetic field variables are related through the constitutive relations as

$$
\begin{equation*}
\vec{D}=\epsilon \vec{E}, \quad \vec{B}=\mu \vec{H}, \quad \vec{J}=\sigma \vec{E}, \tag{2.3}
\end{equation*}
$$

where $\epsilon$ is the electric permittivity, $\mu$ is the magnetic permeability, and $\sigma$ is the electric conductivity. We note that the current density $\vec{J}$ typically includes different types of contributions to the current, e.g., eddy current $\sigma \vec{E}$ and impressed currents. In this work, we regard this current $\vec{J}$ as a pure eddy current $\sigma \vec{E}$.

Consider a two-dimensional transverse electric (TE) polarization case in a lossless medium without sources. We thus get $\rho=0, \vec{J}=0, \vec{E}=\left(E_{x}(x, y, t), E_{y}(x, y, t), 0\right)$ and $\vec{H}=$ $\left(0,0, H_{z}(x, y, t)\right)$. Therefore, the Maxwell's equations (2.1)-(2.2) become:

$$
\begin{align*}
& \frac{\partial E_{x}}{\partial t}=\frac{1}{\epsilon} \frac{\partial H_{z}}{\partial y}  \tag{2.4}\\
& \frac{\partial E_{y}}{\partial t}=-\frac{1}{\epsilon} \frac{\partial H_{z}}{\partial x},  \tag{2.5}\\
& \frac{\partial H_{z}}{\partial t}=\frac{1}{\mu}\left(\frac{\partial E_{x}}{\partial y}-\frac{\partial E_{y}}{\partial x}\right), \tag{2.6}
\end{align*}
$$

where $\vec{E}=\left(E_{x}(x, y, t), E_{y}(x, y, t)\right)$ and $H_{z}=H_{z}(x, y, t)$ denote the electric field and the magnetic field respectively. For simplicity, we consider the perfectly electric conducting (PEC) boundary condition on the boundary $\partial \Omega$ of the rectangle domain $\Omega=[0, a] \times[0, b]$ :

$$
\begin{equation*}
(\vec{E}, 0) \times(\vec{n}, 0)=0, \quad \text { on } \quad(0, T] \times \partial \Omega, \tag{2.7}
\end{equation*}
$$

where $\vec{n}$ is the outward normal vector on $\partial \Omega$. The PEC condition (2.7) can be recast as

$$
\begin{equation*}
E_{x}(x, 0, t)=E_{x}(x, b, t)=E_{y}(0, y, t)=E_{y}(a, y, t)=0, \quad \text { on } \quad(0, T] \times \partial \Omega \tag{2.8}
\end{equation*}
$$

To solve the system, the initial conditions are needed:

$$
\begin{equation*}
\vec{E}(x, y, 0)=\vec{E}_{0}(x, y)=\left(E_{x_{0}}(x, y), E_{y_{0}}(x, y)\right), \quad \text { and } \quad H_{z}(x, y, 0)=H_{z_{0}}(x, y) \tag{2.9}
\end{equation*}
$$

The problem (2.4)-(2.9) has a unique solution for suitably smooth data (see [19]).
For ease of in notations, $\epsilon$ and $\mu$ are assumed to be constant. The algorithms described in this paper can be easily extended to the case of variable coefficients. In the numerical experiments, the constant and discontinuous electric permittivity cases are considered to confirm our theoretical results.

### 2.1 Energy conservations in lossless medium

In a lossless medium without sources, $\vec{J}=0$ in the Maxwell's equations. We then have two energy conservation properties (see [4]).

Theorem 2.1 (Energy conservations). If $\vec{E}$ and $\vec{H}$ are the solutions of the Maxwell's equations (2.1)-(2.2) in lossless medium, and satisfy the boundary conditions:

$$
\begin{equation*}
\vec{E} \times \vec{n}=0, \quad \text { or } \quad \vec{H} \times \vec{n}=0, \tag{2.10}
\end{equation*}
$$

then it holds that energy conservation I

$$
\begin{equation*}
\int_{\Omega} \epsilon|\vec{E}(x, t)|^{2} d x+\int_{\Omega} \mu|\vec{H}(x, t)|^{2} d x \equiv \text { Constant } \tag{2.11}
\end{equation*}
$$

and energy conservation II

$$
\begin{equation*}
\int_{\Omega}\left(\epsilon\left|\frac{\partial \vec{E}}{\partial t}\right|^{2}+\mu\left|\frac{\partial \vec{H}}{\partial t}\right|^{2}\right) d x \equiv \text { Constant. } \tag{2.12}
\end{equation*}
$$

The energy conservation I is just the well-known Poynting theorem [1, 9], which means that the total electromagnetic energy in losses medium without sources keeps constant at any time.

Now for the electromagnetic waves in the lossless medium, there are two conservation laws, namely, (2.11) and (2.12). Therefore it is natural to ask whether the numerical schemes can keep these properties. To answer the question, in our previous paper [4], two energy-conserved splitting FDTD methods (EC-S-FDTDI and EC-S-FDTDII) are proposed.


Figure 1: Staggered grid, ' $\square$ ' for $H_{z i+\frac{1}{2}, j+\frac{1}{2}}^{n}$, ' $\triangle^{\prime}$ for $E_{y_{i, j+\frac{1}{2}}^{n}}^{n}$ ' $\nabla$ ' for $E_{x}{ }_{i+\frac{1}{2}, j}^{n}$.

### 2.2 Energy-conserved splitting FDTD schemes

The staggered Yee's grid is used in the FDTD methods (see Fig. 1). Let $\Delta x$ and $\Delta y$ be the mesh sizes along the $x$ and $y$ directions respectively, and $\Delta t$ the time step size. For $i=0,1, \cdots, I, j=0,1, \cdots, J$ and $n=0,1, \cdots, N$, define $\left(x_{i}, y_{j}, t^{n}\right)=(i \Delta x, j \Delta y, n \Delta t), x_{i+\frac{1}{2}}=x_{i}+\frac{1}{2} \Delta x$, $y_{j+\frac{1}{2}}=y_{j}+\frac{1}{2} \Delta y$ and $t^{n+\frac{1}{2}}=t^{n}+\frac{1}{2} \Delta t$. The grid function $U_{\alpha, \beta}^{n}$ is defined on the staggered grid where $\alpha=i$ or $i+\frac{1}{2}$ and $\beta=j$ or $j+\frac{1}{2}$, and $\delta_{x} U, \delta_{y} U$ and $\delta_{u} \delta_{v} U$ are defined as follows:

$$
\begin{array}{ll}
\delta_{t} U_{\alpha, \beta}^{n}=\frac{U_{\alpha, \beta}^{n+\frac{1}{2}}-U_{\alpha, \beta}^{n-\frac{1}{2}}}{\Delta t}, & \delta_{x} U_{\alpha, \beta}^{n}=\frac{U_{\alpha+\frac{1}{2}, \beta}^{n}-U_{\alpha-\frac{1}{2}, \beta}^{n}}{\Delta x}, \\
\delta_{y} U_{\alpha, \beta}^{n}=\frac{U_{\alpha, \beta+\frac{1}{2}}^{n}-U_{\alpha, \beta-\frac{1}{2}}^{n}}{\Delta y}, & \delta_{u} \delta_{v} U_{\alpha, \beta}^{m}=\delta_{u}\left(\delta_{v} U_{\alpha, \beta}^{n}\right),
\end{array}
$$

where $u$ and $v$ can be taken as $x$ - or $y$-direction. For the grid function $U_{\alpha, \beta^{\prime}}^{n}$, we may drop the subscript if there is no confusion.

Before we introduce the new symmetric EC-S-FDTD scheme, let us firstly review the two EC-S-FDTD algorithms in our previous paper [4].

### 2.2.1 The EC-S-FDTDI scheme

Stage 1: Compute $E_{y}^{n+1}$ and the intermediate variable $H_{z}^{*}$ from $H_{z}^{n}$ and $E_{y}^{n}$ :

$$
\begin{align*}
& \frac{E_{y_{i, j+\frac{1}{2}}^{n}}^{n+1}-E_{y_{i, j+\frac{1}{2}}^{n}}^{n}}{\Delta t}=-\frac{1}{2 \epsilon} \delta_{x}\left\{H_{z_{i, j+\frac{1}{2}}^{*}}^{*}+H_{z_{i, j+\frac{1}{2}}^{n}}^{n}\right\},  \tag{2.13}\\
& \frac{H_{z_{i+\frac{1}{2}, j+\frac{1}{2}}^{*}}^{*}-H_{z_{i+\frac{1}{2}, j+\frac{1}{2}}^{n}}^{n}}{\Delta t}=-\frac{1}{2 \mu} \delta_{x}\left\{E_{y_{i+\frac{1}{2}, j+\frac{1}{2}}^{n+1}}^{n}+E_{y_{i+\frac{1}{2}, j+\frac{1}{2}}^{n}}^{n}\right\} . \tag{2.14}
\end{align*}
$$

Stage 2: Compute $E_{x}^{n+1}$ and $H_{z}^{n+1}$ from $E_{x}^{n}$ and $H_{z}^{*}$ :

$$
\begin{align*}
& \frac{E_{x_{i+\frac{1}{2}, j}^{n+1}-E_{x_{i+\frac{1}{2}, j}^{n}}^{n}}^{\Delta t}=\frac{1}{2 \epsilon} \delta_{y}\left\{H_{z}^{n+\frac{1}{2}, j}\right.}{\left.n+H_{z}{ }_{i+\frac{1}{2}, j}^{*}\right\}}  \tag{2.15}\\
& \frac{H_{z_{i+\frac{1}{2}, j+\frac{1}{2}}^{n+1}}^{n+} H_{z_{i+\frac{1}{2}, j+\frac{1}{2}}^{*}}^{*}}{\Delta t}=\frac{1}{2 \mu} \delta_{y}\left\{E_{x_{i+\frac{1}{2}, j+\frac{1}{2}}^{n+1}}^{n}+E_{x_{i+\frac{1}{2}, j+\frac{1}{2}}^{n}}\right\} . \tag{2.16}
\end{align*}
$$

### 2.2.2 The EC-S-FDTDII scheme

Stage 1: Compute the intermediate variables $E_{x}^{*}$ and $H_{z}^{*}$ from $E_{x}^{n}$ and $H_{z}^{n}$ :

$$
\begin{align*}
& \frac{E_{x_{i+\frac{1}{2}, j}^{*}}^{*}-E_{x}^{n}{ }_{i+\frac{1}{2}, j}^{n}}{\Delta t}=\frac{1}{4 \epsilon} \delta_{y}\left\{H_{z_{i+\frac{1}{2}, j}^{*}}^{*}+H_{z_{i+\frac{1}{2}, j}^{n}}^{n}\right\}  \tag{2.17}\\
& \frac{H_{z_{i+\frac{1}{2}, j+\frac{1}{2}}^{*}}^{*}-H_{z_{i+\frac{1}{2}, j+\frac{1}{2}}^{n}}^{n}}{\Delta t}=\frac{1}{4 \mu} \delta_{y}\left\{E_{x_{i+\frac{1}{2}, j+\frac{1}{2}}^{*}}^{*}+E_{x i+\frac{1}{2}, j+\frac{1}{2}}^{n}\right\} \tag{2.18}
\end{align*}
$$

Stage 2: Compute $E_{y}{ }^{n+1}$ and the intermediate variable $H_{z}{ }^{* *}$ from $E_{y}{ }^{n}$ and $H_{z}^{*}$ :

$$
\begin{align*}
& \frac{E_{y_{i, j+\frac{1}{2}}^{n+1}-E_{y_{i, j+\frac{1}{2}}^{n}}^{n}}^{n t}=-\frac{1}{2 \epsilon} \delta_{x}\left\{H_{z_{i, j+\frac{1}{2}}^{* *}}^{* *}+H_{z_{i, j+\frac{1}{2}}^{*}}^{*}\right\}}{\frac{H_{z_{i+\frac{1}{2}, j+\frac{1}{2}}^{* *}}^{* *} H_{z i+\frac{1}{2}, j+\frac{1}{2}}^{*}}{\Delta t}=-\frac{1}{2 \mu} \delta_{x}\left\{E_{y_{i+\frac{1}{2}, j+\frac{1}{2}}^{n+1}}^{\left.n+E_{y_{i+\frac{1}{2}, j+\frac{1}{2}}^{n}}^{n}\right\}}\right.} . \tag{2.19}
\end{align*}
$$

Stage 3: Compute $E_{x}{ }^{n+1}$ and $H_{z}^{n+1}$ from $H_{z}^{* *}$ and $E_{x}^{*}$ :

$$
\begin{align*}
& \left.\frac{E_{x_{i+\frac{1}{2}, j}^{n+1}-E_{x_{i+\frac{1}{2}, j}^{*}}^{*}}^{\Delta t}=\frac{1}{4 \epsilon} \delta_{y}\left\{H_{z}^{n+\frac{1}{2}, j}\right.}{n+H_{z}^{*+\frac{1}{2}, j}}\right\}  \tag{2.21}\\
& \frac{H_{z}^{n+1}, j+\frac{1}{2}}{n+H_{z}^{*+\frac{1}{2}, j+\frac{1}{2}}}{ }_{\Delta t}^{\Delta t}=\frac{1}{4 \mu} \delta_{y}\left\{E_{x_{i+\frac{1}{2}, j+\frac{1}{2}}^{n+1}}^{* *}+E_{x_{i+\frac{1}{2}, j+\frac{1}{2}}^{*}}^{*}\right. \tag{2.22}
\end{align*}
$$

According to the PEC boundary conditions (2.8), the boundary conditions for symmetric EC-S-FDTD scheme (2.13)-(2.22) are:

$$
\begin{equation*}
E_{x_{i+\frac{1}{2}, 0}^{n}}^{n}=E_{x_{i+\frac{1}{2}, J}^{n}}^{n}=E_{y_{0, j+\frac{1}{2}}^{n}}^{n}=E_{y_{I, j+\frac{1}{2}}^{0}}^{0}=0 \tag{2.23}
\end{equation*}
$$

and the initial values $E_{\alpha, \beta}^{0}$ and $H_{\alpha, \beta}^{0}$ are

$$
\begin{equation*}
E_{x_{\alpha, \beta}}^{0}=E_{x_{0}}(\alpha \Delta x, \beta \Delta y) ; \quad E_{y_{\alpha, \beta}}^{0}=E_{y_{0}}(\alpha \Delta x, \beta \Delta y) ; \quad H_{z \alpha, \beta}^{0}=H_{z_{0}}(\alpha \Delta x, \beta \Delta y) \tag{2.24}
\end{equation*}
$$

From the analysis of [4], we know that although the EC-S-FDTDI scheme has many advantages: several advantages i)-iv) as mentioned in the previous section, it is only of first-order accuracy in time. While the EC-S-FDTDII scheme keeps all the above properties of the EC-S-FDTDI scheme and is of second-order accuracy in time, it is a three-stages scheme, i.e., for every time step three computation processes are needed. To overcome this disadvantage, we propose a new symmetric EC-S-FDTD scheme by distinguishing the time steps between the even time step and the odd time step.

### 2.2.3 Symmetric EC-S-FDTD scheme

1. At every odd time step, i.e., from $t^{2 k}$ to $t^{2 k}+\Delta t$, use $E_{x}^{2 k}, E_{y}^{2 k}$ and $H_{z}^{2 k}$ to compute $E_{x}^{2 k+1}, E_{y}^{2 k+1}$ and $H_{z}^{2 k+1}$ by the EC-S-FDTDI scheme.
Stage 1.1: use $H_{z}^{2 k}$ and $E_{y}^{2 k}$ to compute $E_{y}^{2 k+1}$ and temperate variable $H_{z}^{*}$ :

$$
\begin{align*}
& \frac{E_{y_{i, j+\frac{1}{2}}^{2 k+1}}^{2 k+E_{y_{i, j+\frac{1}{2}}}^{2 k}}=-\frac{1}{2 \epsilon} \delta_{x}\left\{H_{z_{i, j+\frac{1}{2}}^{*}}^{*}+H_{z_{i, j+\frac{1}{2}}^{2 k}}^{2 k}\right\},}{\Delta t}  \tag{2.25}\\
& \frac{H_{z_{i+\frac{1}{2}, j+\frac{1}{2}}^{*}}^{*}-H_{z_{i+\frac{1}{2}, j+\frac{1}{2}}^{2}}^{2 k}}{\Delta t}=-\frac{1}{2 \mu} \delta_{x}\left\{E_{y_{i+\frac{1}{2}, j+\frac{1}{2}}^{2 k+1}}^{2 k+E_{y_{i+\frac{1}{2}, j+\frac{1}{2}}^{2 k}}^{2 k}}\right\} . \tag{2.26}
\end{align*}
$$

Stage 1.2: use $E_{x}^{2 k}$ and $H_{z}^{*}$ to compute $E_{x}^{2 k+1}$ and $H_{z}^{2 k+1}$ :

$$
\begin{align*}
& \frac{E_{x_{i+\frac{1}{2}, j}^{2}}^{2 k+1}-E_{x_{i+\frac{1}{2}, j}^{2}}^{2 k}}{\Delta t}=\frac{1}{2 \epsilon} \delta_{y}\left\{H_{z_{i+\frac{1}{2}, j}^{2}}^{2 k+1}+H_{z_{i+\frac{1}{2}, j}^{*}}^{*}\right\},  \tag{2.27}\\
& \frac{H_{z_{i+\frac{1}{2}, j+\frac{1}{2}}^{2 k+}}^{2 k+}-H_{z_{i+\frac{1}{2}, j+\frac{1}{2}}^{*}}^{*}}{\Delta t}=\frac{1}{2 \mu} \delta_{y}\left\{E_{x_{i+\frac{1}{2}, j+\frac{1}{2}}^{2 k+1}}^{\left.2 k+E_{x_{i+\frac{1}{2}, j+\frac{1}{2}}^{2}}^{2 k}\right\} .}\right. \tag{2.28}
\end{align*}
$$

2. At every even time step, i.e., from $t^{2 k}+\Delta t$ to $t^{2 k}+2 \Delta t$, use $E_{x}^{2 k+1}, E_{y}^{2 k+1}$ and $H_{z}^{2 k+1}$ to compute $E_{x}^{2 k+2}, E_{y}^{2 k+2}$ and $H_{z}^{2 k+2}$ by the (reverse) EC-S-FDTDI scheme.
Stage 2.1: use $E_{x}^{2 k+1}$ and $H_{z}^{2 k+1}$ to compute $E_{x}^{2 k+2}$ and temperate variable $H_{z}^{* *}$ :

$$
\begin{align*}
& \frac{E_{x_{i+\frac{1}{2}, j}^{2}}^{2 k+2}-E_{x_{i+\frac{1}{2}, j}^{2}}^{2 k+1}}{\Delta t}=\frac{1}{2 \epsilon} \delta_{y}\left\{H_{z_{i+\frac{1}{2}, j}^{* *}}^{* *}+H_{z_{i+\frac{1}{2}, j}^{2 k+1}}^{2 k}\right.  \tag{2.29}\\
& \frac{H_{z_{i+\frac{1}{2}, j+\frac{1}{2}}^{* *}}^{2}-H_{z_{i+\frac{1}{2}, j+\frac{1}{2}}^{2}}^{2 k+1}}{\Delta t}=\frac{1}{2 \mu} \delta_{y}\left\{E_{x_{i+\frac{1}{2}, j+\frac{1}{2}}^{2 k+2}}^{\left.2 k+E_{x_{i+\frac{1}{2}, j+\frac{1}{2}}^{2}}^{2 k+1}\right\} .}\right. \tag{2.30}
\end{align*}
$$

Stage 2.2: use $H_{z}^{* *}$ and $E_{y}^{2 k+1}$ to compute $E_{y}^{2 k+2}$ and $H_{z}^{2 k+2}$ :

$$
\begin{align*}
& \frac{E_{y_{i, j+\frac{1}{2}}^{2 k+2}}^{2 k}-E_{y_{i, j+\frac{1}{2}}^{2}}^{2 k+1}=-\frac{1}{2 \epsilon} \delta_{x}\left\{H_{z_{i, j+\frac{1}{2}}^{2}}^{2 k+2}+H_{z_{i, j+\frac{1}{2}}^{* *}}^{*}\right\},}{\Delta t}  \tag{2.31}\\
& \frac{H_{z_{i+\frac{1}{2}, j+\frac{1}{2}}^{2}}^{2 k+2}-H_{z_{i+\frac{1}{2}, j+\frac{1}{2}}^{* *}}^{* *}}{\Delta t}=-\frac{1}{2 \mu} \delta_{x}\left\{E_{y_{i+\frac{1}{2}, j+\frac{1}{2}}^{2 k+2}}^{\left.2 k+E_{y_{i+\frac{1}{2}, j+\frac{1}{2}}^{2}}^{2 k+1}\right\} .}\right. \tag{2.32}
\end{align*}
$$

Note that the total number of time steps $N$ should satisfy $N=2 m$ and $0 \leq k \leq m-1$.
Remark 2.1. It is obvious that the symmetric EC-S-FDTD scheme is a symmetric version of the EC-S-FDTDI scheme and both two schemes have the same computational complexity. In the following sections, our further analysis and numerical experiments will show that this symmetric version is of second-order accuracy in time.

## 3 Stability and convergence analysis

For grid functions defined on the staggered grid:

$$
U:=\left\{U_{i+\frac{1}{2}, j}\right\}, \quad V:=\left\{V_{i, j+\frac{1}{2}}\right\}, \quad W:=\left\{W_{i+\frac{1}{2}, j+\frac{1}{2}}\right\}, \quad \vec{F}:=\left\{\left(U_{i+\frac{1}{2}, j}, V_{i, j+\frac{1}{2}}\right)\right\},
$$

the discrete $L^{2}$ energy norms are used:

$$
\begin{aligned}
& \|U\|_{E_{x}}^{2}=\sum_{i=0}^{I-1} \sum_{j=0}^{I-1}\left|U_{i+\frac{1}{2}, j}\right|^{2} \Delta x \Delta y, \quad\|V\|_{E_{y}}^{2}=\sum_{i=0}^{I-1} \sum_{j=0}^{J-1}\left|V_{i, j+\frac{1}{2}}\right|^{2} \Delta x \Delta y, \\
& \|W\|_{H}^{2}=\sum_{i=0}^{I-1-1} \sum_{j=0}^{I-1}\left|W_{i+\frac{1}{2}, j+\frac{1}{2}}\right|^{2} \Delta x \Delta y, \quad\|\vec{F}\|_{E}^{2}=\|U\|_{E_{x}}^{2}+\|V\|_{E_{y}}^{2} .
\end{aligned}
$$

### 3.1 Energy conservations and unconditional stability

Theorem 3.1 (Discrete energy conservations). For integer $n \geq 0$, if $\vec{E}^{n}:=\left\{\left(E_{x_{i+\frac{1}{2}, j} j^{\prime}} E_{y_{i, j+\frac{1}{2}}}^{n}\right)\right\}$ and $H_{z}^{n}:=\left\{H_{z_{i+\frac{1}{2}, j+\frac{1}{2}}^{n}}^{n}\right\}$ are the solutions of symmetric EC-S-FDTD (2.25)-(2.32), then the following discrete energies are constants:

$$
\begin{equation*}
\left\|\epsilon^{\frac{1}{2}} \vec{E}^{n+1}\right\|_{E}^{2}+\left\|\mu^{\frac{1}{2}} H_{z}^{n+1}\right\|_{H}^{2}=\left\|\epsilon^{\frac{1}{2}} \vec{E}^{n}\right\|_{E}^{2}+\left\|\mu^{\frac{1}{2}} H_{z}^{n}\right\|_{H^{\prime}}^{2} \tag{3.1}
\end{equation*}
$$

and

$$
\begin{align*}
& \left\|\epsilon^{\frac{1}{2}}\left(\vec{E}^{n+2}-\vec{E}^{n}\right) /(2 \Delta t)\right\|_{E}^{2}+\left\|\mu^{\frac{1}{2}}\left(H_{z}^{n+2}-H_{z}^{n}\right) /(2 \Delta t)\right\|_{H}^{2} \\
= & \left\|\epsilon^{\frac{1}{2}}\left(\vec{E}^{n+1}-\vec{E}^{n-1}\right) /(2 \Delta t)\right\|_{E}^{2}+\left\|\mu^{\frac{1}{2}}\left(H_{z}^{n+1}-H_{z}^{n-1}\right) /(2 \Delta t)\right\|_{H}^{2} . \tag{3.2}
\end{align*}
$$

Proof. The first energy conservation relationship (3.1) can be immediately induced from the property of the EC-S-FDTDI scheme (see Theorem 10 in [4]).

For Eq. (3.2), let us consider one time period. At the even time step ( $n=2 k$ ), we use (2.29)-(2.32). Subtracting the $2 k$ th step from the $(2 k+2)$-th step of the symmetric EC-SFDTD scheme, we obtain

$$
\begin{align*}
& \frac{E_{x_{i+\frac{1}{2}, j}^{2}}^{2 k+2}-E_{x_{i+\frac{1}{2}, j}^{2}}^{2 k}}{\Delta t}-\frac{E_{x_{i+\frac{1}{2}, j}^{2}}^{2 k+1}-E_{x_{i+\frac{1}{2}, j}^{2}}^{2 k-1}}{\Delta t} \\
= & \frac{1}{2 \epsilon} \delta_{y}\left[\left(H_{z_{i+\frac{1}{2}, j}^{* *}}^{* *}-H_{z_{i+\frac{1}{2}, j}^{* *-2}}^{*}\right)+\left(H_{z_{i+\frac{1}{2}, j}^{2}}^{2 k+1}-H_{z_{i+\frac{1}{2}, j}^{2 k-1}}^{2 k}\right)\right],  \tag{3.3}\\
& \frac{H_{z_{i+\frac{1}{2}, j+\frac{1}{2}}^{* *}}^{*}-H_{z_{i+\frac{1}{2}, j+\frac{1}{2}}^{*}}^{* * 2}-\frac{H_{z_{i+1}^{2}, j+\frac{1}{2}}^{2 k+1}-H_{z_{i+\frac{1}{2}, j+\frac{1}{2}}}^{2 k-1}}{\Delta t}}{\Delta t} \\
= & \frac{1}{2 \mu} \delta_{y}\left[\left(E_{x_{i+\frac{1}{2}, j+\frac{1}{2}}^{2 k+2}}^{\left.\left.2 k+E_{x_{i+\frac{1}{2}, j+\frac{1}{2}}}^{2 k}\right)+\left(E_{x_{i+\frac{1}{2}, j+\frac{1}{2}}^{2 k}}^{2 k+1}-E_{x_{i+\frac{1}{2}, j+\frac{1}{2}}^{2 k}}^{2 k-1}\right)\right],}\right.\right. \tag{3.4}
\end{align*}
$$

$$
\begin{align*}
& \frac{E_{y_{i, j+\frac{1}{2}}^{2}}^{2 k+2}-E_{y_{i, j+\frac{1}{2}}^{2}}^{2 k}}{\Delta t}-\frac{E_{y_{i, j+\frac{1}{2}}^{2 k+1}}^{2 k}-E_{y_{i, j+\frac{1}{2}}^{2}}^{2 k-1}}{\Delta t} \\
= & \frac{-1}{2 \epsilon} \delta_{x}\left[\left(H_{z_{i, j+\frac{1}{2}}}^{2 k+}-H_{z_{i, j+\frac{1}{2}}}^{2 k}\right)+\left(H_{z_{i, j+\frac{1}{2}}^{* *}}^{*}-H_{z_{i, j+\frac{1}{2}}^{* *-2}}^{2}\right)\right], \tag{3.5}
\end{align*}
$$

and

$$
\begin{align*}
& \frac{H_{z_{i+\frac{1}{2}, j+\frac{1}{2}}^{2}}^{2 k+2}-H_{z_{i+\frac{1}{2}, j+\frac{1}{2}}}^{2 k}}{\Delta t}-\frac{H_{z_{i+\frac{1}{2}, j+\frac{1}{2}}^{* *}}^{*}-H_{z_{i+\frac{1}{2}, j+\frac{1}{2}}^{*}}^{*-2}}{\Delta t} \\
= & \frac{-1}{2 \mu} \delta_{x}\left[\left(E_{y_{i+\frac{1}{2}, j+\frac{1}{2}}}^{2 k+2}-E_{y_{i+\frac{1}{2}, j+\frac{1}{2}}}^{2 k}\right)+\left(E_{y_{i+\frac{1}{2}, j+\frac{1}{2}}^{2 k+1}}^{2 k}-E_{y_{i+\frac{1}{2}, j+\frac{1}{2}}^{2 k-1}}^{2 k}\right)\right] . \tag{3.6}
\end{align*}
$$

Again, using the same method as in Theorem 10 in [4], we can show that (3.2) is true for even $n$. Similarly, it is also true for odd $n$.

The above theorem shows that the symmetric EC-S-FDTD scheme satisfies the Poynting theorem, i.e., (2.11), in the discrete sense. Moreover, the energy conservation (2.12) holds at every two time steps.

From the above theorem, the stability of the scheme can be immediately obtained.
Corollary 3.1 (Unconditional stability). The symmetric EC-S-FDTD scheme is unconditionally stable for the two-dimensional Maxwell's equations with the PEC boundary conditions.

### 3.2 Truncation errors

The symmetric EC-S-FDTD scheme can be recast as another equivalent form:

$$
\begin{align*}
& \frac{E_{x_{i+\frac{1}{2}, j}^{2}}^{2 k+2}-E_{x_{i+\frac{1}{2}, j}}^{2 k}}{\Delta t} \\
= & \frac{1}{2 \epsilon} \delta_{y}\left\{H_{z_{i+\frac{1}{2}, j}^{2 k+1}}^{2 k+}+H_{z_{i+\frac{1}{2}, j}}^{2 k}\right\}+\frac{1}{2 \epsilon} \delta_{y}\left\{H_{z_{i+\frac{1}{2}, j}^{2}}^{2 k+2}+H_{z_{i+\frac{2}{2}, j}^{2 k+1}}^{2 k+1}\right\}+\frac{\Delta t}{4 \mu \epsilon} \delta_{x} \delta_{y}\left\{E_{y_{i+\frac{1}{2}, j}^{2 k+2}}^{\left.2 k+E_{y_{i+\frac{1}{2}, j}}^{2 k}\right\},}\right.  \tag{3.7}\\
& \frac{E_{y_{i, j+\frac{1}{2}}^{2}}^{2 k+2}-E_{y_{i, j+\frac{1}{2}}^{2}}^{2 k}}{\Delta t} \\
= & -\frac{1}{2 \epsilon} \delta_{x}\left\{H_{z_{i, j+\frac{1}{2}}^{2}}^{2 k+1}+H_{z_{i, j+\frac{1}{2}}}^{2 k}\right\}-\frac{1}{2 \epsilon} \delta_{x}\left\{H_{z_{i, j+\frac{1}{2}}}^{2 k+2}+H_{z_{i, j+\frac{1}{2}}}^{2 k+1}\right\}-\frac{\Delta t}{4 \mu \epsilon} \delta_{x} \delta_{y}\left\{E_{x_{i, j+\frac{1}{2}}}^{2 k+2}-E_{x_{i, j+\frac{1}{2}}^{2}}^{2 k}\right\}, \tag{3.8}
\end{align*}
$$

and

$$
\begin{align*}
& \frac{H_{z_{i+\frac{1}{2}, j+\frac{1}{2}}^{2 k+2}}^{2 k}-H_{z_{i+\frac{1}{2}, j+\frac{1}{2}}^{2}}^{2 k}}{\Delta t} \\
= & \frac{1}{2 \mu}\left\{\delta_{y}\left(E_{x_{i+\frac{1}{2}, j+\frac{1}{2}}^{2 k+2}}^{2 k}+2 E_{x_{i+\frac{1}{2}, j+\frac{1}{2}}}^{2 k+1}+E_{x_{i+\frac{1}{2}, j+\frac{1}{2}}^{2}}^{2 k}\right)-\delta_{x}\left(E_{y_{i+\frac{1}{2}, j+\frac{1}{2}}^{2 k+2}}^{2 k}+2 E_{y_{i+\frac{1}{2}, j+\frac{1}{2}}^{2 k+1}}^{2 k}+E_{y_{i+\frac{1}{2}, j+\frac{1}{2}}^{2 k}}^{2 k}\right)\right\} . \tag{3.9}
\end{align*}
$$

According to [4], the truncation errors of the Crank-Nicolson scheme at each time step are of second-order accuracy in both time and space. Then comparing the CrankNicolson scheme with the equivalent form of the symmetric EC-S-FDTD scheme (3.7)(3.9), the truncation errors of the equivalent form of the symmetric EC-S-FDTD scheme are just second-order perturbations of the Crank-Nicolson scheme. Note that

$$
\frac{\Delta t}{4 \mu \epsilon} \delta_{x} \delta_{y}\left\{E_{y}\left(t^{2 k+2}, x_{i+\frac{1}{2}}, y_{j}\right)-E_{y}\left(t^{2 k}, x_{i+\frac{1}{2}}, y_{j}\right)\right\}
$$

and

$$
\frac{\Delta t}{4 \mu \epsilon} \delta_{x} \delta_{y}\left\{E_{x}\left(t^{2 k+2}, x_{i}, y_{j+\frac{1}{2}}\right)-E_{x}\left(t^{2 k}, x_{i}, y_{j+\frac{1}{2}}\right)\right\}
$$

can be regarded as approximations of

$$
\frac{\Delta t^{2}}{2 \mu \epsilon} \frac{\partial^{2} E_{w}\left(t^{2 k+1}\right)}{\partial x \partial y}, \quad(w=x, y)
$$

respectively. Thus, we obtain the following lemma.
Lemma 3.1 (Truncation errors). Suppose that the exact solutions of the Maxwell's equation $E_{x}$, $E_{y}$ and $H_{z}$ are sufficiently smooth:

$$
\vec{E} \in C^{3}\left([0, T] ;\left[C^{3}(\bar{\Omega})\right]^{2}\right) \quad \text { and } \quad H_{z} \in C^{3}\left([0, T] ; C^{3}(\bar{\Omega})\right) .
$$

Let $\xi_{x_{i+\frac{1}{2}, j^{\prime}}^{2 k+1} \xi_{i, j+\frac{1}{2}}^{2 k+1}}^{2}$ and $\eta_{z_{i+\frac{1}{2}, j+\frac{1}{2}}^{2 k+1}}^{2 e}$ be truncation errors of (3.7)-(3.9) at time $t^{2 k+1}$. Then they satisfy:

$$
\begin{equation*}
\max _{k}\left\{\left|\xi_{x}^{2 k+1}\right|,\left|\xi_{y}^{2 k+1}\right|,\left|\eta_{z}^{2 k+1}\right|\right\} \leq C\left\{\Delta t^{2}+\Delta x^{2}+\Delta y^{2}\right\} . \tag{3.10}
\end{equation*}
$$

### 3.3 Convergence analysis

Now, let us provide a rigorous analysis of convergence of the symmetric EC-S-FDTD scheme.

Theorem 3.2 (Convergence analysis). Suppose that the exact solutions of the Maxwell's equation $E_{x}, E_{y}$ and $H_{z}$ are smooth enough:

$$
\vec{E} \in C^{3}\left([0, T] ;\left[C^{3}(\bar{\Omega})\right]^{2}\right) \quad \text { and } \quad H_{z} \in C^{3}\left([0, T] ; C^{3}(\bar{\Omega})\right) .
$$

Let $E_{x}{ }^{n}, E_{y}{ }^{n}$ and $H_{z}{ }^{n}$ be the numerical solutions of the symmetric EC-S-FDTD scheme (2.25)-(2.32). Then, for any fixed time interval $T>0$, there exists a constant $C_{\mu \epsilon}$ independent of $\Delta t, \Delta x$ and $\Delta y$ such that for $n \geq 0$,

$$
\begin{align*}
& \max _{0 \leq n \leq N}\left\{\left\|\epsilon^{\frac{1}{2}}\left[E\left(t^{n}\right)-E^{n}\right]\right\|_{E}^{2}+\left\|\mu^{\frac{1}{2}}\left[H_{z}\left(t^{n}\right)-H_{z}^{n}\right]\right\|_{H}^{2}\right\} \\
\leq & e^{T}\left(\left\|\epsilon^{\frac{1}{2}}\left(\vec{E}\left(t^{0}\right)-\vec{E}^{0}\right)\right\|_{E}^{2}+\left\|\mu^{\frac{1}{2}}\left(H_{z}\left(t^{0}\right)-H_{z}^{0}\right)\right\|_{H}^{2}\right)+C_{\mu \epsilon} e^{T}\left(\Delta t^{2}+\Delta x^{2}+\Delta y^{2}\right)^{2} . \tag{3.11}
\end{align*}
$$

Proof. Firstly, let us define the error functions on the staggered grid:

$$
\mathcal{E}_{w_{\alpha, \beta}}^{n}=E_{w}\left(x_{\alpha}, x_{\beta}, t^{n}\right)-E_{w \alpha, \beta}^{n}, \mathcal{H}_{z \alpha, \beta}^{n}=H_{z}\left(x_{\alpha}, x_{\beta}, t^{n}\right)-H_{z \alpha, \beta}^{n}
$$

where $E_{w}\left(x_{\alpha}, y_{\beta}, t^{n}\right)(w=x, y)$ and $H_{z}\left(x_{\alpha}, y_{\beta}, t^{n}\right)$ denote the values of exact solutions $E_{w}$ and $H_{z}$ on the point $\left(x_{\alpha}, y_{\beta}, t^{n}\right)$. Then, we focus on the following error equations:

$$
\begin{align*}
& \frac{\mathcal{E}_{y_{i, j+\frac{1}{2}}}^{2 k+1}-\mathcal{E}_{\mathcal{Y}_{i, j+\frac{1}{2}}^{2}}^{2 k}=-\frac{1}{2 \epsilon} \delta_{x}\left\{\mathcal{H}_{z_{i, j+\frac{1}{2}}^{*}}^{*}+\mathcal{H}_{z_{i, j+\frac{1}{2}}^{2}}^{2 k}\right\}+e_{1_{i, j+\frac{1}{2}},}}{\Delta t} \mathcal{H}_{z_{i+\frac{1}{2}, j+\frac{1}{2}}^{*}-\mathcal{H}_{z_{i+\frac{1}{2}, j+\frac{1}{2}}^{2 k}}^{2 k}}^{\Delta t}=-\frac{1}{2 \mu} \delta_{x}\left\{\mathcal{E}_{y_{i+\frac{1}{2}, j+\frac{1}{2}}^{2 k+1}}^{\left.2 k+\mathcal{E}_{y_{i+\frac{1}{2}, j+\frac{1}{2}}}^{2 k}\right\}+e_{2+\frac{1}{2}, j+\frac{1}{2}}},\right.  \tag{3.12a}\\
& \frac{\mathcal{E}_{x_{i+\frac{1}{2}, j}^{2}, j}^{2 k+1}-\mathcal{E}_{x_{i+\frac{1}{2}, j}^{2 k}}^{2 k}}{\Delta t}=\frac{1}{2 \epsilon} \delta_{y}\left\{\mathcal{H}_{z_{i+\frac{1}{2}, j}^{2 k+1}}^{2 k}+\mathcal{H}_{z_{i+\frac{1}{2}, j}^{*}}^{*}\right\}+e_{3 i+\frac{1}{2}, j},  \tag{3.12b}\\
& \frac{\mathcal{H}_{z_{i+\frac{1}{2}, j+\frac{1}{2}}^{2 k+1}}^{2 k}-\mathcal{H}_{z_{i+\frac{1}{2}, j+\frac{1}{2}}^{*}}^{*}}{\Delta t}=\frac{1}{2 \mu} \delta_{y}\left\{\mathcal{E}_{x_{i+\frac{1}{2}, j+\frac{1}{2}}^{2 k+1}}^{\left.2 k+\mathcal{E}_{x_{i+\frac{1}{2}, j+\frac{1}{2}}^{2 k}}^{2 k}\right\}+e_{4+\frac{1}{2}, j+\frac{1}{2}},}\right. \tag{3.12c}
\end{align*}
$$

$$
\begin{equation*}
\frac{\mathcal{E}_{x_{i+\frac{1}{2}, j}^{2}}^{2 k+2}-\mathcal{E}_{x_{i+\frac{1}{2}, j}^{2 k}}^{2 k+1}}{\Delta t}=\frac{1}{2 \epsilon} \delta_{y}\left\{\mathcal{H}_{z_{i+\frac{1}{2}, j}^{* *}}^{*}+\mathcal{H}_{z_{i+\frac{1}{2}, j}^{2 k+1}}^{2 k}\right\}+e_{5+\frac{1}{2}, j} \tag{3.12e}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\mathcal{H}_{z_{i+\frac{1}{2}, j+\frac{1}{2}}}^{* *}-\mathcal{H}_{z_{i+\frac{1}{2}, j+\frac{1}{2}}^{2}}^{2 k+1}}{\Delta t}=\frac{1}{2 \mu} \delta_{y}\left\{\mathcal{E}_{x_{i+\frac{1}{2}, j+\frac{1}{2}}}^{2 k+2}+\mathcal{E}_{x_{i+\frac{1}{2}, j+\frac{1}{2}}^{2 k}}^{2 k+1}\right\}+e_{6+\frac{1}{2}, j+\frac{1}{2}} \tag{3.12f}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\mathcal{H}_{z_{i+\frac{1}{2}, j+\frac{1}{2}}^{2 k}}^{2 k+2}-\mathcal{H}_{z_{i+\frac{1}{2}, j+\frac{1}{2}}^{* *}}^{\Delta t}}{\Delta t}=-\frac{1}{2 \mu} \delta_{x}\left\{\mathcal{E}_{y_{i+\frac{1}{2}, j+\frac{1}{2}}^{2}}^{2 k+2}+\mathcal{E}_{y_{i+\frac{1}{2}, j+\frac{1}{2}}^{2}}^{2 k+1}\right\}+e_{i+\frac{1}{2}, j+\frac{1}{2}}, \tag{3.12~g}
\end{equation*}
$$

where $e_{1, j+\frac{1}{2}}, e_{2+\frac{1}{2}, j+\frac{1}{2}}, e_{3+\frac{1}{2}, j}$, etc. are the truncation errors.
Without loss of generality, we regard $\mathcal{E}_{x_{i+\frac{1}{2}, j}^{2 k+1}}^{2 k} \mathcal{E}_{y_{i, j+\frac{1}{2}}}^{2 k+} \mathcal{H}_{z_{i+\frac{1}{2}, j}^{*}}$ and $\mathcal{H}_{z_{i+\frac{1}{2}, j}^{* *}}$ as the temperate variables from the $(2 k+1)$-th step to the $(2 k+2)$-th step. Thus we get:

$$
\begin{array}{llll}
e_{1, j+\frac{1}{2}}=\frac{1}{2} \xi_{y_{i, j+\frac{1}{2}}}^{2 k+1} & e_{2+\frac{1}{2}, j+\frac{1}{2}}=0, & e_{3 i+\frac{1}{2}, j}=\frac{1}{2} \xi_{i+\frac{2}{2}, j^{\prime}}^{2 k+1} & e_{4 i+\frac{1}{2}, j+\frac{1}{2}}=\frac{1}{2} \eta_{z_{i+\frac{1}{2}, j+\frac{1}{2}}}^{2 k+1} \\
e_{5 i+\frac{1}{2}, j}=\frac{1}{2} \xi_{x_{i+\frac{1}{2}, j^{\prime}}^{2 k+1}}^{2 k+1} & e_{6 i+\frac{1}{2}, j+\frac{1}{2}}=0, & e_{7 i, j+\frac{1}{2}}=\frac{1}{2} \xi_{y_{i, j+\frac{1}{2}}^{2},}^{2 k+1} & e_{8+\frac{1}{2}, j+\frac{1}{2}}=\frac{1}{2} \eta_{z_{i+\frac{1}{2}, j+\frac{1}{2}}^{2 k+1}}^{2 k} .
\end{array}
$$

Note that the truncation errors $\xi_{y_{i, j+\frac{1}{2}}}^{2 k+1} \xi_{y_{i, j+\frac{1}{2}}}^{2 k+1}$ and $\eta_{z_{i+\frac{1}{2}, j+\frac{1}{2}}^{2 k+1}}^{2 k a t i s f y ~(3.10) . ~ F r o m ~(3.12 a)-~}$
(3.12b) and using Lemma 9 in [4], we obtain:

$$
\begin{aligned}
& \sum_{i=0}^{I-1} \sum_{j=0}^{J-1}\left(\epsilon\left(\mathcal{E}_{y}^{2 k+1}{ }_{i, j+\frac{1}{2}}\right)^{2}+\mu\left(\mathcal{H}_{z_{i+\frac{1}{2}, j+\frac{1}{2}}^{*}}^{*}\right)^{2}-\epsilon\left(\mathcal{E}_{y_{i, j+\frac{1}{2}}^{2 k}}\right)^{2}-\mu\left(\mathcal{H}_{z_{i+\frac{1}{2}, j+\frac{1}{2}}^{2 k}}^{2 k}\right)^{2}\right. \\
= & \frac{1}{2} \Delta t \sum_{i=0}^{I-1} \sum_{j=0}^{I-1}\left(\epsilon \xi_{y_{i, j+\frac{1}{2}}^{2 k+1}}^{2 k+1}\left(\mathcal{E}_{y}^{2 k+1}{ }_{i, j+\frac{1}{2}}+\mathcal{E}_{y_{i, j+\frac{1}{2}}}^{2 k}\right)+\mu \eta_{z_{i+\frac{1}{2}, j+\frac{1}{2}}^{2 k+}}^{2 k+}\left(\mathcal{H}_{z_{i+\frac{1}{2}, j+\frac{1}{2}}^{*}}^{*}+\mathcal{H}_{z_{i+\frac{1}{2}, j+\frac{1}{2}}^{2}}^{2 k}\right)\right) .
\end{aligned}
$$

By the Schwartz inequality, we have

$$
\begin{align*}
& \left(1-\frac{\Delta t}{4}\right)\left(\epsilon\left\|\mathcal{E}_{y}^{2 k+1}\right\|_{E_{y}}^{2}+\mu\left\|\mathcal{H}_{z}^{*}\right\|_{H}^{2}\right) \\
\leq & C_{1} \Delta t\left(\Delta t^{2}+\Delta x^{2}+\Delta y^{2}\right)^{2}+\left(1+\frac{\Delta t}{4}\right)\left(\epsilon\left\|\mathcal{E}_{y}^{2 k}\right\|_{E_{y}}^{2}+\mu\left\|\mathcal{H}_{z}^{2 k}\right\|_{H}^{2}\right) \tag{3.13}
\end{align*}
$$

Similarly, it follows from (3.12c) to (3.12h) that

$$
\begin{align*}
& \left(1-\frac{\Delta t}{4}\right)\left(\epsilon\left\|\mathcal{E}_{x}^{2 k+1}\right\|_{E_{x}}^{2}+\mu\left\|\mathcal{H}_{z}^{2 k+1}\right\|_{H}^{2}\right) \\
\leq & C_{1} \Delta t\left(\Delta t^{2}+\Delta x^{2}+\Delta y^{2}\right)^{2}+\left(1+\frac{\Delta t}{4}\right)\left(\epsilon\left\|\mathcal{E}_{x}^{2 k}\right\|_{E_{x}}^{2}+\mu\left\|\mathcal{H}_{z}^{*}\right\|_{H}^{2}\right)  \tag{3.14}\\
& \left(1-\frac{\Delta t}{4}\right)\left(\epsilon\left\|\mathcal{E}_{x}^{2 k+2}\right\|_{E_{x}}^{2}+\mu\left\|\mathcal{H}_{z}^{* *}\right\|_{H}^{2}\right) \\
\leq & C_{1} \Delta t\left(\Delta t^{2}+\Delta x^{2}+\Delta y^{2}\right)^{2}+\left(1+\frac{\Delta t}{4}\right)\left(\epsilon\left\|\mathcal{E}_{x}^{2 k+1}\right\|_{E_{x}}^{2}+\mu\left\|\mathcal{H}_{z}^{2 k+1}\right\|_{H}^{2}\right) \tag{3.15}
\end{align*}
$$

and

$$
\begin{align*}
& \left(1-\frac{\Delta t}{4}\right)\left(\epsilon\left\|\mathcal{E}_{y}^{2 k+2}\right\|_{E_{y}}^{2}+\mu\left\|\mathcal{H}_{z}^{2 k+2}\right\|_{H}^{2}\right) \\
\leq & C_{1} \Delta t\left(\Delta t^{2}+\Delta x^{2}+\Delta y^{2}\right)^{2}+\left(1+\frac{\Delta t}{4}\right)\left(\epsilon\left\|\mathcal{E}_{y}^{2 k+1}\right\|_{E_{y}}^{2}+\mu\left\|\mathcal{H}_{z}^{* *}\right\|_{H}^{2}\right) \tag{3.16}
\end{align*}
$$

Multiplying both sides of (3.13) and (3.15) with $(1-\Delta t / 4)$, both sides of (3.14) and (3.16) with $(1+\Delta t / 4)$, and adding (3.13) to (3.14) and (3.15) to (3.16) respectively, we can get

$$
\begin{align*}
& \epsilon\left\|\mathcal{E}_{y}^{2 k+1}\right\|_{E_{y}}^{2}+\frac{1-\frac{\Delta t}{4}}{1+\frac{\Delta t}{4}}\left(\epsilon\left\|\mathcal{E}_{x}^{2 k+1}\right\|_{E_{x}}^{2}+\mu\left\|\mathcal{H}_{z}^{2 k+1}\right\|_{H}^{2}\right) \\
\leq & C_{2} \Delta t\left(\Delta t^{2}+\Delta x^{2}+\Delta y^{2}\right)^{2}+\epsilon\left\|\mathcal{E}_{x}^{2 k}\right\|_{E_{x}}^{2}+\frac{1+\frac{\Delta t}{4}}{1-\frac{\Delta t}{4}}\left(\epsilon\left\|\mathcal{E}_{y}^{2 k}\right\|_{E_{y}}^{2}+\mu\left\|\mathcal{H}_{z}^{2 k}\right\|_{H}^{2}\right)  \tag{3.17}\\
& \epsilon\left\|\mathcal{E}_{x}^{2 k+2}\right\|_{E_{x}}^{2}+\frac{1-\frac{\Delta t}{4}}{1+\frac{\Delta t}{4}}\left(\epsilon\left\|\mathcal{E}_{y}^{2 k+2}\right\|_{E_{y}}^{2}+\mu\left\|\mathcal{H}_{z}^{2 k+2}\right\|_{H}^{2}\right) \\
\leq & C_{3} \Delta t\left(\Delta t^{2}+\Delta x^{2}+\Delta y^{2}\right)^{2}+\epsilon\left\|\mathcal{E}_{y}^{2 k+1}\right\|_{E_{y}}^{2}+\frac{1+\frac{\Delta t}{4}}{1-\frac{\Delta t}{4}}\left(\epsilon\left\|\mathcal{E}_{x}^{2 k+1}\right\|_{E_{x}}^{2}+\mu\left\|\mathcal{H}_{z}^{2 k+1}\right\|_{H}^{2}\right) . \tag{3.18}
\end{align*}
$$

Again multiplying both sides of (3.18) with $\left(1-\frac{\Delta t}{4}\right)^{2}\left(1+\frac{\Delta t}{4}\right)^{-2}$, we obtain

$$
\begin{align*}
& \frac{\left(1-\frac{\Delta t}{4}\right)^{2}}{\left(1+\frac{\Delta t}{4}\right)^{2}} \epsilon\left\|\mathcal{E}_{x}^{2 k+2}\right\|_{E_{x}}^{2}+\frac{\left(1-\frac{\Delta t}{4}\right)^{3}}{\left(1+\frac{\Delta t}{4}\right)^{3}}\left(\epsilon\left\|\mathcal{E}_{y}^{2 k+2}\right\|_{E_{y}}^{2}+\mu\left\|\mathcal{H}_{z}^{2 k+2}\right\|_{H}^{2}\right) \\
\leq & C_{4} \Delta t\left(\Delta t^{2}+\Delta x^{2}+\Delta y^{2}\right)^{2}+\frac{\left(1-\frac{\Delta t}{4}\right)^{2}}{\left(1+\frac{\Delta t}{4}\right)^{2}} \epsilon\left\|\mathcal{E}_{y}^{2 k+1}\right\|_{E_{y}}^{2}+\frac{1-\frac{\Delta t}{4}}{1+\frac{\Delta t}{4}}\left(\epsilon\left\|\mathcal{E}_{x}^{2 k+1}\right\|_{E_{x}}^{2}+\mu\left\|\mathcal{H}_{z}^{2 k+1}\right\|_{H}^{2}\right) \\
\leq & C_{4} \Delta t\left(\Delta t^{2}+\Delta x^{2}+\Delta y^{2}\right)^{2}+\epsilon\left\|\mathcal{E}_{y}^{2 k+1}\right\|_{E_{y}}^{2}+\frac{1-\frac{\Delta t}{4}}{1+\frac{\Delta t}{4}}\left(\epsilon\left\|\mathcal{E}_{x}^{2 k+1}\right\|_{E_{x}}^{2}+\mu\left\|\mathcal{H}_{z}^{2 k+1}\right\|_{H}^{2}\right) \tag{3.19}
\end{align*}
$$

Adding (3.17) to (3.19) yields

$$
\begin{align*}
& \frac{\left(1-\frac{\Delta t}{4}\right)^{2}}{\left(1+\frac{\Delta t}{4}\right)^{2}} \epsilon\left\|\mathcal{E}_{x}^{2 k+2}\right\|_{E_{x}}^{2}+\frac{\left(1-\frac{\Delta t}{4}\right)^{3}}{\left(1+\frac{\Delta t}{4}\right)^{3}}\left(\epsilon\left\|\mathcal{E}_{y}^{2 k+2}\right\|_{E_{y}}^{2}+\mu\left\|\mathcal{H}_{z}^{2 k+2}\right\|_{H}^{2}\right) \\
\leq & C_{5} \Delta t\left(\Delta t^{2}+\Delta x^{2}+\Delta y^{2}\right)^{2}+\epsilon\left\|\mathcal{E}_{x}^{2 k}\right\|_{E_{x}}^{2}+\frac{1+\frac{\Delta t}{4}}{1-\frac{\Delta t}{4}}\left(\epsilon\left\|\mathcal{E}_{y}^{2 k}\right\|_{E_{y}}^{2}+\mu\left\|\mathcal{H}_{z}^{2 k}\right\|_{H}^{2}\right) \tag{3.20}
\end{align*}
$$

Note that $\frac{1+\frac{\Delta t}{t}}{1-\frac{\Delta t}{4}}>1$. Therefore,

$$
\begin{align*}
& \epsilon\left\|\mathcal{E}_{x}^{2 k+2}\right\|_{E_{x}}^{2}+\epsilon\left\|\mathcal{E}_{y}^{2 k+2}\right\|_{E_{y}}^{2}+\mu\left\|\mathcal{H}_{z}^{2 k+2}\right\|_{H}^{2} \\
\leq & C_{6} \Delta t\left(\Delta t^{2}+\Delta x^{2}+\Delta y^{2}\right)^{2}+\frac{\left(1+\frac{\Delta t}{4}\right)^{4}}{\left(1-\frac{\Delta t}{4}\right)^{4}}\left(\epsilon\left\|\mathcal{E}_{x}^{2 k}\right\|_{E_{x}}^{2}+\epsilon\left\|\mathcal{E}_{y}^{2 k}\right\|_{E_{y}}^{2}+\mu\left\|\mathcal{H}_{z}^{2 k}\right\|_{H}^{2}\right) . \tag{3.21}
\end{align*}
$$

Since $\Delta t=T / N$ and the total number of time steps $N$ is even, i.e., $N=2 m$, it can be verified that

$$
\left(\frac{\left(1+\frac{\Delta t}{4}\right)^{4}}{\left(1-\frac{\Delta t}{4}\right)^{4}}\right)^{m} \leq e^{T}
$$

Computing the inequality (3.21) from the $(2 k+2)$-th step to the initial time step recursively by every two neighboring steps, we obtain

$$
\begin{align*}
& \epsilon\left\|\mathcal{E}_{x}^{2 k+2}\right\|_{E_{x}}^{2}+\epsilon\left\|\mathcal{E}_{y}^{2 k+2}\right\|_{E_{y}}^{2}+\mu\left\|\mathcal{H}_{z}^{2 k+2}\right\|_{H}^{2} \\
\leq & e^{T}\left(\epsilon\left\|\mathcal{E}_{x}^{0}\right\|_{E_{x}}^{2}+\epsilon\left\|\mathcal{E}_{y}^{0}\right\|_{E_{y}}^{2}+\mu\left\|\mathcal{H}_{z}^{0}\right\|_{H}^{2}\right)+C_{7} e^{T} \Delta t\left(\Delta t^{2}+\Delta x^{2}+\Delta y^{2}\right)^{2} . \tag{3.22}
\end{align*}
$$

Note that from the inequality (3.17), the error at the odd step can be controlled by that at the even step. Then the theorem is proved.

### 3.4 Convergence of the discrete divergence

From the Maxwell's equations, the electromagnetic waves must be free divergence since we assume that the electric charge density is zero: $\rho=0$, i.e.,

$$
\begin{equation*}
\operatorname{div}(\epsilon \vec{E})=0 \tag{3.23}
\end{equation*}
$$

The following result demonstrates that the divergence-free constraint is satisfied approximately.

Theorem 3.3. Consider the symmetric EC-S-FDTD scheme and assume that the total number of time steps $N$ is even, $N=2 m$. Then we have:

$$
\begin{align*}
& \epsilon\left(\delta_{x} E_{x_{i, j}}^{2 k+1}+\delta_{y} E_{y_{i, j}}^{2 k+1}+\delta_{x} E_{x_{i, j}}^{2 k+2}+\delta_{y} E_{y_{i, j}}^{2 k+2}\right)+\frac{\Delta t^{2}}{2} \delta_{x} \delta_{y} \delta_{t} H_{z i, j}^{2 k+1+\frac{1}{2}} \\
= & \epsilon\left(\delta_{x} E_{x_{i, j}}^{0}+\delta_{y} E_{y_{i, j}}^{0}+\delta_{x} E_{x_{i, j}}^{1}+\delta_{y} E_{y_{i, j}}^{1}\right)+\frac{\Delta t^{2}}{2} \delta_{x} \delta_{y} \delta_{t} H_{z_{i, j}}^{\frac{1}{2}} \tag{3.24}
\end{align*}
$$

Proof. From (2.25)-(2.32), we can get:

$$
\begin{align*}
& \frac{E_{x_{i+\frac{1}{2}, j}^{2 k+1}}^{2}-E_{x_{i+\frac{1}{2}, j}^{2 k}}^{\Delta t}}{\Delta t}=\frac{1}{2 \epsilon} \delta_{y}\left\{H_{z}^{2 k+1}+H_{z}^{2 k}{ }_{i+\frac{1}{2}, j}^{2 k}\right\}-\frac{\Delta t}{4 \mu \epsilon} \delta_{x} \delta_{y}\left\{E_{y_{i+\frac{1}{2}, j}^{2 k+1}}^{2 k}+E_{y_{i+\frac{1}{2}, j}^{2 k}}^{2 k},\right.  \tag{3.25a}\\
& \frac{E_{y_{i, j+\frac{1}{2}}^{2 k+1}}^{2 k+E_{y_{i, j+\frac{1}{2}}}^{2 k}}=-\frac{1}{2 \epsilon} \delta_{x}\left\{H_{z_{i, j+\frac{1}{2}}^{2 k+1}}^{2 k}+H_{z_{i, j+\frac{1}{2}}^{2 k}}^{2 k}\right\}+\frac{\Delta t}{4 \mu \epsilon} \delta_{x} \delta_{y}\left\{E_{x}^{2 k+j+\frac{1}{2}}\right.}{\left.2 k+E_{x}{ }_{i, j+\frac{1}{2}}^{2 k}\right\}, ~}  \tag{3.25b}\\
& \frac{H_{z_{i+\frac{1}{2}, j+\frac{1}{2}}^{2 k+1}}^{2 k}-H_{z_{i+\frac{1}{2}, j+\frac{1}{2}}^{2 k}}^{2 k}}{\Delta t}=\frac{1}{2 \mu}\left\{\delta_{y}\left(E_{x_{i+\frac{1}{2}, j+\frac{1}{2}}^{2 k+1}}^{2 k}+E_{x+\frac{1}{2}, j+\frac{1}{2}}^{2 k}\right)-\delta_{x}\left(E_{y_{i+\frac{1}{2}, j+\frac{1}{2}}^{2 k+1}}^{2 k}+E_{y_{i+\frac{1}{2}, j+\frac{1}{2}}^{2 k}}^{2 k}\right)\right\},  \tag{3.25c}\\
& \frac{E_{x_{i+\frac{1}{2}, j}^{2 k+2}}^{2}-E_{x}^{2 k+1}{ }_{i+\frac{1}{2}, j}^{2}}{\Delta t}=\frac{1}{2 \epsilon} \delta_{y}\left\{H_{z}^{2 k+2}+H_{z}^{2 k+\frac{1}{2}, j} 22 k+1, j+\frac{\Delta t}{4 \mu \epsilon} \delta_{x} \delta_{y}\left\{E_{y_{i+\frac{1}{2}, j}^{2 k+2}}^{\left.2 k+E_{y_{i+\frac{1}{2}, j}^{2 k+1}}^{2 k}\right\}, ~}\right.\right.  \tag{3.25d}\\
& \frac{E_{y_{i, j+\frac{1}{2}}^{2 k+2}}^{2 k}-E_{y_{i, j+\frac{1}{2}}^{2 k+1}}^{\Delta t}}{\Delta t}=-\frac{1}{2 \epsilon} \delta_{x}\left\{H_{z_{i, j+\frac{1}{2}}^{2 k+2}}^{2 k}+H_{z_{i, j+\frac{1}{2}}^{2 k+1}}^{2 k}\right\}-\frac{\Delta t}{4 \mu \epsilon} \delta_{x} \delta_{y}\left\{E_{x_{i, j+\frac{1}{2}}^{2 k+2}}^{2 k}+E_{x_{i, j+\frac{1}{2}}^{2 k+1}}^{2 k},\right. \tag{3.25e}
\end{align*}
$$

From Eqs. (3.25a)-(3.25f) and noting that $\delta_{x}\left(\right.$ or $\left.\delta_{y}\right)$ and $\delta_{t}$ are changeable, we get

$$
\begin{align*}
& \delta_{t} \delta_{x} E_{x_{i, j}}^{2 k+\frac{1}{2}}=\frac{1}{2 \epsilon} \delta_{x} \delta_{y}\left(H_{z i, j}^{2 k+1}+H_{z i, j}^{2 k}\right)+\frac{-\Delta t}{4 \mu \epsilon} \delta_{x} \delta_{x} \delta_{y}\left(E_{y_{i, j}}^{2 k+1}+E_{y_{i, j}}^{2 k}\right),  \tag{3.26a}\\
& \delta_{t} \delta_{y} E_{y_{i, j}}^{2 k+\frac{1}{2}}=\frac{-1}{2 \epsilon} \delta_{x} \delta_{y}\left(H_{z i, j}^{2 k+1}+H_{z i, j}^{2 k}\right)+\frac{\Delta t}{4 \mu \epsilon} \delta_{y} \delta_{x} \delta_{y}\left(E_{x_{i, j}}^{2 k+1}+E_{x i, j}^{2 k}\right),  \tag{3.26b}\\
& \delta_{t} \delta_{x} E_{x_{i, j}}^{2 k+1+\frac{1}{2}}=\frac{1}{2 \epsilon} \delta_{x} \delta_{y}\left(H_{z i, j}^{2 k+2}+H_{z i, j}^{2 k+1}\right)+\frac{\Delta t}{4 \mu \epsilon} \delta_{x} \delta_{x} \delta_{y}\left(E_{y_{i, j}}^{2 k+2}+E_{y_{i, j}}^{2 k+1}\right),  \tag{3.26c}\\
& \delta_{t} \delta_{y} E_{y_{i, j}}^{2 k+1+\frac{1}{2}}=\frac{-1}{2 \epsilon} \delta_{x} \delta_{y}\left(H_{z_{i, j}}^{2 k+2}+H_{z i, j}^{2 k+1}\right)+\frac{-\Delta t}{4 \mu \epsilon} \delta_{y} \delta_{x} \delta_{y}\left(E_{x_{i, j}}^{2 k+2}+E_{x_{i, j}}^{2 k+1}\right) . \tag{3.26d}
\end{align*}
$$

Summing up (3.26a)-(3.26d) yields

$$
\begin{align*}
& \delta_{t} \delta_{x} E_{x_{i, j}}^{2 k+\frac{1}{2}}+\delta_{t} \delta_{y} E_{y_{i, j}}^{2 k+\frac{1}{2}}+\delta_{t} \delta_{x} E_{x_{i, j}}^{2 k+1+\frac{1}{2}}+\delta_{t} \delta_{y} E_{y_{i, j}}^{2 k+1+\frac{1}{2}} \\
= & \frac{\Delta t}{2 \epsilon} \delta_{x} \delta_{y}\left\{\frac{1}{2 \mu} \delta_{y}\left(E_{x_{i, j}}^{2 k+1}+E_{x i, j}^{2 k}\right)-\frac{1}{2 \mu} \delta_{x}\left(E_{y_{i, j}}^{2 k+1}+E_{y_{i, j}}^{2 k}\right)\right. \\
& \left.-\frac{1}{2 \mu} \delta_{y}\left(E_{x_{i, j}}^{2 k+2}+E_{x_{i, j}}^{2 k+1}\right)+\frac{1}{2 \mu} \delta_{x}\left(E_{y_{i, j}}^{2 k+2}+E_{y_{i, j}}^{2 k+1}\right)\right\} \\
= & \frac{\Delta t}{2 \epsilon} \delta_{x} \delta_{y}\left(\delta_{t} H_{z_{i, j}}^{2 k+\frac{1}{2}}-\delta_{t} H_{z_{i, j}}^{2 k+1+\frac{1}{2}}\right)=-\frac{\Delta t^{2}}{2 \epsilon} \delta_{x} \delta_{y} \delta_{t} \delta_{t} H_{z_{i, j}}^{2 k+1} . \tag{3.27}
\end{align*}
$$

Consequently, we have

$$
\begin{aligned}
& \delta_{x} E_{x_{i, j}}^{2 k+1}+\delta_{y} E_{y_{i, j}}^{2 k+1}+\delta_{x} E_{x_{i, j}}^{2 k+2}+\delta_{y} E_{y_{i, j}}^{2 k+2}+\frac{\Delta t^{2}}{2 \epsilon} \delta_{x} \delta_{y} \delta_{t} H_{z_{i, j}}^{2 k+1+\frac{1}{2}} \\
= & \delta_{x} E_{x_{i, j}}^{0}+\delta_{y} E_{y_{i, j}}^{0}+\delta_{x} E_{x_{i, j}}^{1}+\delta_{y} E_{y_{i, j}}^{1}+\frac{\Delta t^{2}}{2 \epsilon} \delta_{x} \delta_{y} \delta_{t} H_{z i, j}^{\frac{1}{2}} .
\end{aligned}
$$

This completes the proof of the theorem.

## 4 Numerical experiments

In this section, we will show numerically the following properties: 1) Energy I conservation at every time step, energy II conservation at every two time steps and second-order approximation with respect to Energy II ; 2) Accuracy analysis; 3) Unconditionally stable for long time computation; 4) The convergence of the divergence-free constraint. Numerical experiments will consider both the constant electric permittivity case and the discontinuous coefficient case.

### 4.1 Constant electric permittivity case

Consider the magnetic field $H_{z}$ in the form of $e^{\mathrm{i}\left(\omega t-k_{x} x-k_{y} y\right)}$. Then the electric field $\vec{E}$ should be

$$
\frac{1}{\epsilon}\left(-\frac{k_{y}}{\omega}, \frac{k_{x}}{\omega}\right) e^{\mathrm{i}\left(\omega t-k_{x} x-k_{y} y\right)}
$$

and $k_{x}$ and $k_{y}$ satisfy the dispersion relation: $\mu \epsilon \omega^{2}=k_{x}^{2}+k_{y}^{2}$.
Assume the domain $\Omega=[0, \pi] \times[0, \pi]$ surrounded by a perfect conductor, which means that $E_{y}(0, y)=E_{y}(\pi, y)=0$ and $E_{x}(x, 0)=E_{x}(x, \pi)=0$. So we have the following analytic solution:

$$
\begin{align*}
& E_{x}=\frac{k_{y}}{\epsilon \sqrt{\mu} \omega} \cos (\omega t) \cos \left(k_{x} x\right) \sin \left(k_{y} y\right), \quad E_{y}=-\frac{k_{x}}{\epsilon \sqrt{\mu} \omega} \cos (\omega t) \sin \left(k_{x} x\right) \cos \left(k_{y} y\right)  \tag{4.1}\\
& H_{z}=\frac{1}{\sqrt{\mu}} \sin (\omega t) \cos \left(k_{x} x\right) \cos \left(k_{y} y\right) . \tag{4.2}
\end{align*}
$$

### 4.1.1 Energy conservation

The energies of the solution are easily to be computed; Energy I is

$$
\begin{equation*}
\text { Energy } I=\left(\int_{\Omega} \epsilon|\vec{E}(x, t)|^{2} d x d y+\int_{\Omega} \mu\left|H_{z}(x, t)\right|^{2} d x d y\right)^{\frac{1}{2}}=\frac{\pi}{2} \tag{4.3}
\end{equation*}
$$

and Energy II is:

$$
\begin{equation*}
\text { Energy II }=\left(\int_{\Omega} \epsilon\left|\frac{\partial \vec{E}}{\partial t}(x, t)\right|^{2} d x d y+\int_{\Omega} \mu\left|\frac{\partial H_{z}}{\partial t}(x, t)\right|^{2} d x d y\right)^{\frac{1}{2}}=\frac{\pi \omega}{2} \tag{4.4}
\end{equation*}
$$

Let us fix $T=\pi, \mu=\epsilon=1, \Delta t=\Delta x=\Delta y=\frac{\pi}{100}$ and change $k_{x}=k_{y}$ as 1,5 and 10 . Define the relative errors as

$$
\begin{align*}
& \text { Error of Energy I }=\max _{0 \leq n \leq N} \frac{\left\lvert\,\left(\left\|\epsilon^{\frac{1}{2}} \vec{E}^{n}\right\|^{2}+\left\|\mu^{\frac{1}{2}} H_{z}^{n}\right\|^{2}\right)^{\frac{1}{2}}-\right.\text { Energy I } \mid}{\text { Energy I }},  \tag{4.5}\\
& \text { Error of Energy II }=\max _{0 \leq n \leq N-1} \frac{\left\lvert\,\left(\left\|\epsilon^{\frac{1}{2}} \delta_{t} \vec{E}^{n+\frac{1}{2}}\right\|^{2}+\left\|\mu^{\frac{1}{2}} \delta_{t} H_{z}^{n+\frac{1}{2}}\right\|^{2}\right)^{\frac{1}{2}}-\right.\text { Energy II } \mid}{\text { Energy II }} \text {. } \tag{4.6}
\end{align*}
$$

On the other hand, to check the conservation property of Energy II, the following value is computed according to Eq. (3.2):

$$
\begin{aligned}
\operatorname{DiffII}= & \left\{\max _{0 \leq k \leq m-1}\left(\left\|\epsilon^{\frac{1}{2}}\left(\vec{E}^{2 k+2}-\vec{E}^{2 k}\right) /(2 \Delta t)\right\|_{E}^{2}+\left\|\mu^{\frac{1}{2}}\left(H_{z}^{2 k+2}-H_{z}^{2 k}\right) /(2 \Delta t)\right\|_{H}^{2}\right)-\right. \\
& \left.\min _{0 \leq k \leq m-1}\left(\left\|\epsilon^{\frac{1}{2}}\left(\vec{E}^{2 k+1}-\vec{E}^{2 k-1}\right) /(2 \Delta t)\right\|_{E}^{2}+\left\|\mu^{\frac{1}{2}}\left(H_{z}^{2 k+1}-H_{Z}^{2 k-1}\right) /(2 \Delta t)\right\|_{H}^{2}\right)\right\} .
\end{aligned}
$$

By Theorem 3.1, the value "DiffII" should be very small.
Table 1 shows that Energy I of the discrete solutions perfectly equal to the exact value $\frac{\pi}{2}$ since the errors are near machine precision. Similarly, the value "DiffII" is also on the same scale as the machine precision.

Table 1: Relative errors of Energy I and Energy II and DiffEll of symmetric EC-S-FDTD. Parameters: $T=\pi$, $\Delta t=\Delta x=\Delta y=T / 100$ and $k_{x}=k_{y}$.

| $k_{x}=k_{y}$ | EC-S-FDTD I |  | Symmetric EC-S-FDTD |  |  | EC-S-FDTD II |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Error I | Error II | Error I | Error II | DiffEII | Error I | Error II |
| 1 | $9.04 e-15$ | $2.26 e-4$ | $9.05 e-15$ | $2.90 e-4$ | $7.99 e-14$ | $1.27 e-15$ | $1.95 e-4$ |
| 5 | $7.63 e-15$ | $5.61 e-3$ | $7.63 e-15$ | $7.52 e-3$ | $1.79 e-12$ | $8.48 e-16$ | $4.85 e-3$ |
| 10 | $7.07 e-15$ | $2.20 e-2$ | $7.07 e-15$ | $3.12 e-2$ | $6.42 e-12$ | $5.65 e-16$ | $1.91 e-2$ |



Figure 3: (a) Error I of different schemes, (b) Error II of different schemes. Parameters: $\Delta x=\Delta y=\Delta t=\pi / N$, $k_{x}=k_{y}=1$.


Figure 4: (a) The Energyl error in the long time computation, (b) Errorl in the long time computation.

Table 2: Relative errors of different schemes. Parameters: $T=\pi$ and $k_{x}=k_{y}=1, \mu=\epsilon=1$.

| $N$ | EC-S-FDTD I |  | Symmetric EC-S-FDTD |  | EC-S-FDTD II |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Error I | Error II | Error I | Error II | DiffErrII | Error I | Error II |
| 25 | $4.45 e-2$ | $4.49 e-2$ | $1.51 e-2$ | $4.54 e-2$ | $1.47 e-2$ | $8.04 e-3$ | $8.07 e-3$ |
| 50 | $2.22 e-2$ | $2.23 e-2$ | $3.86 e-3$ | $2.23 e-2$ | $3.78 e-3$ | $2.014 e-3$ | $2.04 e-3$ |
| 100 | $1.11 e-2$ | $1.11 e-2$ | $9.65 e-4$ | $1.11 e-2$ | $9.56 e-4$ | $5.04 e-4$ | $5.13 e-4$ |
| 200 | $5.60 e-3$ | $5.63 e-3$ | $2.41 e-4$ | $5.55 e-3$ | $2.40 e-4$ | $1.25 e-4$ | $1.29 e-4$ |
| 400 | $2.80 e-3$ | $2.81 e-3$ | $6.03 e-5$ | $2.81 e-3$ | $6.02 e-5$ | $3.15 e-5$ | $3.22 e-5$ |

### 4.1.2 Accuracy analysis

Here we set $\Delta x=\Delta y=\Delta t=\pi / N$. Table 2 compares the accuracies of the EC-S-FDTDI scheme, the symmetric EC-S-FDTD scheme and the EC-S-FDTDII scheme. First, we use the definitions of relative errors below:

$$
\begin{aligned}
& \text { ErrorI }=\max _{0 \leq n \leq N}\left(\left\|\epsilon^{\frac{1}{2}}\left[\vec{E}\left(t^{n}\right)-\vec{E}^{n}\right]\right\|_{E}^{2}+\left\|\mu^{\frac{1}{2}}\left[H_{z}\left(t^{n}\right)-H_{z}^{n}\right]\right\|_{H}^{2}\right)^{\frac{1}{2}} / \text { Energy I, } \\
& \text { ErrorII }=\max _{0 \leq n \leq N-1}\left(\left\|\epsilon^{\frac{1}{2}}\left[\delta_{t} \vec{E}\left(t^{n}\right)-\delta_{t} \vec{E}^{n}\right]\right\|_{E}^{2}+\left\|\mu^{\frac{1}{2}}\left[\delta_{t} H_{z}\left(t^{n}\right)-\delta_{t} H_{z}^{n}\right]\right\|_{H}^{2}\right)^{\frac{1}{2}} / \text { Energy II, }
\end{aligned}
$$

where $\vec{E}^{n}, H_{z}^{n}$ and $\vec{E}\left(t^{n}\right), H_{z}\left(t^{n}\right)$ denote the numerical and analytic solutions at time level $n$ respectively. Table 2 (see the column of "ErrorI") and Fig. 3(a) show that the relative errors are of order $\mathcal{O}\left(N^{-2}\right)$, which implies that the symmetric EC-S-FDTD scheme is second-order accurate in time and space. For the approximation of the terms $\partial \vec{E} / \partial t$ and $\partial H / \partial t$, the rate of ErrorII seems to indicate that the symmetric EC-S-FDTD scheme only has first-order accuracy. Here we point out that the second-order accuracy can be recovered. Let us define a new error measurement "DiffErrII" as

$$
\begin{aligned}
& \text { DiffErrII } \\
= & \max _{k}\left\{\left(\left\|\epsilon^{\frac{1}{2}}\left[\frac{\vec{E}\left(t^{2 k+2}\right)-\vec{E}\left(t^{2 k}\right)}{2 \Delta t}-\frac{\vec{E}^{2 k+2}-\vec{E}^{2 k}}{2 \Delta t}\right]\right\|_{E}^{2}\right.\right. \\
& \left.+\left\|\mu^{\frac{1}{2}}\left[\frac{H_{z}\left(t^{2 k+2}\right)-H_{z}\left(t^{2 k}\right)}{2 \Delta t}-\frac{H_{z}^{2 k+2}-H_{z}^{2 k}}{2 \Delta t}\right]\right\|_{H}^{2}\right)^{\frac{1}{2}}, \\
& \left(\left\|\epsilon^{\frac{1}{2}}\left[\frac{\vec{E}\left(t^{2 k+1}\right)-\vec{E}\left(t^{2 k-1}\right)}{2 \Delta t}-\frac{\vec{E}^{2 k+1}-\vec{E}^{2 k-1}}{2 \Delta t}\right]\right\|_{E}^{2}\right. \\
& \left.\left.+\left\|\mu^{\frac{1}{2}}\left[\frac{H_{z}\left(t^{2 k+1}\right)-H_{z}\left(t^{2 k-1}\right)}{2 \Delta t}-\frac{H_{z}^{2 k+1}-H_{z}^{2 k-1}}{2 \Delta t}\right]\right\|_{H}^{2}\right)^{\frac{1}{2}}\right\} / \text { Energy II. }
\end{aligned}
$$

Then from Table 2 and Fig. 3(b), we observe that the error "DiffErrII" also behaves like $\mathcal{O}\left(N^{-2}\right)$, which means that the symmetric EC-S-FDTD scheme is also second-order accurate for the terms $\partial \vec{E} / \partial t$ and $\partial H / \partial t$, as also observed for the EC-S-FDTDII scheme.

### 4.1.3 Unconditionally stable for long-time computation

Here we set $T=100 \pi$, and $\Delta x=\Delta y=\Delta t=\pi / 100$, i.e., the code runs 10000 steps. Fig. 4(a) indicates that for the symmetric EC-S-FDTD, EC-S-FDTDI and EC-S-FDTDII schemes, the relative errors of energyI are controlled under $10^{-12}$ after 10000 time steps, and the errors grow linearly. Fig. 4(b) also suggests that when the time level increases, the errors of the solutions also grow linearly.

### 4.1.4 Convergence analysis of the divergence-free term

Since we wish to verify that all schemes satisfy the divergence-free property approximately, we need to compute the following values:

$$
\begin{aligned}
& \text { Div1 }=\max _{\substack{1 \leq i, j \leq N-1 \\
0 \leq n \leq N}} \epsilon\left(\delta_{x} E_{x_{i, j}}^{n}+\delta_{y} E_{y_{i, j}}^{n}\right) \\
& \operatorname{Div} 2=\max _{0 \leq n \leq N_{1 \leq i, j \leq N-1}} \sum\left(\epsilon\left(\delta_{x} E_{x i, j}^{n}+\delta_{y} E_{y_{i, j}}^{n}\right)^{2} \Delta x \Delta y\right)^{\frac{1}{2}} .
\end{aligned}
$$

From Table 3, we can see that the numerical divergence term of the symmetric EC-SFDTD scheme is still second-order accurate in time direction.

Table 3: Numerical divergence of different schemes. Parameters: $T=\pi$ and $k_{x}=k_{y}=1, \mu=\epsilon=1$.

| $N$ | EC-S-FDTDI | Symmetric EC-S-FDTD |  | EC-S-FDTD II |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Div1 | Div2 | Div1 | Div2 | Div1 | Div2 |
| 25 | $6.24 e-2$ | $9.84 e-2$ | $1.11 e-2$ | $1.75 e-2$ | $1.39 e-3$ | $2.19 e-3$ |
| 50 | $3.14 e-2$ | $4.93 e-2$ | $2.79 e-3$ | $4.38 e-3$ | $3.47 e-4$ | $5.48 e-4$ |
| 100 | $1.57 e-2$ | $2.47 e-2$ | $6.98 e-4$ | $1.10 e-3$ | $8.72 e-5$ | $1.37 e-4$ |
| 200 | $7.90 e-2$ | $1.23 e-2$ | $1.74 e-4$ | $2.74 e-4$ | $2.18 e-5$ | $3.42 e-5$ |
| 400 | $3.90 e-3$ | $6.2 e e-3$ | $4.36 e-5$ | $6.85 e-5$ | $5.45 e-6$ | $8.56 e-6$ |

### 4.2 Discontinuous electric permittivity case

Now we consider that the electric permittivity $\epsilon$ is piece-wise constant on the domain $\bar{\Omega}=\bar{\Omega}_{1} \cup \bar{\Omega}_{2}:$

$$
\epsilon= \begin{cases}1, & \text { in } \Omega_{1} \\ 4, & \text { in } \Omega_{2},\end{cases}
$$

where $\Omega_{1} \in\left[0, \frac{1}{2}\right] \times[0,1]$ and $\Omega_{2} \in\left[\frac{1}{2}, 1\right] \times[0,1]$ and the magnetic permeability $\mu=1$ in $\Omega$. We can still construct one exact solution to check the numerical results. Take $k_{y}=8$ and let $k_{x}$ be piece-wise constant on the domain $\Omega$ :

$$
k_{x}= \begin{cases}4, & \text { in } \Omega_{1} \\ 16, & \text { in } \Omega_{2}\end{cases}
$$

Table 4: The relative errors of Energy I and Energy II when $T=1$ and $\epsilon$ is a piecewise constant.

| $N$ | EC-S-FDTD I |  | Symmetric EC-S-FDTD |  |  | EC-S-FDTD II |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Error of I | Error of II | Error of I | Error of II | DiffII | Error of I | Error of II |
| 50 | $6.77 e-15$ | $5.11 e-2$ | $5.11 e-15$ | $6.10 e-2$ | $5.06 e-16$ | $6.21 e-15$ | $4.56 e-2$ |
| 100 | $2.13 e-14$ | $1.33 e-2$ | $2.73 e-14$ | $1.57 e-2$ | $7.59 e-16$ | $1.71 e-14$ | $1.20 e-2$ |
| 200 | $8.94 e-14$ | $3.30 e-3$ | $1.17 e-13$ | $3.90 e-3$ | $1.26 e-15$ | $8.88 e-14$ | $3.04 e-3$ |
| 400 | $2.78 e-13$ | $7.90 e-4$ | $2.52 e-13$ | $9.60 e-4$ | $2.91 e-15$ | $2.08 e-13$ | $7.62 e-4$ |

Table 5: The relative errors of Error I and Error II when $\epsilon$ is a piecewise constant.

| $N$ | EC-S-FDTD I |  | Symmetric EC-S-FDTD |  | EC-S-FDTD II |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Error I | Error II | Error I | Error II | DiffErrII | Error I | Error II |
| 50 | 1.11 | 1.06 | 1.23 | 1.18 | 1.05 | 1.01 | $9.65 e-1$ |
| 100 | $3.10 e-1$ | $3.10 e-1$ | $3.46 e-1$ | $3.44 e-1$ | $3.37 e-1$ | $2.74 e-1$ | $2.71 e-1$ |
| 200 | $8.34 e-2$ | $8.76 e-2$ | $8.78 e-2$ | $9.30 e-2$ | $8.72 e-2$ | $6.90 e-2$ | $6.89 e-2$ |
| 400 | $2.68 e-2$ | $3.01 e-2$ | $2.20 e-2$ | $2.93 e-2$ | $2.24 e-2$ | $1.72 e-2$ | $1.73 e-2$ |

We take $\omega=\sqrt{k_{x}^{2}+k_{y}^{2}} / \sqrt{\mu \epsilon}$, which is also piece-wise constant on the domain $\Omega$. It is easy to check that $\vec{E}$ defined by (4.1) and $H_{z}$ by (4.2) are also the exact solutions of the Maxwell equations. Note that the exact solution may be discontinuous where the electric permittivity $\epsilon$ jumps.

The numerical results are similar to those of the constant coefficient case. The results of energy conservations are given in Table 4 and the error behaviors are given in Table 5. It is clear that for the piece-wise constant electric permittivity, the Energy I conservation still holds in all three schemes. But the convergence of the symmetric EC-S-FDTD changes slightly in the piecewise constant case. The convergence rate of Error I is still of secondorder. However, for Error II, since the wave number is big, the relative errors are large (around $100 \%$ ) when $N=50$. On the other hand, the convergence is observed when the mesh size is further decreased. This is common for high frequency waves (see, e.g., [17]).

## 5 Conclusions

In this paper, we developed a new symmetric energy-conserved splitting finite-difference time-domain scheme (symmetric EC-S-FDTD) for the Maxwell's equations. The new scheme has the following advantages: energy conservations, second-order accuracy in time and space, and unconditional stability in the long-time computation. These properties are theoretically proved and confirmed by numerical experiments.

## Acknowledgments

W. Chen was supported by the National Basic Research Program under grant number 2005CB321701 and 111 project grant (B08018). His research was also partially supported
by 'Ministero degli Affari Esteri- Direzione Generale per la Promozione e la Cooperazione Culturale' and by Istituto Nazionale di Alta Matematica 'Francesco Severi'- Roma. X. Li was partially supported by National Talents Training Base for Basic Research and Teaching of Natural Science of China (J0730103) and the Natural Science Foundation of China (60771054). She also thanks Bo Liu in Shanghai supercomputer center. D. Liang was supported by the Natural Sciences and Engineering Research Council of Canada. He also thanks the School of Mathematical Sciences, Fudan University for the support during his visit. The authors would like to thank the anonymous referees for their valuable comments.

## References

[1] L. M. Brekhovskikh, Waves in Layered Media, 2nd ed., Academic Press, 1980.
[2] T. J. Bridges, Multi-symplectic structure and wave propagation, Math. Proc. Camb. Philos. Soc., 121 (1997), 147-190.
[3] T. J. Bridges and S. Reich, Multi-symplectic integrators: numerical schemes for Hamiltonian PDEs that conserve symplecticity, Physics Letters A, 284 (2001),184-193.
[4] W. Chen, X. Li and D. Liang, Energy-conserved Splitting FDTD Schemes for Maxwell's Equations, Numer. Math., 108 (2008), 445-485.
[5] W. Dai and N. Raja, A new ADI scheme for solving three-dimensional parabolic equations with first-order derivatives and variable coefficients, J. Comput. Anal. Appl., 122 (1995), 223-250.
[6] C. G. Crandall and A. Majda, The method of fractional steps for conservation laws, Numer. Math., 34 (1980), 285-314.
[7] J. Douglas, Jr. and S. Kim, Improved accuracy for locally one-dimensional methods for parabolic equations, Math. Models Methods Appl. Sci., 11 (2001), 1956, 421-439.
[8] J. Douglas, Jr. and H. H. Rachford, On the numerical solution of heat conduction problems in two and three space wariables, Trans. Amer. Math. Soc., 82 (1956), 421-439.
[9] L. Eyges, The classical electromagnetic fields, Addison-Wesley, 1972.
[10] M. Fortin and F. Brezzi, Mixed and Hybrid Finite Elements Methods, New York, SpringerVerlag, 1991.
[11] L. Gao, B. Zhang and D. Liang, The splitting-difference time-domain methods for Maxwell's equations in two dimensions, J. Comput. Appl. Math., 205 (2007), 207-230.
[12] L. Gao, B. Zhang and D. Liang, Splitting Finite difference methods on staggered grids for the three-dimensional time-dependent Maxwell equations, Commun. Comput. Phys., 4 (2008), 405-432.
[13] S. G. Garcia, T. W. Lee and S. C. Hagness, On the accuracy of the ADI-FDTD method, IEEE Antennas and Wiredless Propagation Lett. 1 (2002), 31-34.
[14] S. D. Gedney, G. Liu, J. A. Roden and A. Zhu, Perfectly matched layer media with CFS for an unconditional stable ADI-FDTD method, IEEE Trans. Antennas and Propagation, 49 (2001), 1554-1559.
[15] E. Hairer, C. Lubich and G. Wanner, Geometric Numerical Integration: Structure-Preserving Algorithms for Ordinary Differential Equations, Springer Series in Computational Mathematic 31, Springer-Verlag, 2002.
[16] R. Holland, Implicit three-dimensional finite differencing of Maxwell's equations, IEEE Trans. Nucl. Sci., 31 (1984), 1322-1326.
[17] F. Ihlenburg, Finite Element Analysis of Acoustic Scattering, Applied Mathematical Sciences 132, Springer-Verlag, 1998.
[18] K. H. Karlsen and K.-A. Lie, An unconditionally stable splitting scheme for a class of nonlinear parabolic equations, IMA J. Numer. Anal., 19 (1999), 1-28.
[19] R. Leis, Initial Boundary Value Problems in Mathematical Physics, John Wiley, New York, 1986.
[20] D. Liang, C. Du and H. Wang, A fractional step ELLAM approach to high-dimensional convection-diffusion problems with forward particle tracking, J. Comput. Phys., 221 (2007), 198-225.
[21] K. W. Morton and D. F. Mayers, Numerical Solution of Partial Differential Equaitons, 2nd ed., Cambridge University Press, 2005.
[22] P. Monk, Finite Element Methods for Maxwell'S Equations, Clarendon Press, Oxford, 2003.
[23] T. Namiki, A new FDTD algorithm based on alternating direction implicit method, IEEE Trans. Microwave Theory Tech. 47 (1999), 2003-2007.
[24] T. Namiki and K. Ito, Investigation of numerical errors of the two-dimensional ADI-FDTD method, IEEE Trans. Microwave Theory Tech., 48 (2000), 1950-1956.
[25] A. Quarteroni and A. Valli, Numerical Approximation of Partial Differential Equations, Springer Series in Computational Mathematics, Vol. 23, Springer-Verlag, Berlin, 1994.
[26] D. W. Peaceman and H. H. Rachford, The numerical soltuion of parabolic and elliptic differentce equations, J. Soc. Ind. Appl. Math., 3 (1955), 28-41.
[27] G. Strang, On the construction and comparison of difference scheme, SIAM J. Numer. Anal., 5 (1968), 506-517.
[28] A. Taflove and M. E. Brodwin, Numerical solution of steady-state electromagnetic scattering problems using the time-dependent Maxwell's equations, IEEE Trans. On Microwave Theory Tech., 23 (1975), 623-630.
[29] N. N. Yanenko, The Method of Fractional Steps: The Solutions of Problems of Mathematical Physics in Several Variables, English translation edited by M. Holt, Springer-Verlag, 1971.
[30] K. S. Yee, Numerical solution of initial boundary value problems involving Maxwell's equations in isotropic mdeia, IEEE Trans. Antennas Propagat., 14 (1966), 302-307.
[31] A. P. Zhao, Analysis of the numerical dispersion of the 2-D alternating-direction implicit FDTD method, IEEE Trans. Microwave Theory Tech., 50 (2002), 1156-1164.
[32] F. Zhang and Z. Chen, Numerical dispersion analysis of the unconditionally stable ADIFDTD method, IEEE Transcation on Microwave theory and techniques, 49 (2000), 1006-1009.
[33] F. Zheng, Z. Chen and J. Zhang, Toward the development of a three-dimensional unconditionally stable finite-difference-time-domain method, IEEE Transcation on Microwave theory and techniques, 48 (2000), 1550-1558.


[^0]:    *Corresponding author. Email addresses: wbchen@fudan.edu.cn (W. Chen), xingjieli@fudan.edu.cn (X. Li), dliang@mathstat.yorku.ca (D. Liang)

