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Abstract. In this paper we develop an efficient meshless method for solving inhomo-
geneous elliptic partial differential equations. We first approximate the source function
by Chebyshev polynomials. We then focus on how to find a polynomial particular so-
lution when the source function is a polynomial. Through the principle of the method
of undetermined coefficients and a proper arrangement of the terms for the polyno-
mial particular solution to be determined, the coefficients of the particular solution
satisfy a triangular system of linear algebraic equations. Explicit recursive formulas
for the coefficients of the particular solutions are derived for different types of elliptic
PDEs. The method is further incorporated into the method of fundamental solutions
for solving inhomogeneous elliptic PDEs. Numerical results show that our approach
is efficient and accurate.
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1 Introduction

We consider the boundary value problem,

Lu(x,y)= f (x,y) , (x,y)∈Ω,

Bu(x,y)= g(x,y) , (x,y)∈∂Ω, (1.1)
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where Ω⊂ R2 is a simply connected domain whose boundary is a simple closed curve
∂Ω, L and B are the differential operators on u over the interior of Ω and the boundary
∂Ω respectively. We assume that the operator L is of elliptic type. Efficient and accurate
solution techniques for the elliptic boundary value problem can easily find applications
in diverse problems in mechanics, gravitation, electricity, and magnetism.

In the framework of boundary methods, a widely used approach is to split the solu-
tion of Problem (1.1) into a particular solution up(x,y) that satisfies

Lup(x,y)= f (x,y) , (x,y)∈Ω, (1.2)

and its associated homogeneous solution uh (x,y) that satisfies

Luh(x,y)=0, (x,y)∈Ω,

Buh(x,y)= g(x,y)−Bup(x,y) , (x,y)∈∂Ω. (1.3)

Once a particular solution up is known, the influence on the solution by the inhomo-
geneous term f has in fact been transferred to the boundary, giving rise to Problem (1.3)
involving the homogeneous elliptic equation subject to a new boundary condition. The
solution of Problem (1.3) can then be found by standard boundary techniques [15–17].
The solution u of Problem (1.1) is then obtained as u=up+uh.

Following this approach we face the challenge of approximating f in such a way that
also allows us to find a particular solution. For general differential operators, the method
of particular solution (MPS) [17] has been used to overcome the difficulties of evaluat-
ing up. It allows for the decoupling of the original given problem (1.1) into a particular
solution and a homogeneous solution. In the framework of the MPS, a variety of basis
functions can be used to approximate the source function. Most commonly, the source
function is approximated by a series of radial basis functions (RBFs). For example, Par-
tridge et al. in [25] and Muleshkov et al. in [22] used the RBF approximation for the
Laplacian and Helmholtz-type operators, respectively. Despite the important interpo-
lating properties of RBFs, one of their drawbacks is that it is difficult to obtain rapidly
convergent RBF interpolants. As a consequence, one often has to use a large number of
interpolating points, which could lead to a large, dense and highly ill-conditioned system
of equations.

Other classes of approximations, such as trigonometric [1] and polynomial [6, 13, 18]
ones, have been considered to overcome the difficulties encountered in the use of RBFs
in the MPS. Chen et al in [6] obtained particular solutions in analytical form for the 2-D
Poisson equation when the source function f is a homogeneous polynomial. Golberg
et al. in [18] implemented the MPS when they used Chebyshev interpolants in their
approach. In [18], particular solutions in analytical form for 2-D and 3-D Helmholtz-
type equations when the source function is a monomial and for the 3-D Poisson equation
when the source function is a homogeneous polynomial are obtained. Symbolic software
packages such as Maple and Mathematica can be used for the implementation of the al-
gorithm to get particular solutions. However, after the source function f is approximated
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by a polynomial f̃ , for example, for a 2-D Helmholtz-type equation, book-keeping of the

many monomial terms of the polynomial f̃ and the particular solutions corresponding
to these terms becomes tedious and inefficient. For example, when using the Chebyshev
approximation, we get

f̃ =
m

∑
k=0

n

∑
l=0

akl Tk(x)Tl(y),

where Tk(x) and Tl(y) are Chebyshev polynomials of degree k and l respectively. To

get the particular solution ũp corresponding to f̃ , we will need to expand f̃ in terms
of monomials and derive the particular solution for each monomial term. Then ũp is
obtained by the superposition principle.

Chen et al. [9], by a simple and direct way, avoided the particular solutions corre-
sponding to monomial terms. Instead, they used a finite term geometric series expansion
on a differential operator to directly obtain a particular solution Ψkl corresponding to
each Tk(x)Tl(y). In their paper, particular solutions in the form of finite series involv-
ing certain differential operators are obtained for Helmholtz, Bi-Helmholtz, Laplace-
Helmholtz, and convection-reaction types of equations. Since the particular solutions
Ψkl are found by applying the finite series of a differential operator onto Tk(x)Tl(y),
symbolic computer packages such as Mathematica or Maple can be used to serve this
purpose. Then a look up table of Ψkl is generated so that the algorithm can be imple-
mented together with the method of fundamental solutions (MFS) using Fortran or C++
for fast computation. In this way, they are not limited to only symbolic software package
as in [18]. Recently, Karageorghis and Kyza derived particular solutions for Poisson’s
equation and the bi-harmonic equation directly using Chebyshev polynomials as basis
functions. In their work, Karageorghis and Kyza [19] made use of special properties of
the second derivatives of Chebyshev polynomials. However, they need to solve a matrix
system which is computationally intensive when the degrees of the Chebyshev polyno-

mials used is high. Here we derive a particular solution corresponding to f̃ in a way that
can be implemented using only Fortran or C++ for the purpose of high speed scientific
computing. In the recursive formulation for obtaining a particular solution we developed
in this paper, no matrix inversion is required. As a result, as we shall see in our numerical
examples, our algorithm is very efficient.

The Helmholtz and poly-Helmholtz equations often appear in physical problems
such as a multilayered aquifer system [10, 11], or a multiple porosity system [12].

In this paper, we use Chebyshev polynomials to approximate the source function f
for various types of differential operators. The collocation points are distributed in a rect-
angular region containing the physical domain. Explicit formulas are known for these
interpolants. There is no need to solve a system of linear equations in the approximation.
Therefore, the difficulty of solving a large and ill-conditioned system due to a large num-
ber of interpolation points as encountered in the RBF approach does not exist. We then
focus on the derivation of a polynomial particular solution when the source function is a
polynomial. In Section 2, we consider a Helmholtz type equation with its source function
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being a bivariate polynomial of the form

f (x,y)=
m

∑
i=0

n

∑
j=0

dijx
iyj. (1.4)

In determining a polynomial particular solution, the method of undetermined coeffi-
cients is used. A nonsingular upper triangular system of the unknown coefficients is
obtained by a proper arrangement of the coefficients. The solution of the system can
be easily obtained by an explicit recursive formula. Instead of first getting a particular
solution corresponding to each monomial and then using the superposition principle to
get the particular solution corresponding to the polynomial, here we get the particular
solution corresponding to a polynomial directly.

The structure of this paper is as follows. In Section 2, we give an algorithm for deter-

mining the coefficients dij when expressing a Chebyshev approximation f̃ in the form of
(1.4) in order to use the recursive formulas derived in Section 3 and Section 4. In Section
3, the particular solution for the Helmholtz equation is derived. In Section 4, particular
solutions in the form of a polynomial are derived for other equations including the Bi-
Helmholtz equation, the Laplace-Helmholtz equation, and the convection-reaction equa-
tion. Numerical examples are presented in Section 5. The numerical results are compared
to the corresponding analytical solutions and the proposed method is shown to be accu-
rate and efficient.

2 Expansion of Chebyshev polynomials

In this section, we first briefly review the Chebyshev approximation f̃ (x,y) of a function
f (x,y). For the purpose of real implementation, we describe an algorithm on how to
expand products of Chebyshev polynomials.

The univariate Chebyshev polynomial interpolation is extended to the bivariate case
in a rectangular domain by a tensor product. The Chebyshev interpolant using the Gauss-
Lobatto nodes [2, 3, 21] for the rectangular domain [a,b]×[c,d] takes the form:

f̃ (x,y)=
m

∑
k=0

n

∑
l=0

akl Tk

(
2x−b−a

b−a

)
Tl

(
2y−d−c

d−c

)
, (2.1)

where

akl =
4

mncx
k c

y
l

m

∑
p=0

n

∑
q=0

f
(

xp,yq

)

cx
pc

y
q

cos

(
πpk

m

)
cos

(
πql

n

)
(2.2)

and

cx
0 = cx

m =2, cx
j =1, 1≤ j≤m−1,

c
y
0 = c

y
n =2, c

y
j =1, 1≤ j≤n−1.

(2.3)
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Note that m and n are the numbers of Gauss-Lobatto nodes in the x and y direction,
respectively. It is well known that the use of Gauss-Lobatto nodes will ensure the spectral
convergence for the Chebyshev interpolation.

We assume a =−1 and b = 1 in the Chebyshev expansion f̃ (x,y) given by (2.1). As
we shall see in the next section, the recursive formulation of the particular solution
is based on the polynomial basis {xkyl}m,n

k=0,l=0 instead of Chebyshev polynomial basis

{Tk(x)Tl(y)}m,n
k=0,l=0. How to convert from one basis to the other is not trivial.

The function f̃ (x,y) in (2.1) can be expressed in the following form

f̃ =
m

∑
i=0

n

∑
j=0

dijx
iyj.

Assume that each Tk(x)Tl(y) in (2.1) is expressed as

Tk(x)Tl(y)=
k

∑
i=0

l

∑
j=0

d
(kl)
ij xiyj, (2.4)

then

dij =
m

∑
k=i

n

∑
l=j

akld
(kl)
ij . (2.5)

In the following, we give an algorithm to determine the coefficients d
(kl)
ij , i = 0,··· ,k, j =

0,··· ,l for k=0,··· ,m, l =0,··· ,n. Since d
(kl)
ij is the coefficient of xiyj in Tk(x)Tl(y) we need

to collect the coefficient for xi contributed by Tk(x) and the coefficient for yj contributed
by Tl(y). Let tk,i and sl,j denote the coefficients of xi in Tk(x) and yj in Tl(y), respectively.

For the univariate Chebyshev polynomial Tk(x), we have the following recursive for-
mula

T0(x)=1,

T1(x)= x,

Tk(x)=2xTk−1(x)−Tk−2(x), k≥2.

Then the tk,i can be generated by the following recursive formula with tk−2,k−1=tk−2,k =0,

t0,0 =1,

t1,0 =0, t1,1 =1,

tk,i =2tk−1,i−1−tk−2,i, k=2,··· ,m; i=0,··· ,k. (2.6)

Similarly, we have the following recursive formula for the sl,j with sl−2,l−1 = sl−2,l =0,

s0,0 =1,

s1,0 =0, s1,1 =1,

sl,j =2sl−1,j−1−sl−2,j, l =2,··· ,n; j=0,··· ,l. (2.7)
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The above algorithm offers a different option for using symbolic software packages

such as Mathematica or Maple to find the coefficients tk,i and sl,j. The coefficients d
(kl)
ij are

then found to be

d
(kl)
ij = tk,isl,j, i=0,··· ,k, j=0,··· ,l, for k=0,··· ,m; l =0,··· ,n. (2.8)

We note that when m = n in (2.1), the set {tk,i} and
{

sl,j

}
are the same. The generation

of coefficients dij when the Chebyshev approximation f̃ (x,y) in (2.1) is expressed in the
form of (1.4) and the coefficients for the polynomial particular solutions corresponding
to (1.4) can be completely implemented using Fortran.

3 Particular solutions for Helmholtz equation

Problem (1.1) can be solved by first approximating the source function f using its Cheby-

shev polynomial expansion f̃ . We then determine the coefficients dij for f̃ as expressed in

(1.4). A polynomial particular solution ũp corresponding to the source function f̃ can be
obtained by a recursive formula.

In this section, we focus on the derivation of a closed-form particular solution when
the source function f is a polynomial. We consider the Helmholtz-type partial differential
equation in two variables

∆u(x,y)+ku(x,y)= f (x,y), (x,y)∈Ω, (3.1)

where ∆ is the Laplacian, k a nonzero constant, and Ω is a bounded open region in R2.
Assume that the source function f is analytic in Ω in the sense that f has a power series
representation in an open disk D(0;r) that contains Ω. Let

f (x,y)=
∞

∑
i=0

∞

∑
j=0

dijx
iyj

with uniform convergence on any compact subset of D(0;r). Our purpose is to find a
particular solution of equation (3.1) in power series form. Suppose a solution u of (3.1)
has the power series representation

u(x,y)=
∞

∑
i=0

∞

∑
j=0

cijx
iyj.

It follows from (3.1) and the expressions of f (x,y) and u(x,y) that

∞

∑
i=0

∞

∑
j=0

[
(i+2)(i+1)ci+2,j +(j+2)(j+1)ci,j+2 +kcij

]
xiyj =

∞

∑
i=0

∞

∑
j=0

dijx
iyj, (3.2)
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which is equivalent to the following system of linear equations for cij’s:

(i+2)(i+1)ci+2,j +(j+2)(j+1)ci,j+2+kcij =dij, for all i, j=0,1,··· .

In the process of obtaining a particular solution of the Helmholtz-type equation (3.1),
the source function f can be first approximated by Chebyshev polynomials. From now
on we assume that

f (x,y)=
m

∑
i=0

n

∑
j=0

dijx
iyj.

Then a particular solution up can be chosen to be the polynomial

up(x,y)=
m

∑
i=0

n

∑
j=0

cijx
iyj, (3.3)

and system (3.2) is reduced to

(i+2)(i+1)ci+2,j +(j+2)(j+1)ci,j+2 +kcij =dij, for all 0≤ i≤m, 0≤ j≤n,

cij =0, for all i>m or j>n. (3.4)

The above linear system of (m+1)(n+1) equations for the (m+1)(n+1) unknowns cij

can be explicitly represented by the recursive formula

cij =
1

k

[
dij−(i+2)(i+1)ci+2,j−(j+2)(j+1)ci,j+2

]
,

j=n,n−1,··· ,1,0; i=m,m−1,··· ,1,0, (3.5)

which is equivalent to solving the corresponding nonsingular upper triangular system

Ac=d

of linear equations by back substitution, where

c=(c00,c10,··· ,cm0,c01,c11,··· ,cm1,··· ,c0n,c1n,··· ,cmn)
T, (3.6)

d=(d00,d10,··· ,dm0,d01,d11,··· ,dm1,··· ,d0n,d1n,··· ,dmn)
T, (3.7)

and A=[ars] is an (m+1)(n+1)×(m+1)(n+1) upper triangular matrix that can be written
in block matrix form as

A=




B 0 2·1I 0 0 ··· 0
0 B 0 3·2I 0 ··· 0
0 0 B 0 · · ·
· · · · · · ·
· · · · · · ·
· · · · · · ·
0 · 0 0 B 0 n(n−1)I
0 · 0 0 0 B 0
0 · 0 0 0 0 B




,
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where I is the (m+1)×(m+1) identity matrix and B=
[
bij

]
with bij =0 except that bii = k

for 1≤ i≤m+1 and bi,i+2 = i(i+1) for 1≤ i≤m−1.

Example 3.1. Let us find a particular solution of the equation

(∆+16)Ψ2,2(x,y)=T2(x)T2(y). (3.8)

Since

T2(x)T2(y)=(2x2−1)(2y2−1)=1−2x2−2y2+4x2y2,

we have d00 =1, d20 =d02 =−2, d22 =4, and all other dij =0. Solving (3.5) gives

c22 =
1

4
, c12 =0, c02 =−

5

32
, c21 = c11 = c01 =0, c20 =−

5

32
, c10 =0, c00 =

13

128
.

Thus, a particular solution of (3.8) is

Ψ2,2(x,y)=
13

128
−

5

32
x2−

5

32
y2+

1

4
x2y2.

4 Applications of the method to other equations

The derivation of a particular solution using the matrix approach to Helmholtz-type
equations shown in the previous section can be easily extended to other types of dif-
ferential equations such as the bi-Helmholtz equation. In the following subsections we
apply our new approach to several inhomogeneous equations which are closely related
to Helmholtz-type equations.

4.1 Bi-Helmholtz equation

We consider the following bi-Helmholtz equation

(∆+k)2u(x,y)= f (x,y). (4.1)

Clearly the bi-Helmholtz equation is equivalent to the pair of Helmholtz-type equations

(∆+k)u(x,y)=v(x,y), (∆+k)v(x,y)= f (x,y).

It is now obvious that if f is a polynomial, then a particular solution v to the second
equation above can be taken to be a polynomial and can be calculated by the method
from the previous section. Since v is a polynomial, the same method applied to the first
equation above produces a particular solution to the original bi-Helmholtz equation.
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Example 4.1. Let us consider the equation

(∆+k)2
Ψ3,4(x,y)=T3(x)T4(y). (4.2)

For k=16, we have

Ψ3,4(x,y)=−
165

1024
x+

21

256
x3+

69

128
xy2−

5

16
x3y2−

3

16
xy4+

1

8
x3y4.

For k=−16, we have

Ψ3,4(x,y)=
15

1024
x+

5

256
x3+

9

128
xy2+

1

16
x3y2+

1

8
x3y4.

4.2 Laplace-Helmholtz equation

Consider the following Laplace-Helmholtz equation

∆(∆+k)u(x,y)= f (x,y). (4.3)

The above equation can be written as a Helmholtz equation and a Poisson equation:

(∆+k)u(x,y)= g(x,y), ∆g(x,y)= f (x,y). (4.4)

A particular solution of the first equation in (4.4) can be obtained via our matrix method
if we can find a particular solution of the second equation which may be obtained by the
method described in [8]. However, we can still use the idea of our matrix approach to
find a particular solution of the second equation if we view the polynomial f as a sum of
homogeneous polynomials, as the following shows.

A polynomial is said to be homogeneous if each term has the same degree. Consider
the Poisson equation

∆g(x,y)=
n

∑
i=0

dix
n−iyi. (4.5)

Let

g(x,y)=
n

∑
i=0

cix
n+2−iyi,

where the coefficients ci are to be determined. Using the above expression and some
straightforward calculations, we have

∆g(x,y)=
n−2

∑
i=0

[ci(n+2−i)(n+1−i)+ci+2(i+2)(i+1)]xn−iyi+cn−13·2xyn−1+cn2·1yn .

Thus, (4.5) is reduced to the algebraic system Ac=d which can be solved easily by back
substitution, where A is an (n+1)×(n+1) upper triangular matrix with all zero entries
except for the main diagonal entries

(n+2)(n+1), (n+1)n,n(n−1), (n−1)(n−2), ··· , 4·3, 3·2, 2·1
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and the second super-diagonal entries

2·1, 3·2, 4·3, ··· , (n−2)(n−3), (n−1)(n−2), n(n−1),

and c and d are the (n+1)-dimensional vectors of components ck’s and dk’s, respectively.
Therefore, a particular solution of the second equation of (4.4) can be calculated by first
decomposing the source polynomial as a sum of homogeneous polynomials and apply-
ing the above matrix method and the superposition principle.

Example 4.2. Let us consider the equation

∆(∆+k)Ψ3,4(x,y)=T3(x)T4(y).

For k=16, we have

Ψ3,4(x,y)=
129

2048
x−

19

256
x3+

1

80
x5+

1

210
x7−

9

32
xy2+

7

32
x3y2−

1

10
x5y2

+
17

64
xy4−

1

8
x3y4−

1

20
xy6+

1

15
x3y6−

1

140
xy8.

For k=−16, we have

Ψ3,4(x,y)=
3

2048
x+

5

256
x3−

1

80
x5−

1

210
x7−

3

64
xy2+

1

32
x3y2+

1

10
x5y2

−
5

64
xy4−

1

8
x3y4+

1

20
xy6−

1

15
x3y6+

1

140
xy8.

4.3 Convection-reaction equation

Consider the following convection-reaction equation
(

∆+a
∂

∂x
+b

∂

∂y
+c

)
u(x,y)= f (x,y), (4.6)

where a, b, and c 6=0 are constants.
The idea of the matrix method applied to the Helmholtz-type equation can be easily

extended to find a particular solution of the convection-reaction equation as follows
Suppose f is the polynomial (1.4) and let u be given by (3.3). Then

ux(x,y)=
m

∑
i=1

n

∑
j=0

cijix
i−1yj =

m−1

∑
i=0

n

∑
j=0

ci+1,j(i+1)xiyj,

uy(x,y)=
m

∑
i=0

n

∑
j=1

cij jx
iyj−1 =

m

∑
i=0

n−1

∑
j=0

ci,j+1(j+1)xiyj,

uxx(x,y)=
m

∑
i=2

n

∑
j=0

ciji(i−1)xi−2yj =
m−2

∑
i=0

n

∑
j=0

ci+2,j(i+2)(i+1)xiyj,

uyy(x,y)=
m

∑
i=0

n

∑
j=2

cij j(j−1)xiyj−2 =
m

∑
i=0

n−2

∑
j=0

ci,j+2(j+2)(j+1)xiyj.
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The following upper triangular system of linear equations for the cij’s can be obtained
from (4.6):

(i+2)(i+1)ci+2,j +(j+2)(j+1)ci,j+2 +a(i+1)ci+1,j +b(j+1)ci,j+1+ccij =dij,

for all i=0,1,··· ,m, j=0,1,··· ,n,

cij =0, for all i>m or j>n. (4.7)

The solution of (4.7) is given recursively by

cij =
1

c

[
dij−(i+2)(i+1)ci+2,j−(j+2)(j+1)ci,j+2−a(i+1)ci+1,j−b(j+1)ci,j+1

]

j=n,n−1,··· ,1,0; i=m,m−1,··· ,1,0. (4.8)

Example 4.3. Consider the equation

(
∆+2

∂

∂x
+2

∂

∂y
−16

)
Ψ3,4(x,y)=T3(x)T4(y). (4.9)

Based on (4.8), we obtain a particular solution Ψ3,4(x,y) as follows:

Ψ3,4(x,y)=−
9531

65536
−

1995x

8192
−

573x2

2048
−

71x3

256
−

621y

2048
−

369xy

512
−

39x2y

64
−

11x3y

32

−
345y2

1024
−

171xy2

128
−

51x2y2

64
+

x3y2

8
−

9y3

64
−

9xy3

32
−

3x2y3

4
−x3y3

−
3y4

128
+

9xy4

16
−

3x2y4

4
−2x3y4.

5 Numerical results

Once we find an approximate particular solution ũp to Problem (1.2), we then solve the
resulting homogeneous problem (1.3) by the method of fundamental solutions.

Let {G(x,¸j)}
N
j=1 be the fundamental solutions corresponding to the operator L, with

each ¸j being a source point located outside the domain Ω. Let

ũh =
N

∑
j=1

qjG(x,¸j).

The coefficients qj, j=1,··· ,N, will be determined by the collocation approach of the MFS.
That is, we let ũh satisfy the boundary condition in (1.3) at a set of N collocation points

{xi}
N
i=1 on ∂Ω,

N

∑
j=1

qjBG(xi,¸j)= g(xi)−Bũp(xi), i=1,··· ,N. (5.1)
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The solution ũh can be found after we solve the system of equations (5.1) for the coeffi-

cients
{

qj

}N

j=1
. A numerical solution to Problem (1.1) is then obtained as

ũ(x)= ũp(x)+ũh(x).

In order to assess the accuracy of the numerical solution ũ(x), we choose a set of test

points {tk}
K
k=1⊂Ω. For the examples given below, we let E, Ex, and Ey denote the abso-

lute errors of the computed solution ũ(x) and its first order derivatives ũx(x) and ũy(x)
over the test points {tk},

E=max
k

|u(tk)−ũ(tk)|,

Ex=max
k

|ux (tk)−ũx(tk)|,

Ey=max
k

∣∣uy(tk)−ũy(tk)
∣∣.

To increase the accuracy, we can simply increase the number of Chebyshev nodes m
and n. For large m and n, the coefficients ajk in (2.2) become large and the round-off error
could be an issue. We observe that most of the coefficients akl in (2.2) are almost zero.
We use the same akl for the evaluation of the corresponding particular solution. Hence,
we skip the evaluation of a particular solution when akl < ε, with ε being a given posi-
tive number. To increase the efficiency, we save akl in the memory to avoid the repeated
evaluation. As we shall see, with such refinement we can significantly improve the com-
putational efficiency. This results in the fast evaluation of a particular solution and also
avoids the potential difficulty of round-off errors.

We test our proposed numerical algorithm on Helmholtz-type and Bi-Helmholtz-type
problems in different domains.

Example 5.1. We consider the modified Helmholtz equation,

(
∆−λ2

)
u= f , in Ω,

u= g, on ∂Ω,
(5.2)

where λ=10, the domain Ω is of shape of Cassini whose boundary ∂Ω is given by

x=ρcosθ, y=ρsinθ,

ρ=q

(
cos(3θ)+

√
4−sin2(3θ)

)1/3

,
(5.3)

with q=1, the functions f and g are given such that the exact solution of (5.2) is

u∗(x,y)=ysin(πx)+xcos(πy). (5.4)

We evenly (in terms of angle) distribute 160 collocation points on the Cassini boundary
and 160 source points on the Cassini curve with q=10 in (5.3). We use a total of 258 test
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Figure 1: The distribution of the test points on the Cassini domain.

points inside the domain. A plot of these test points is shown in Fig. 1. The computational
results are given in Table 1. We observed an increase of one order of accuracy for every
increment of Chebyshev node in each axis direction. For m=n=18, we can achieve near
machine precision. Furthermore, this only requires 0.1698 second of CPU time which is
extremely efficient. The fast algorithm is mostly due to the omission of the evaluation of
the particular solution when akl < ε=10−12.

Table 1: The absolute error of the computed solution and its first order derivatives.

m=n Ea EXa EYa CPU Time (seconds)

11 5.409E-07 3.270E-06 6.109E-06 0.0815

12 6.118E-08 6.595E-07 3.013E-07 0.0992

13 6.021E-09 3.564E-08 8.660E-08 0.0999

14 5.492E-10 8.525E-09 3.154E-09 0.1093

15 5.652E-11 2.894E-10 8.586E-10 0.1196

16 4.508E-12 6.799E-11 4.235E-11 0.1285

17 3.911E-13 1.788E-12 6.303E-12 0.1387

18 2.756E-14 5.080E-13 1.885E-13 0.1698

Example 5.2. We now consider the Bi-Helmholtz problem,

(
∆−λ2

)2
u= f , in Ω,

u= g, on ∂Ω,
(5.5)
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Figure 2: The distribution of the test points on a star-shaped domain.

where λ = 15, the domain Ω is of star shape whose boundary ∂Ω is determined by the
parametric equation,

x(t)=
1

2
q(1+cos2(4t))cost, y(t)=

1

2
q(1+cos2(4t))sint, (5.6)

with q =1, the functions f and g are given such that the exact solution for Problem (5.5)
is u∗ in (5.4).

We approximate the source function f by its Chebyshev polynomial expansion f̃ (x,y)
in (2.1). We then find particular solutions ũp1 and ũp2 that satisfy the following equations

(
∆−λ2

)
ũp1 = f̃ ,

(
∆−λ2

)
ũp2 = ũp1.

An approximate particular solution for Problem (5.5) is then given by ũp2. We further use
the MFS to obtain the approximate solution ũ to Problem (5.5) as up2+ũh. We evenly (in
terms of angle) distribute 120 collocation points on the star boundary ∂Ω and 120 source
points on an enlarged star curve for which q=25 in (5.6). We use a total of 261 test points
distributed inside the domain which is shown in Fig. 2. The computational results are
given in Table 2. In this example, we choose ε=10−9. The results are expected not to be as
good as the previous example due to the repeated evaluation of the particular solution.
Nevertheless, the results are still excellent. Using the efficient algorithm as mentioned in
the last example, we obtained better accuracy at much less CPU time as can be seen in
Tables 2 and 3.
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Table 2: The absolute error of the computed solution and its first order derivatives using efficient algorithm by

taking ε=10−9.

m=n E Ex Ey CPU Time (seconds)

12 1.115E-03 1.191E-02 1.012E-02 0.25

13 2.328E-04 2.085E-03 1.958E-03 0.32

14 1.821E-06 3.300E-05 1.663E-05 0.43

15 3.125E-06 2.845E-05 2.746E-05 0.55

16 6.709E-08 6.420E-07 6.964E-07 0.74

17 1.993E-08 1.837E-07 1.799E-07 0.94

18 6.708E-10 7.000E-09 7.265E-09 1.22

19 3.057E-10 2.970E-09 3.065E-09 1.55

20 1.675E-11 1.184E-10 1.286E-10 1.86

Table 3: The absolute error of the computed solution and its first order derivatives using regular Chebyshev
approximation.

m=n E Ex Ey CPU Time (seconds)

12 1.115E-03 1.191E-02 1.012E-02 2.44

13 2.328E-04 2.085E-03 1.958E-03 3.69

14 1.821E-06 3.300E-05 1.663E-05 5.53

15 3.125E-06 2.845E-05 2.746E-05 7.93

16 6.789E-08 6.495E-07 7.032E-07 11.27

17 1.962E-08 1.808E-07 1.768E-07 16.33

18 6.240E-10 6.586E-09 7.036E-09 22.86

19 5.306E-10 4.976E-09 5.499E-09 29.83

20 7.155E-10 5.637E-09 7.245E-09 39.79

6 Conclusions

This paper is focused on the derivation of particular solutions on differential equations
in two dimensions through the use of Chebyshev interpolation. Recursive formulas for
evaluating the particular solutions for various differential operators have been derived.
Due to the exponential convergence of Chebyshev approximations and the MFS, our nu-
merical results are extremely accurate and efficient. Another advantage of the proposed
approach is that there is no system of equations to be solved for the evaluation of a par-
ticular solution and, hence, there is no ill-conditioning problem. However, this approach
is restricted to problems where the source function can be smoothly extended outside the
domain [1]. Our approach is not suitable if the source function is given as scattered data.
In that case, radial basis function approximations are more appropriate.

Instead of using Chebyshev polynomials as basis functions, other types of orthogonal
polynomial basis functions such as Legendre polynomials could be used. The resulting
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algorithm would be very similar to the one proposed in this paper. No significant advan-
tage would be expected by such a change.

The challenge of our proposed approach is to apply the current algorithm to nonlin-
ear problems and time-dependent problems. These research topics are currently under
investigation.
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