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Abstract. A model is developed to calculate emission spectrum from plasmas in non-
local-thermodynamic-equilibrium (NLTE). The populations are obtained with a Colli-
sional Radiative Model and the spectrum is calculated with the Unresolved-Transition-
Array (UTA) approximation. The present model is applied to the calculation of emis-
sivity from low-, medium- and high-Z plasmas. The integrated emissivity and the
spectra are compared with those calculated by other theoretical models. In general
speaking, the present results of the mean charge state and emissivity agree well with
some theoretical ones while large differences are found when all the theoretical results
are included.

PACS: 52.20.Dq, 52.70.-m, 52.77.-j
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1 Introduction

In plasma diagnostics, optimizing X-ray source design et al, emission spectra for NLTE
plasmas may be used. In a hydrodynamic simulation code, the spectrally integrated
emissivity provided by the atomic physics model determines the evolution of the elec-
tronic and radiation temperatures. The spectrum is itself of interest, as hard X-ray pho-
tons can generate target preheating in ICF capsules. As the NLTE condition is universal in
laboratory and astrophysical plasma studies, the capability to accurately predict emissiv-
ity from NLTE plasmas is of primary interest. Calculation of complete spectra for NLTE
plasmas needs detailed atomic structure codes, radiative and collisional processes calcu-
lations for numerous ion species, level population models and treating a large number of
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transitions. Despite these difficulties, we have to tackle these problems because spectral
information is an invaluable tool for providing information on the plasma parameters.

In recent years, many codes, such as Fine [1], Hullac [2], Nomad [3], Transpec [4] et al.,
have been developed to calculate the populations and the spectra from NLTE plasmas.
In order to obtain accurate spectra, taking into account all the important configurations
as well as high accurate atomic model is required. On the other hand, the unendurable
computational time compel us to employ various approximations in atomic or popula-
tion models. That is why the results from different codes do not agree well. Very recently,
a ’virtual workshop’ is performed to compare NLTE emissivities produced by widely dif-
fering type of atomic physics codes [5]. The workshop shows that even with similar ion-
izations, the dispersion in emissivity can be enormous. The differences can be orders of
magnitude if an otherwise closed shell has been opened. As regards the integrated emis-
sivity, the results of the workshop show roughly a factor from 2-50 scatter which indicates
that we should not be surprised at discrepancies between experimental and theoretical
emissivities in the design of multi-keV X-ray sources.

Because of the important application of the emission spectra from NLTE plasmas,
tests of theoretical model are essential. Accordingly, it is important to provide a method
in which the NLTE calculations can be benchmarked against the well-characterized ex-
perimental data. In an attempt to reach this goal, some recent experiments in laser-
irradiated argon gas bag [6], in laser-produced plasmas on gold targets [7], in inertial
confinement fusion (ICF) hohlraums [8], in a simulated coronal plasma environment pro-
duced in electron beam ion trap (EBIT) [9] and in laser-heated xenon gas jet plasmas [10]
have been performed. Comparisons show that some of the theoretical models have rea-
sonable ionizations compared with the experimental values, but the discrepancies are
substantial in some cases. As for the emissivity, some theoretical models can usually re-
produce part of the experimental spectra while the remains are in very poor agreements.
Although good agreements between experimental spectra and theoretical simulations
are not reached, the comparisons give information on what accuracy of theoretical cal-
culations can be reasonably expected. The discrepancies demonstrate that there is still
much room to improve the NLTE calculations and more well-determined experiments
are needed to check the theoretical models.

In this paper, we develop a model and a corresponding code to calculate the NLTE
emission spectra. The code includes selecting configurations, producing all the required
atomic parameters, establishing and solving the rate equations to get the populations and
using the UTA approximation to obtain the spectra. In the present model, the populations
are obtained by a detailed configuration accounting (DCA) collisional radiative model
(CRM) [11]. In the population calculations, the steady-state approximation is used. The
detailed description of the present CRM is given in our previous publication [11]. In the
following section, the theory of the present model will be given. In the third section, the
model will be applied to plasmas and the results will be compared with other theoretical
ones.
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2 Theory

In NLTE plasmas, the ion fractions are determined by the rate equations

dNi

dt
=−Ni∑

j

Rij+∑
j

RjiNj, i=1,2,··· , (2.1)

where Ni is the population of the i-th configuration and Rij is the rate coefficient from
the i-th configuration to the j-th one through photoionization, electron impact ioniza-
tion, electron impact excitation, spontaneous radiation, autoionization or their inverse
processes. Configuration averaged rate coefficients are used in the rate equations. The
cross sections are calculated based on the first order perturbation theory. Wave func-
tions required in cross section calculations are obtained by Hatree-Fock-Slater (HFS)
self-consistent-field (SCF) model [12]. The collisional processes are calculated using the
distorted-wave approximation with the exchange correction (DWE) in [13]. The results
of the atomic processes are investigated in [14].

In the present model, the non-relativistic configurations are adapted in the rate equa-
tions. However, in the calculation of the spectrum, the spin-orbit splitting should be in-
cluded. The distribution of the relativistic configurations within the same non-relativistic
configuration is statistical. The relative populations of the relativistic configurations
within the same non-relativistic configuration are determined by Boltzmann distribution,

Nir = Ni
gir

ui
e−

χir
kT , ui =∑

r

gi,re−
χi,r
kT , (2.2)

where Nir is the population of the r-th relativistic configuration belong to the i-th non-
relativistic configuration. χir and gir are the configuration-averaged energy and the statis-
tic weight of the configuration (ir) respectively. The configuration-averaged energy of the
relativistic configurations can be estimated rapidly from the SCF energy levels database
[12]. The database is constructed from the energy level and quantum defects of some
bound orbits and continuum orbits, which have already been calculated before from the
SCF method and are arranged within different channels for all ionic stages of an element.

With the ion population obtained by solving the rate equations, i.e. Eq. (2.1), the
emission coefficient will be calculated. The UTA approximation is adapted to calculate
the emissivity. In the UTA approximation, each configuration-configuration transition
array is characterized by the average quantities such as total intensity, average transition
energy and variance. Since the detail descriptions of the present UTA codes have been
given elsewhere [15,16], here we only emphasize one point. In our calculation, the tran-
sition energies, oscillator strength, and variance are evaluated using the relativistic wave
functions obtained based on the Dirac-Slater SCF potential. Atomic data are calculated
within the framework of quantum defect theory (QDT) [17,18]. Therefore, a huge number
of atomic data and the UTA parameters of configurations with high principle numbers
can be obtained by interpolations within channels. The emission includes three kinds of
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transitions, i.e., the spontaneous emission, the radiative recombination and the free-free
transition

j(hv)=∑
i′c′

Ni′c′
2∆E3

i′c′,ic

h2c2
σbb

i′c′,ic(hv)+Ne ∑
i′c′εe

Ni′c′σ
f b
ic,i′c′εe(hv)

V f (V)dV

4π
·hv

+NNe

∫ ∞

Vmin

f (V)VdVhvdσf f , (2.3)

where ∆Ei′c′,ic is the transition energy, σbb
i′c′,ic(hv) is the cross section of the spontaneous

emission, f (V) is the distribution function of free electrons, σ
f b
ic,i′c′εe is the cross section of

radiative recombination, N, Ni′c′ and Ne are the total ion number density, the population
of the i’-th configuration and the free electron density, respectively, dσf f is the differential
cross section of bremsstrahlung. The free electrons are in the Maxwellian distribution.

The cross section of the spontaneous emission is given by

σbb
ic,i′c′(hν)=

πhe2

mc
fcc′ L(hν), (2.4)

where f is the configuration averaged transition oscillator strength,

fcc′ =qα(1− qβ

gβ
) fαβ, fαβ =

2m

3hνgα
|〈α‖T‖β〉|2 ,

and L(hv) is the Voigt profile [19],

L(hν)=
1

Γ

√

ln2

π
H(a,v), H(a,v)=

a

π

∫ +∞

−∞

e−x2
dx

a2+(v−x)2
,

the line profile is determined by UTA width, the natural width in Lorentz shape, and
the Doppler broadening in Gaussian shape. The line broadening is very important in the
spectrum calculation because the line transfer is sensitive to the line profile.

The configuration averaged photoionization cross section is given by

σ
b f
ic (hν)= ∑

i′c′εe

σ
b f
ic,i′c′εe(hν)=

πhe2

mc ∑
α

qα
d fα,εe

dε
,

where

fα,εe =
2m

3hνgα
|〈α‖T‖εe〉|2 .

The cross section of the inverse process radiative recombination is obtained by means of
the principle of detailed balance

σ
f b
i′c′εe,ic(hν)=

gic

gi′c′

h2ν2

m2v2c2
σ

b f
ic,i′c′εe(hν). (2.5)
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Table 1: Definition of cases.

Cases Ar1 Ar2 Ge1 Ge2 Ba Au

Ne(cm−3) 3∗1021 1020 1020 3∗1022 1020 6∗1020

Te(eV) 3000 200 400 400 250 2200
Spectral range(eV) 2500-5000 0-5000 0-3000 0-3000 800-2500 2000-6000

The differential cross section of bremsstrahlung is obtained using the Classical Kramer
Formula with Guant factor

dσf f =
16π

3
√

3

(

e2

–hc

)3
Z2h2

2mε2

dv

ν
g f f (v), (2.6)

where Z is the charge state of the ion, ε2 is the energy of the initial continuum electron
and g f f , the Guant factor with Born-Elwert approximation [20]

g f f =

√
3

π

v2

v1

1−e−2πZe2/h̄v2

1−e−2πZe2/h̄v1
ln

(

v2+v1

v2−v1

)

,

where v is the velocity of the continuum electron.

3 Results and discussions

In order to check the present code, we choose the cases as the same as the test cases in the
’virtual workshop’ [5] and compared the results with other theoretical ones. The cases
that we calculated are listed in Table 1. All the cases are steady-state, optically thin and
with no radiation reabsorption.

The results of ionization and emissivity are shown in Figs. 1 and 2 along with those
of other theoretical models such as Hullac [2], Nomad [3], Nohel2e.2 [5], Fine [1] and
Transpec.averroes [4,20,21]. Hullac and Fine are fully relativistic DCA models, Nomad
is a detailed-level-accounting (DLA) model, Transpec.averroes is a non-relativistic DCA
model with super-transition-array approximation in spectrum calculations, Nohel is an
average atom (AA) model without 2e processes while Nohel2e.2 includes two-electron
processes. Hullac.1 and 2 mean different options for solving the rate equations and dif-
ferent configuration space. The data of the other theoretical models come from the third
NLTE workshop [5].

Fig. 1 shows the comparison of the mean ionization degree. In Fig. 1, the solid circle
represents the present results and the others are the compared data. The symbol of the
elements, the electron temperature Te and density Ne are shown. The number beside the
elements is the largest difference among the data. For the Au case, the data in the figure
are the real ones minus 25 (which is the meaning of -25). The number in the brackets
beside the element symbol is the largest difference of the data except for the one of Nohel.
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Figure 1: The mean charge states of different plasmas for different codes.
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Figure 2: The total spectrally integrated emissivities.
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Generally speaking, the present results of the mean ionization stage agree well within 2
degree with all the other theoretical ones. For all the cases, the present values of the
mean charge state always have good agreements with those of Hullac.1 and Transpec, the
difference in the mean charge is smaller than 0.5. Hullac.2 always gives a much higher
ionization degree than the others except for the Ba and Au case. For the Ba and Au
case, Nohel gives a higher mean charge state, while Nohel2e.2 gives a lower ionization.
Since Nohel2e.2 is a screened hydrogenic average atom model using simple formulae
to describe the atomic parameters, the results are not as accurate as the other models.
Huallac.1 and 2 have different ionization possibly due to the differences in configuration
space available.

Fig. 2 shows the total emissivity jtot integrated over the corresponding spectrum range
listed in Table 1. As in Fig. 1, the solid circle is the present results and the others are the
compared data. The cases are defined in Table 1. The numbers under the elements are
the factor in the scatter of the data and the ones in brackets are the factor in the scatter
except for the largest result. For the Ge2 case, the virtual data are the ones in the figure
times 105. From the comparison, we can see that the results of integrated emissivity agree
poorly for all the models. The large scatter in emissivity indicates that the populations of
excited configurations calculated by different model are much different. It is necessary to
investigate further in NLTE population calculations.

It is surprising that the dispersion in total emissivity can be so enormous. To investi-
gate the emissivity in more detail, the spectrum-resolved emission should be compared.

As examples, the present spectra are compared with those of other theoretical mod-
els in Figs. 3 and 4. Fig. 3 shows the spectrum-resolved emission of the Ge1 case. Since
the spectra in Ref. [5] are obtained by convoluting the original data with an additional
normalized Gaussian profile of width 30 eV, in order to compare with these spectra, an
additional width 30 eV of Gaussian profile is added to the present Ge1 spectra. After con-
voluting with the 30 eV Gaussion profile, the difference in emissivity mainly comes from
the peaks around 500 eV and those around 1400 eV which come from the M-shell and
the L-shell transitions, respectively. The features of the spectrum from the three models
are much alike. However, the details are different. Transpec gives higher intensity than
those of Hullac1 and the present code in the photon energy range lower than 1000 eV. In
the range larger than 1000 eV, the present model gives a little larger intensity than that of
Transpec. It seems that there are more configurations with the L-shell holes in the present
model than in Transpec. To explain these differences, more details in the calculations are
required.

In Fig. 4, the spectra for the Au case are compared with those of Fine. The dotted line
is the result of Fine. The solid thin line is our original spectrum. The thick solid line is
the present result after convoluted with 30 eV. The spectrum is also due to the M-shell
transitions. The main features of the two spectra are similar. However, the positions and
intensities given by the two models are a little different. The main difference between the
present spectrum and Fine’s is the peak between 3500 to 4300 eV which comes from the
n=5 shell to the n=3 shell transitions. The present code gives lower intensity than Fine,
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Figure 3: Total emissivity in TW cm−3 eV−1 vs. photon energy in eV, case Ge1.
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Figure 4: Total emissivity in TW cm−3 eV−1 vs. photon energy in eV, case Au.

which may indicate that the rates of excitation to the n=5 shell are smaller in the present
calculation compared to Fine’s.

4 Summary

We have developed a model and the corresponding codes to calculate populations and
emission spectra for the NLTE plasmas. From the above comparisons, we can see that
the present results of the mean ionization degree and emissivity agree well with those of
Hullac.1, Transpec and Fine in general. However, large differences are found in emissiv-
ity when the other theoretical models are included. We can also see that there is scatter
in the integrated emissivity even if the ionization degrees are almost the same, which
indicates that the populations are different although the ionizations are the same. When
the deviation in the mean ionization is obvious, the dispersion in emissivity is more enor-
mous. The intensity of emission is determined by two factors: the number of the excited
state in the radiative process and the probability of the spontaneous radiation. In or-
der to predict the emissivity correctly, the populations should be accurately calculated
at first. The populations of excited states may differ by larger factors. The spontaneous
probability calculated by different code can also have large deviation. As the emission is
determined by excited levels, it is necessary to compare not only the mean ionization but
also the populations of excited configuration obtained by different models. Since here
we only have information on ionization, integrated emissivity and the spectra from the
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other theoretical calculations, it is difficult to explain why there is so large difference in
emissivity.

By considering the large spread in the emissivity from various codes and since no
benchmark can be obtained, some experimental emission spectra are urgently needed to
test the theoretical models.
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