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PARALLEL SIMULATION OF LIFTING ROTOR WAKES
IN FORWARD FLIGHT

C. B. ALLEN

Abstract. A finite-volume implicit, unsteady, multiblock, multigrid, upwind
solver, and structured multiblock grid generator for rotors are presented, and
applied to lifting rotors in forward flight. These flows are particularly expensive
to compute as the accurate capture of the detailed vortical wake requires fine
meshes away from the blades and, hence, a parallel version of the code has
been developed allowing the use of very fine meshes. Parallel performance of
the code is presented, and grid dependence of the computed blade loads and
wake analysed, by considering wake capturing, total blade load and sectional
load variation around the azimuth. It is demonstrated that the vortical wake
capture is severely influenced by grid density, and even with 32 million points
grid convergence is not approached. It is also shown that if blade loads only are
of interest the vorticity dissipation is not a severe problem, and coarser meshes
can be used. However, if more detail is required, for example blade-vortex
interaction or aero-acoustic analysis, it would appear very difficult to capture
the wake to any reasonable accuracy.

Key Words. Numerical simulation, forward flight rotors, parallel processing,
wake capturing.

Nomenclature

a∞ Freestream acoustic speed
A Cell face area
c Rotor chord
CL Blade load coefficient
Cload Blade sectional load coefficient
E Energy
Fz Force in z-direction
F Flux vector
F
±

Upwinded flux vector components
i, j,k Unit vectors in x, y, z directions
k Cell face index
q Absolute velocity vector = [u, v, w]T
MTip Rotor tip Mach number (= ΩRTip/a∞)
n Outward unit normal vector
P Pressure
r Coordinate vector
R Residual vector
r Section radius
R Rotation matrix
RTip Rotor tip radius
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S Surface cell area
t Time
T Implicit time-stepping coefficients
u, v, w Cartesian velocity components
x, y, z Cartesian coordinates
U Conserved vector
V Cell volume

α Explicit time-stepping coefficient
µ Advance ratio (= VFF /ΩRTip)
ω Rotation vector
Ω Rotational frequency
Ψ Azimuth angle
ρ Density
Θinc Rotor shaft inclination angle

1. Introduction

Forward flight rotor flows are extremely challenging for numerical simulation
codes, due to the particularly harsh flow regimes. The flow in the root region is
very low speed, and can contain regions of reverse flow on the retreating side, while
the flow in the tip region is normally transonic on the advancing side. The flow
around each blade is also strongly influenced by the wake from previous blades, and
so the capture of this wake is important. However, numerical diffusion/dispersion
inherent in all CFD codes severely compromises the resolution of flow vorticity, and
so this is a serious problem for rotor flow simulation. Hover simulation requires
the capture of several turns of the tip vortices to compute accurate blade loads,
resulting in the requirement for fine meshes away from the surface, and a long
numerical integration time for this wake to develop. Forward flight simulation also
requires accurate capture of the vortical wake but, depending on the advance ratio,
fewer turns need to be captured, as the wake is swept downstream. However, not
only does the entire domain need to be solved, rather than the single blade for
hover, but the wake is now unsteady, and so an unsteady solver must be used,
which is not only more expensive than the steady solver used for hover, but can
easily result in even higher numerical diffusion of the wake. Hence, it is extremely
expensive to simulate these flows.

Other, cheaper methods can be used for rotor simulation, for example it is com-
mon to use a wake model based on a vortex element or vortex-lattice method [1, 2].
However, these can also become expensive for fine resolutions, resulting in sim-
plifying assumptions, often related to vortex roll-up, which can lead to incorrect
representations. Another cheaper approach is the vorticity transport formulation,
see for example [3, 4], which has very low inherent diffusion, and has been proven
to preserve and convect vortices over extremely long distances. Simulations with
this method have been demonstrated to capture both unsteady hovering wakes,
and wake breakdown in forward flight. However, this approach is, as are free wake
models, limited to incompressible flow.

Ultimately, for many aspects of rotor design and analysis, a mainstream CFD
solution of the entire, compressible, flow field is desirable, and that approach is
considered here for forward flight. Of particular interest is the development and
capture of the unsteady vortical wake and, hence, a grid dependence study has been
performed. To this end, the simulation code has been parallelised to allow the use
of very fine meshes.
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The amount of numerical diffusion/dispersion present and, hence, the capture of
flow gradients, is of course inextricably linked to the quality of the numerical mesh
used. Forward flight will always require a multiblock mesh (if using structured
meshes), whereas hover can be simulated with a single block mesh. Previous work
[5, 6, 7] has shown that hovering solutions on multiblock meshes exhibit much
sharper wake resolution and better convergence than on single block meshes with
similar numbers of points, due to the increased grid quality. This agrees with other
work, where it has also been shown [8] that vorticity capturing is highly grid size,
cell aspect ratio, and grid skewness dependent and, hence it is vital to adopt a
multiblock approach, as is adopted here, to attempt to align the mesh with the
vortical flow features as well as possible.

In this paper the unsteady formulation of the flow-solver will be presented, along
with parallelisation details, followed by grid generation aspects for structured multi-
block grids for rotors in forward flight. Numerical solutions for lifting rotors in
forward flight are then presented and examined. Of particular interest is the grid
dependence of the vorticity capturing, and the influence of the vortical wake cap-
turing on the loading of the following blades. The key questions addressed are:
how much of the physics can be captured, how much needs to be captured when
considering global loads for example, and how expensive is it ? These questions
are answered, and possible options, in terms of improving wake capturing, are dis-
cussed.

2. Unsteady Flow Solver

The Euler equations in integral form for a mesh rotating in a fixed axis system
are

(1)
d

dt

∫

V

UdV +
∫

∂V

F.ndS = 0

where

(2) U =




ρ

ρu

ρv

ρw

E




, F =




ρ [q− (ω × r(t))]

ρu [q− (ω × r(t))] + P i

ρv [q− (ω × r(t))] + P j

ρw [q− (ω × r(t))] + Pk

E [q− (ω × r(t))] + Pq




.

The coordinate vector r(t) is time dependent in the fixed axis system, i.e.

(3) r(t) = [R(t)]r(0)

where [R(t)] is the time-dependent rotation matrix. The z−axis is taken as the
rotation axis here, and so

(4) [R(t)] =




cos(Ωzt) sin(Ωzt) 0
−sin(Ωzt) cos(Ωzt) 0

0 0 1


 .

The equation set is closed by

(5) P = (γ − 1)[E − ρ

2
q2].



4 C. B. ALLEN

2.1. Spatial Discretisation. A finite-volume upwind scheme is used to solve the
integral form of the Euler equations, since by correctly modelling the characteristic
behaviour of the flow upwind schemes are naturally dissipative. The flux-vector
splitting of van Leer [9, 10] is used.

The flux integral for each cell is evaluated by defining a local orthogonal axis
system at each cell face, and summing the upwinded components. The upwind
interpolations are computed using a third-order spatial interpolation [11]. High
order schemes suffer from spurious oscillations in regions of high flow quantity
gradients, and so a flux limiter is required, and the continuously differentiable one
due to Anderson et al [11] was chosen.

To avoid introducing errors due to the evaluation of the rotational terms, the
local (ω × r) terms are evaluated by solving for cell face area moment vectors, and
satisfying the resulting conservation condition [14, 12, 13]. (More details of the
spatial scheme can be found in [12, 13].)

2.2. Implicit Time-Stepping Scheme. An implicit form of the differential equa-
tion for each computational cell is considered,

(6)
∂(V n+1Un+1)

∂t
+ R(Un+1) = 0

where V is the time-dependent cell volume and R is the upwinded flux integral.
The implicit temporal derivative is then approximated by a second-order backward
difference, following Jameson [15]. However, the computations are started by mov-
ing the blade into a stationary fluid, and so a small initial time-step is required.
This time-step can be increased during the computation, so a variable time-step
scheme is adopted. ∆tn+1 is the time-step from time level n to n + 1, and ∆tn

the time-step from time level n− 1 to n. The ‘pseudo-time’ formulation is used to
reduce the unsteady problem to a series of steady problems. A multi-stage time-
stepping scheme is then used to converge the solution at each real time step. For
example integrating from pseudo time-level m to m + 1, the scheme would be

Um+αj = Um − αj
∆τ

V n+1

{
Tn+1V n+1Um+αj−1 − TnV nUn

(7) +Tn−1V n−1Un−1 +
6∑

k=1

[R]−1
k

[
F

+
(U+)m+αj−1

k + F
−

(U−)m+αj−1
k

]
An+1

k

}

where

Tn+1 =
(2∆tn+1 + ∆tn)

(∆tn+1 + ∆tn)∆tn+1
(8)

Tn =
(∆tn+1 + ∆tn)

∆tn+1∆tn
(9)

Tn−1 =
∆tn+1

(∆tn+1 + ∆tn)∆tn
(10)

and α0,1,2,3 = 0, 1
4 , 1

2 , 1. k represents the six cell faces, ∆τ is the pseudo time-
step, [R] is the local rotation matrix, F

±
are the upwinded flux components, and

A the cell face area. There is no limit to the size of the real time step that can
be taken and this leads to a large reduction in CPU time compared to an explicit
scheme [19, 16, 17]. The time step is limited by accuracy rather than stability,
which is the reason small time-steps are used at the beginning of the computation.
This approach means that the instantaneous grid positions and speeds, and the
geometric quantities (normal vectors, area moment vectors, etc), only have to be
recomputed once every real time-step, and remain constant during the pseudo-time
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iterations. As there is no blade motion, i.e. no motion in addition to the rigid
rotation, accounted for here, the cell volumes are constant for this case.

2.3. Multigrid Scheme. Explicit time-stepping schemes lend themselves well to
multigrid acceleration, see for example [20, 21]. In this approach, errors computed
on the finest mesh are transferred to progressively coarser meshes to compute the
corrections to the fine mesh solution. As larger time-steps are allowed on the coarser
meshes, errors are propagated out of the domain faster than is possible on the fine
mesh, resulting in faster convergence. It has been shown previously that multigrid
is effective for hovering rotors using a steady approach, [12, 13], and for forward
flight using an unsteady approach [26, 27, 28].

A V-cycle with relaxed trilinear prolongation operator was found to the most
effective scheme for both steady and unsteady simulations. At block and domain
boundaries, suitable values of solution updates are prescribed in halo cells, such that
the relevant boundary conditions are satisfied and the same trilinear interpolation
scheme can be used for every point.

2.4. Parallelisation. The code has been parallelised using MPI, to allow the use
of fine meshes. However, there is a balance to be struck here, since multigrid is
implemented: more CPU’s means smaller blocks and, hence, faster solution time
per global time-step, but smaller blocks mean fewer multigrid levels can be used,
resulting in slower convergence. A pre-processing algorithm has been developed
which reads in the mesh in its coarsest (in terms of number of blocks) form, and
splits it into more blocks, if required, while attempting to balance the number
of points on each CPU, and maintaining the maximum number of multigrid levels.
This can be run before the grid generation process, to optimise the mesh dimensions
and load balancing.

The solver is coded such that each block boundary simply has a boundary con-
dition tag (listed in table 1), a neighbouring block number, and an orientation flag.
The only restriction applied is that a boundary can only have one type of tag.

-1 Solid surface (include in loads calculation)
0 Solid surface
1 Farfield
2 Internal face
3 Periodic downstream
4 Periodic upstream

Table 1: Boundary Condition Tags.
Hence, each block only requires NI, NJ,NK, the NI ×NJ ×NK physical co-

ordinates, then six lines, of three integers each, defining the boundary conditions.
The spatial stencil is five points in each direction, and so for parallel send/receives,
at each internal block boundary, two planes of solution are packed and sent to
the appropriate processor, and received boundary data unpacked according to the
orientation flag. This has the advantage that no halo, multigrid, or cell connec-
tivity data is required in the grid file and, hence, there is no ‘preprocessing’ stage.
This is significant, as it avoids the mesh having to be processed on a single CPU,
which can result in a mesh size limit, or the development of a parallel grid gener-
ator/preprocessor. A separate file can be written for each block, and a header file
created which defines the block-CPU relationship and the name of each block file.

The code has been written to require no global flow or geometry data storage.
Only arrays of block dimensions and connectivity are required globally, which are
only 1D arrays of length nblocks, and this vastly reduces the memory requirements
of the code. Avoiding any global storage or collection of flow/geometry data means
the code is extremely efficient in terms of memory and load balancing; the 32 million



6 C. B. ALLEN

point mesh case shown later can be run with four levels of multigrid on 16 dual-CPU
nodes, with only 1GByte RAM per node, i.e. less than 0.5GByte/million points.

3. Grid Generation

Hovering flight can be modelled using a single block mesh, as only one blade
need be considered, see for example [12, 5, 13]. However, forward flight simulation
requires the complete disk, i.e. all blades, to be modelled, and, hence, a multiblock
mesh is required (if using a structured approach). It has previously been shown [5, 6]
that multiblock hovering solutions exhibit better convergence and wake capturing
than single block solutions anyway, as the grid lines can be aligned more with the
flow features.

Hence, a multiblock grid generation tool has been developed which is applicable
to fixed- and rotary-wing cases, but is particularly effective for rotor flows. As the
flow-solver has been parallelised there is, in theory, no limit on the mesh size that
can be used and, hence, it is important that the grid generator does not place a
limit on this. The software developed has been coded to be extremely efficient in
terms of memory requirement and, as an example, a 64 million point, 408 block,
mesh can be generated in around 30 minutes on a P4 machine running Linux, and
requires less than 2GBytes RAM. A transfinite interpolation approach [23, 24] is
adopted, including improved orthogonality and a periodic transformation.

The major difference between meshes for hover and forward flight cases is rep-
resentation of the hub. In the hovering case, it is simple to have the hub (small
radius cylinder at the root of all blades) running to the farfield boundaries above
and below the blades, as there is no flow through it. That is not the case in forward
flight, since there is flow through this region. The solid surface is taken to around
one chord above and below the blades, and then the hub regions above and below
the blades are filled by generating intermediate blocks and blocks that match at the
periodic boundaries. A transformation is then applied to make the top and bottom
of the solid surface spherical. Previous versions of the grid generator adopted a
radial type block structure above the hub, see for example [26, 27]. However, this
has now been improved, so that all blocks are generated such that there are no
‘collapsed’ cells, i.e. cells with any zero area faces.

Once the mesh and hub blocks have been generated around one blade, the cylin-
der is completed by repeating and rotating the computed mesh to fill the entire
cylinder. After generating the entire mesh an elliptic smoothing is applied [25].
The smoothing has been coded such that boundaries are also smoothed (for more
details of the grid generation see [7, 22]).

A wake grid dependence study has been performed, considering the ONERA
7A blade [18]. A typical mesh density for a forward flight simulation may be one
million points. To perform the grid dependence study, this density was doubled five
times, i.e. meshes of density 1, 2, 4, 8, 16, and 32 million points were generated.
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Fig. 1 : Four-bladed Multiblock Forward flight mesh. Domain and Block Boundaries.

Fig. 2 : Four-bladed Multiblock Forward flight mesh. Block Structure.

Figure 1 shows the computational domain and block boundaries, for the 7A four-
bladed case. This is an intermediate topology, with 72 blocks associated with each
blade, and six blocks above the hub and six below for each blade, giving a total
of 336 blocks. For the coarser meshes presented, this number is decreased to 192,
and increased to 408 for the 32 million point case, to allow better parallelisation.
Figure 2 left shows the block boundaries on the solid surface and a grid plane near
the blade tips to show the block structure, and right is a close-up of the hub region,
with block boundaries shown. The farfield for the mesh is set at 50 chords spanwise
and 50 chords vertically, i.e. a cylinder of radius 50 chords, height 100 chords. The
grid density above and below the rotor disk is much smaller than used for hover,
since the wake is swept downstream rather than downwards, and so the grid density
there is less significant.

These meshes were all individually generated, i.e. coarser meshes have not been
generated by removing points from finer ones. This was done to ensure the highest
possible grid quality, and also to maintain the maximum proportion of points in
the rotor disk area, as this is the region of interest.

Figure 3 shows part of the grid in the rotor disk for each of the six grid densities.
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Fig. 3 : Four-bladed Multiblock Forward flight mesh.
Rotor disk grid, 1, 2, 4, 8, 16, 32× 106 points.

4. 7A Rotor in Lifting Forward Flight

A lifting forward flight test case was run with the 7A rotor. (The code has
previously been validated for forward flight, see for example [26, 27, 28].) The
case corresponds to datapoint Dpt0165, where the tip Mach number is 0.618, and
the advance ratio, µ, set to 0.214. The case also has a shaft inclination of -3.72
degrees, i.e. backward, so has significant blade-vortex interaction (BVI) effects.
This test case in fact has a time-dependent blade pitch, but that is not considered
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here, and the case run with a rigid rotor. This then results in higher loading on the
advancing side and, hence, stronger tip vortices in this region, which make a wake
capturing study more meaningful. The inclusion of surface and mesh motion is an
important stage of the development, but has little effect on the wake capturing grid
dependence analysis considered here.

The case was run as an unsteady simulation, using 180 real time-steps per rev-
olution, by spinning the entire rotor mesh at Ωz with a uniform freestream onflow
velocity of

(11) qfreestream = (µMTipa∞cosΘinc, 0,−µMTipa∞sinΘinc)T .

where Θinc is the rotor shaft inclination. As mentioned above, meshes of density
1, 2, 4, 8, 16, and 32 million points were used.

4.1. Results and Discussion. Figure 4 shows the vorticity field on selected cut-
away planes in the rotor disc (VFF shows the forward flight direction of the rotor),
for the various grid densities (the scale is the same in all pictures). This is the
solution after four complete revolutions have been computed (the rotation sense is
anti-clockwise). This shows both the tip vortex path and the effect of numerical
diffusion/dispersion. The grid dependence is clear, with even the 32 million point
simulation exhibiting diffusion. This is as expected.
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Fig. 4: 7A Forward Flight Vorticity Shading.
Clearly, as density is increased more influence of the wakes of previous blades is

captured, but more points are still needed. To overcome this problem, there are sev-
eral possible options. Grid adaptation is an obvious option, see for example [29, 30],
but this is expensive, and implementation within an unsteady solver difficult, par-
ticularly with the large motion of the tip vortices across the mesh. Structured mesh
adaptation can be extremely expensive, and unstructured adaptation, i.e. adding
and removing points, can lead to conservation problems, and can add dissipation
by affecting the spatial stencil.

The ‘vorticity confinement’ technique of Steinhoff and co-workers [31]-[34], is
another option. This has been applied to rotor flows, see for example [35, 36], but
as yet there is no theoretical foundation for determining the confinement parameter
value. It also does not help with the general diffusion issue, for example it will not
help acoustic problems, where pressure waves need to be resolved.

Chimera overlapping meshes could also be used, where high density meshes can
be added to capture the tip vortices, but to specifically capture the tip vortices
in forward flight requires a large motion of the tip vortex mesh which, again, is
expensive and awkward. This type of approach has been adopted in the UTC
OVERFLOW code [37, 38], and applied to rotor flows, see for example [39, 40].
However, it was stated in [40] that there were tip vortex grid location convergence
problems, which have yet to be resolved, even for hover.

Perhaps the best option, in terms of general diffusion/dispersion, is to use a
high-order scheme, see for example [8] wherein model problems related to rotor tip
vortices are considered. It was stated in this paper that ".... it is more efficient
to use a higher-order scheme rather than to increase the number of points with a
lower order method.". However, it must be remembered that most of the published
test cases are performed on cartesian-type meshes, and these conclusions are ques-
tionable for general skewed or stretched meshes, but this remains an interesting
approach.

Figure 5 shows blade load coefficient around the azimuth, for the six grid densi-
ties, defined as:

(12) CL =
Fz

1
2ρ∞(ΩRTip)2RTipc

where

(13) Fz =
surface cells∑

blade

PAz
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where

(14) Az = n.kS

and n is the surface cell outward unit normal, k is the z-direction unit vectro, and
S is the surface cell area. Ψ is the azimuth angle, and is defined as zero when the
blade is aligned with the onflow, i.e. facing backward along the fuselage.

Hence, if only blade loads are required, the grid density is not as significant as
if more detailed quantities are of interest.

Figure 6 shows normal force coefficient variation around the azimuth at r/R =
0.5, and figure 7 at r/R = 0.82. The normal force coefficient is defined at any
section r as:

(15) Cn =
Fz

1
2ρ∞(ΩRTip

r
RT ip

+ µΩRTipsin(Ψ))2c

where, in this case

(16) Fz =
section cells∑

blade

PdSx

where

(17) dSx =
Az

∆y

and r is the section radius.
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Fig. 5: 7A Forward Flight Blade Loading.
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Fig. 6: 7A Forward Flight Section Normal Force Variation, r/RTip = 0.5.
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Fig. 7: 7A Forward Flight Section Normal Force Variation, r/RTip = 0.82.

Fig. 8: 7A Forward Flight Blade Disk Loading.
The blade disk loading for the 32 million point case is also shown if figure 8,

which shows Cload around the azimuth, defined as:

(18) Cload =
Fz

1
2ρ∞(ΩRTip)2c

where Fz is as defined in (16).
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This clearly shows the blade-vortex interactions, which are particularly strong
on the advancing side.

Figures 5 and 6 demonstrate how, with less than 16 million points there is little,
if any, evidence of blade-vortex interaction being captured. However, it is also clear
that the solution is far from converging to a grid independent solution, even with
32 million points and, hence, more points are required.

4.2. Computational Requirements and Parallel Performance. The 1, 2,
4, 8, and 16 million point cases were run on the Beowulf cluster in the LACMS
(Laboratory for Advanced Computation in the Mathematical Sciences), at the De-
partment of Mathematics at Bristol. This consists of 80 nodes, each comprising two
1GHz P3’s with 1GByte RAM, and these cases were run on upto 48 CPU’s. The
16 million point case required around 14 days on 48 P3’s to compute four revolu-
tions. The 32 million point case was run on the national HPCx 1600 CPU machine.
This consists of 50 nodes, each comprising 32 1.7GHz IBM CPU’s with 32GBytes
of shared memory. This case required four days on 256 CPU’s to compute four
revolutions, i.e. around 25000 CPU hours.

The code has been officially benchmarked by the Terascaling Team, at the Na-
tional Supercomputer Centre. Figure 9 shows the speed-up obtained using from
32 upto 1024 CPU’s for a 20 million point case 1. A factor of one was used for 32
CPUs as fewer than this were not used. Hence, the code exhibits excellent scaling
efficiency.

Processors
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Fig. 9 : Parallel Performance of the Code.

5. Conclusions

Numerical simulation of multi-bladed lifting rotor flows in forward flight has been
presented. An implicit, upwind, unsteady, multiblock, multigrid scheme has been
developed, and used to compute lifting test cases. An efficient structured multi-
block grid generation algorithm for rotors has also been developed and presented.
Furthermore, the flow code has been parallelised to allow use of very fine meshes,
and excellent parallel efficiency demonstrated.

It has been demonstrated that the numerical dissipation/dispersion inherent in
the solver limits the accuracy of wake capturing. Even the solution computed using
32 million points exhibits wake diffusion/dispersion. It is shown that if only total
blade loads are of interest this is not a huge problem, but if more detailed data is
required, for example BVI effects are to be analised, it does not seem sensible to

1These figures have been certified by Andy Sunderland of the Terascaling Team at the National
Supercomputing Centre
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attempt to capture all the physics with a standard CFD code. Grid convergence
is not approached even with a 32 million point simulation, which cost 25000 CPU
hours.
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