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Abstract

In this paper, we present further development of the local discontinuous Galerkin (LDG)

method designed in [21] and a new dissipative discontinuous Galerkin (DG) method for

the Hunter-Saxton equation. The numerical fluxes for the LDG and DG methods in this

paper are based on the upwinding principle. The resulting schemes provide additional

energy dissipation and better control of numerical oscillations near derivative singularities.

Stability and convergence of the schemes are proved theoretically, and numerical simulation

results are provided to compare with the scheme in [21].
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1. Introduction

In this paper, we present further development of the local discontinuous Galerkin (LDG)
method designed in [21] and a new dissipative discontinuous Galerkin (DG) method for the
Hunter-Saxton (HS) equation

uxxt + 2uxuxx + uuxxx = 0. (1.1)

In [21], we developed a LDG method for the HS type equations and gave a rigorous proof for its
energy stability. In this method the basis functions used are discontinuous in space. The LDG
discretization also results in a high order accurate, extremely local, element based discretization.
In particular, the LDG method is well suited for hp-adaptation, which consists of local mesh
refinement and/or the adjustment of the polynomial order in individual elements. Numerical
simulation shows that the LDG method in [21] approximates the dissipative regularization
and the dispersive regularization, as well as continuous solutions of the original HS equation
(with possibly discontinuous derivatives) quite well. However, when the derivative has a big
jump discontinuity, the LDG solution for the derivative contains spurious numerical oscillations,
which are controlled by a nonlinear limiter in [21]. In this paper, we attempt to improve
the performance of the LDG method in its control on spurious numerical oscillations near
derivative singularities, without sacrificing its accuracy and provable stability. We also design
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a new dissipative DG method with the same improved numerical performance and provable
convergence for the piecewise constant case.

The DG method is a class of finite element methods, using discontinuous, piecewise polyno-
mials as the solution and the test space. It was first designed as a method for solving hyperbolic
conservation laws containing only first order spatial derivatives, e.g. Reed and Hill [15] for solv-
ing linear equations, and Cockburn et al. [2–4,6] for solving nonlinear equations. It is difficult to
apply the DG method directly to the equations with higher order derivatives. The LDG method
is an extension of the DG method aimed at solving partial differential equations (PDEs) con-
taining higher than first order spatial derivatives. The first LDG method was constructed by
Cockburn and Shu in [5] for solving nonlinear convection diffusion equations containing second
order spatial derivatives. Their work was motivated by the successful numerical experiments
of Bassi and Rebay [1] for the compressible Navier-Stokes equations. The idea of the LDG
method is to rewrite the equations with higher order derivatives into a first order system, then
apply the DG method on the system. The design of the numerical fluxes is the key ingredient
to ensure stability. The LDG techniques have been developed for convection diffusion equa-
tions (containing second derivatives) [5], nonlinear one-dimensional and two-dimensional KdV
type equations [19,23] and the Camassa-Holm equation [20]. Recently, there is a review paper
on the LDG methods for high-order time-dependent partial differential equations [22]. More
general information about DG methods for elliptic, parabolic and hyperbolic partial differential
equations can be found in the two special journal issues devoted to the DG method [7, 8], as
well as in the recent books and lecture notes [9, 14,16,17].

This paper is organized as follows. In Section 2, we present and analyze our improved,
dissipative LDG method for the HS type equation (1.1). We give a proof of the energy stability
in Section 2.3. In Section 3, we present a new dissipative DG method for the HS equation.
Stability for general case is proved, as well as convergence for the piecewise constant P 0 case.
Section 4 contains numerical results to compare with the results in [21] and to demonstrate the
accuracy and capability of the methods. Concluding remarks are given in Section 5.

2. The Dissipative LDG Method for the HS Equation

2.1. Notation

We denote the mesh in [0, L] by Ij = [xj− 1
2
, xj+ 1

2
], for j = 1, . . . , N . The center of the cell is

xj = 1
2 (xj− 1

2
+xj+ 1

2
) and the mesh size is denoted by hj = xj+ 1

2
−xj− 1

2
, with h = max1≤j≤N hj

being the maximum mesh size. We assume that the mesh is regular, namely that the ratio
between the maximum and the minimum mesh sizes stays bounded during mesh refinements.
We define the piecewise-polynomial space Vh as the space of polynomials of the degree up to k

in each cell Ij , i.e.

Vh = {v ∈ L2(Ω) : v ∈ P k(Ij) for x ∈ Ij , j = 1, . . . , N}.

Note that functions in Vh are allowed to have discontinuities across element interfaces.
The solution of the numerical scheme is denoted by uh, which belongs to the finite element

space Vh. We denote by (uh)+
j+ 1

2
and (uh)−

j+ 1
2

the values of uh at xj+ 1
2
, from the right cell

Ij+1, and from the left cell Ij , respectively. We use the usual notations [uh] = u+
h − u−h and

ūh = 1
2 (u+

h +u−h ) to denote the jump and the mean of the function uh at each element boundary
point, respectively.
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2.2. The LDG method

In this section, we define our LDG method for the HS equations (1.1), written in the following
form

uxx = q, (2.1)

qt =
1
2
((ux)2)x − 1

2
(u2)xxx (2.2)

with an initial condition
u(x, 0) = u0(x), (2.3)

and the boundary conditions

u(0, t) = ux(0, t) = ux(L, t) = 0, (2.4)

or
u(L, t) = ux(0, t) = ux(L, t) = 0. (2.5)

To define the local discontinuous Galerkin method, we further rewrite the equation (2.1) as
a first order system:

q − rx = 0, (2.6)

r − ux = 0.

The LDG method for the equations (2.6), where q is assumed known and we would want to
solve for u, is formulated as follows: find uh, rh ∈ Vh such that, for all test functions ρ, ϑ ∈ Vh,

∫

Ij

qhρdx +
∫

Ij

rhρxdx− (r̂hρ−)j+ 1
2

+ (r̂hρ+)j− 1
2

= 0, (2.7a)
∫

Ij

rhϑdx +
∫

Ij

uhϑxdx− (ûhϑ−)j+ 1
2

+ (ûhϑ+)j− 1
2

= 0. (2.7b)

The “hat” terms in (2.7) in the cell boundary terms from integration by parts are the so-
called “numerical fluxes”, which are single valued functions defined on the edges and should be
designed based on different guiding principles for different PDEs to ensure stability. For the
standard elliptic equation (2.6), we can take the simple choices such that

r̂h = r+
h , ûh = u−h , (2.8)

where we have omitted the half-integer indices j + 1
2 as all quantities in (2.8) are computed at

the same points (i.e. the interfaces between the cells).
Equation (2.2) can be rewritten as a first order system:

qt + px −B(r)x = 0, (2.9a)

p− (b(r)u)x = 0, (2.9b)

r − ux = 0, (2.9c)

where B(r) = 1
2r2 and b(r) = B′(r) = r. Now we can define a local discontinuous Galerkin

method to equations (2.9), resulting in the following scheme: find qh, ph, rh ∈ Vh such that,
for all test functions ϕ, ψ, η ∈ Vh,
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∫

Ij

(qh)tϕdx−
∫

Ij

(ph −B(rh))ϕxdx +
(
(p̂h − B̂(rh))ϕ−

)
j+ 1

2

−
(
(p̂h − B̂(rh))ϕ+

)
j− 1

2

= 0, (2.10a)
∫

Ij

phψdx +
∫

Ij

b(rh)uhψxdx− (b̂(rh)ũhψ−)j+ 1
2

+ (b̂(rh)ũhψ+)j− 1
2

= 0, (2.10b)
∫

Ij

rhηdx +
∫

Ij

uhηxdx− (ûhη−)j+ 1
2

+ (ûhη+)j− 1
2

= 0. (2.10c)

The numerical fluxes in equations (2.10) are chosen as

p̂h = p+
h , ûh = u−h , B̂(rh) = B(r+

h ), ũh = u−h (2.11)

and

b̂(rh) =
{

r−h if u−h ≥ 0,

r+
h if u−h < 0.

(2.12)

The boundary conditions for the LDG scheme of the HS equation are taken as

(uh)−1
2

= 0, (rh)−1
2

= 0, (rh)+
N+ 1

2
= 0, (ph)+

N+ 1
2

= 0. (2.13)

The definition of the algorithm is now complete. Notice that we have used the same notation
rh in (2.7b) and in (2.10c) as the schemes as well as the fluxes chosen are identical. The
implementation detail of the algorithm can be found in [21].

Remark 2.1. Comparing with the scheme in [21], the main difference of the scheme in this
paper is the choice of the numerical flux for b̂(rh).

• The numerical flux in [21] is the central flux, i.e.

b̂(rh) =
B(r+

h )−B(r−h )
r+
h − r−h

=
1
2
(r+

h + r−h ). (2.14)

The issue of convergence to its weak solutions of the LDG method in [21] is subtle. It
seems that the LDG scheme in [21] without limiters, if converges, should converge to the
conservative solution because the numerical solution is energy conservative.

• The numerical flux (2.12) is based on the upwinding principle. The resulting scheme
provide additional energy dissipation, thus facilitating convergence towards the dissipative
weak solution without any limiters.

Remark 2.2. We remark that the choice for the fluxes is not unique. We can also choose the
following numerical fluxes

r̂h = r−h , ûh = u+
h , p̂h = p−h , B̂(rh) = B(r−h ), ũh = u+

h , (2.15)

b̂(rh) =
{

r−h if u+
h ≥ 0,

r+
h if u+

h < 0.
(2.16)
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2.3. Energy stability of the LDG method

In this section, we prove the energy stability of the LDG method for the HS type equations
defined in the previous section.

Proposition 2.1. (Energy stability) The solution to the schemes (2.7) with fluxes (2.8) and
(2.10) with fluxes (2.11)–(2.12) satisfies the energy stability

d

dt

∫ L

0

r2
hdx ≤ 0. (2.17)

Proof. For equation (2.7a), we first take the time derivative and get
∫

Ij

(qh)tρdx +
∫

Ij

(rh)tρxdx− ((̂rh)tρ
−)j+ 1

2
+ ((̂rh)tρ

+)j− 1
2

= 0. (2.18)

Since (2.18), (2.7b) and (2.10a)–(2.10c) hold for any test functions in Vh, we can choose

ρ = uh, ϑ = (rh)t, ϕ = −uh, ψ = −rh, η = ph.

With these choices of test functions and summing up the five equations in (2.18), (2.7b) and
(2.10a)–(2.10c), we obtain

∫

Ij

(rh)trhdx +
∫

Ij

(phuh)xdx− (p̂hu−h + ûhp−h )j+ 1
2

+ (p̂hu+
h + ûhp+

h )j− 1
2

−
∫

Ij

(B(rh)uh)xdx + (B̂(rh)u−h + b̂(rh)ũhr−h )j+ 1
2
− (B̂(rh)u+

h + b̂(rh)ũhr+
h )j− 1

2

+
∫

Ij

((rh)tuh)xdx− ((̂rh)tu
−
h + ûh(r−h )t)j+ 1

2
+ ((̂rh)tu

+
h + ûh(r+

h )t)j− 1
2

= 0.

We have ∫

Ij

(rh)trhdx + Ψj+ 1
2
−Ψj− 1

2
+ Θj− 1

2
= 0, (2.19)

where the numerical entropy fluxes are given by

Ψj+ 1
2

=
(
p−h u−h − (p̂hu−h + ûhp−h )

−B(r−h )u−h + B̂(rh)u−h + b̂(rh)ũhr−h + (r−h )tu
−
h − ((̂rh)tu

−
h + ûh(r−h )t)

)
j+ 1

2

,

and the extra term Θ is given by

Θj− 1
2

=
(
−[phuh] + p̂h[uh] + ûh[ph]

+ [B(rh)uh]− b̂(rh)ũh[rh]− B̂(rh)[uh]− [(rh)tuh] + (̂rh)t[uh] + ûh[(rh)t]
)

j− 1
2

.

With the definition (2.8) and (2.11) of the numerical fluxes and after some algebraic manipu-
lation, we easily obtain

−[phuh] + p̂h[uh] + ûh[ph] = 0,

−[(rh)tuh] + (̂rh)t[uh] + ûh[(rh)t] = 0,
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and

[B(rh)uh]− b̂(rh)ũh[rh]− B̂(rh)[uh] (2.20)

=
1
2
((r+

h )2 − B̂(rh))(u+
h − u−h ) + (r+

h − r−h )
(

1
2
(r+

h + r−h )u−h − b̂(rh)ũh

)

(2.8)
= (r+

h − r−h )
(

1
2
(r+

h + r−h )u−h − b̂(rh)u−h

)

(2.16)
=

1
2
(r+

h − r−h )2|u−h | ≥ 0.

Hence
Θj− 1

2
≥ 0. (2.21)

Summing up the cell entropy inequalities ((2.19) with (2.21)) and taking care of the boundary
conditions (2.13), we obtain ∫

I

(rh)trhdx ≤ 0. (2.22)

This is the desired energy stability (2.17). ¤

Remark 2.3. The proof is similar to that in [21]. However, the numerical fluxes (2.15) provide
additional energy dissipation in (2.20).

Remark 2.4. For the numerical fluxes (2.15) and (2.16), we can also prove the energy stability
(2.17).

3. A New Dissipative DG Method for the HS Equation

In [11], the HS equation is also written in the following form

(ut + uux)x =
1
2
(ux)2 (3.1)

with

u(0, t) = 0, t ∈ [0, T ] (3.2)

u(x, 0) = u0(x). (3.3)

By introducing

r = ux, (3.4)

we may write the equation as

rt + (ur)x =
1
2
r2, r = ux (3.5)

or

rt + urx = −1
2
r2, r = ux. (3.6)

In [10], Holden et al. proved that a upwind finite difference method approximating (3.6) con-
verges to the unique dissipative solution of the HS equation (3.6). The dissipative solutions for
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the HS equation are well studied from a mathematical point of view, we refer the readers to
a series of papers [12, 13, 24–26]. This motivates us to consider a new dissipative DG method
which, as we will see later, becomes equivalent to the first order upwind finite difference method
in [10] for the piecewise constant P 0 case, thus convergent to the unique dissipative solution
of (3.6) in this case. Therefore, this dissipative DG method can be considered as a direct
generalization of the method in [10] to high order accuracy.

In the following, we will present this new dissipative DG method and prove its stability. We
will also demonstrate that this DG scheme, for the piecewise constant P 0 case, is equivalent to
the upwind finite difference scheme in [10].

3.1. The new DG method

The new DG scheme for the equation (3.5) is defined as follows. Find rh ∈ Vh such that,
for all test functions ρ ∈ Vh,

∫

Ij

(rh)tρdx−
∫

Ij

uhrhρxdx + (uhr̂hρ−)j+ 1
2
− (uhr̂hρ+)j− 1

2
=

1
2

∫

Ij

r2
hρdx, (3.7)

where

uh =
∫ x

x 1
2

rh(x1, t)dx1, (3.8)

which is a continuous piecewise polynomial function with degree at most k + 1.
The numerical flux r̂h in (3.7) is taking as

r̂h =
{

r−h if uh ≥ 0,

r+
h if uh < 0

(3.9)

which is also based on the upwinding principle.
The boundary conditions for the DG scheme of the HS equation are taken as

(uh) 1
2

= 0, (rh)−1
2

= 0, (rh)+
N+ 1

2
= 0. (3.10)

The definition of the algorithm is now complete.

Remark 3.1. The main difference between the DG scheme (3.7) and the LDG scheme (2.7)
and (2.10) in Section 2 is the solution uh.

• uh in (3.7) is a continuous piecewise polynomial function of degree k + 1.
• uh in (2.7) and (2.10) in Section 2 is a discontinuous piecewise polynomial function of

degree k.

The approximations to ux in both schemes are discontinuous piecewise polynomial functions of
degree k.

3.2. Stability of the DG method

Proposition 3.1. (Stability) The solution to the scheme (3.7)–(3.9) satisfies the stability

d

dt

∫ L

0

r2
hdx ≤ 0. (3.11)
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Proof. Choosing the test function ρ = rh in (3.7), we obtain
∫

Ij

(rh)trhdx−
∫

Ij

uhrh(rh)xdx + (uhr̂hr−h )j+ 1
2
− (uhr̂hr+

h )j− 1
2

=
1
2

∫

Ij

r3
hdx.

Using integration by parts for the second term in the above equation and noticing the continuity
of uh, we have

∫

Ij

(rh)trhdx +
1
2

∫

Ij

(uh)xr2
hdx− 1

2
(uh(r−h )2)j+ 1

2
+

1
2
(uh(r+

h )2)j− 1
2

(3.12)

+ (uhr̂hr−h )j+ 1
2
− (uhr̂hr+

h )j− 1
2

=
1
2

∫

Ij

r3
hdx.

The second term and the last term in the equation (3.12) will be canceled because (uh)x = rh.
Now the equation (3.12) can be written in the following form

∫

Ij

(rh)trhdx + Φj+ 1
2
− Φj− 1

2
+ Θj− 1

2
= 0, (3.13)

where the numerical entropy fluxes are given by

Φ = uhr̂hr−h −
1
2
(uh(r−h )2)

and the extra term Θ is given by

Θ = uhr̂hr−h − uhr̂hr+
h −

1
2

(
uh(r−h )2

)
+

1
2

(
uh(r+

h )2
)
.

With the definition (3.9) of the numerical fluxes and after some algebraic manipulation, we
easily obtain

Θ = uh(r+
h − r−h )(

1
2
(r+

h − r−h )− r̂h)

=
1
2
(r+

h − r−h )2|uh| ≥ 0.

Hence
Θ ≥ 0. (3.14)

Summing up the cell entropy inequalities ((3.13) with (3.14)) and taking care of the boundary
conditions (3.10), we obtain ∫

I

(rh)trhdx ≤ 0. (3.15)

This is the desired stability result (3.11). ¤

3.3. Convergence of the DG method for the P 0 case

In this section, we discuss the convergence of the DG method in Section 3.1 for the piecewise
constant approximation, namely, discontinuous P 0 finite elements.

We denote by vj , the numerical solution vh in the cell Ij (it is a constant in each cell). Then
from (3.8), we can get

(uh)j− 1
2

=
j−1∑

i=1

(vh)ihi, (3.16)
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(uh)j+ 1
2

=
j∑

i=1

(vh)ihi, (3.17)

(uh)j+ 1
2
− (uh)j− 1

2
= (vh)jhj . (3.18)

The scheme (3.7)–(3.9) can be rewritten in the explicit form

d

dt
(vh)jhj + (uh)j+ 1

2
(vh)j − (uh)j− 1

2
(vh)j−1 =

1
2
(vh)2jhj , if uh > 0, (3.19a)

d

dt
(vh)jhj + (uh)j+ 1

2
(vh)j+1 − (uh)j− 1

2
(vh)j =

1
2
(vh)2jhj , if uh < 0. (3.19b)

In the following, we will prove that the scheme (3.19) can be written in the following form

d

dt
(vh)j + (uh)j− 1

2
D−(vh)j = −1

2
(vh)2j , if uh > 0, (3.20a)

d

dt
(vh)j + (uh)j+ 1

2
D+(vh)j = −1

2
(vh)2j , if uh < 0 (3.20b)

where D−(vh)j =
(
(vh)j − (vh)j−1

)
/hj and D+(vh)j =

(
(vh)j+1 − (vh)j

)
/hj . This is just the

semi-discrete finite difference scheme in [10].

Lemma 3.1. The scheme (3.19) is equivalent to the scheme (3.20).

Proof. We will prove the Lemma for uh > 0 and uh < 0 respectively.

• uh > 0. The scheme (3.19a) can be written as

d

dt
(vh)jhj + (uh)j− 1

2

(
(vh)j − (vh)j−1

)
+

(
(uh)j+ 1

2
− (uh)j− 1

2

)
(vh)j =

1
2
(vh)2jhj .

Now, using the relation in (3.18), we can obtain

d

dt
(vh)jhj + (uh)j− 1

2

(
(vh)j − (vh)j−1

)
+ (vh)2jhj =

1
2
(vh)2jhj .

That is (3.20a).

• uh < 0. The scheme (3.19b) can be written as

d

dt
(vh)jhj + (uh)j+ 1

2

(
(vh)j+1 − (vh)j

)
+

(
(uh)j+ 1

2
− (uh)j− 1

2

)
(vh)j =

1
2
(vh)2jhj .

Now, using the relation in (3.18), we can obtain

d

dt
(vh)jhj + (uh)j+ 1

2

(
(vh)j+1 − (vh)j

)
+ (vh)2jhj =

1
2
(vh)2jhj .

That is (3.20b). This completes the proof. ¤

Remark 3.2. The equivalence of the schemes (3.19) and (3.20) implies that we can directly get
the convergence results for P 0 DG method since the convergence results were proved for (3.20)
in [10]. The numerical solution with P 0 polynomial functions will converge to a dissipative
solution of HS equation.

Remark 3.3. Because of the equivalency in the P 0 case, the dissipative DG method can be
considered as a direct generalization of the method in [10] to high order accuracy. The conver-
gence proof for the DG scheme in P k with k ≥ 1 is however more complicated and is left for
future work.
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4. Numerical Results

We will first show the accuracy test results for the upwinding numerical schemes in this
paper. We also present one numerical example (Example 4.1 in [21]) here, which contains the
solution with discontinuous derivative, to compare different methods and to show the advantage
of the schemes in this paper. The results for other examples in [21] are similar for all the schemes
and hence are not shown to save space. Time discretization is by the third order explicit TVD
Runge-Kutta method in [18]. This is not the most efficient method for the time discretization
to our LDG scheme. However, we will not address the issue of time discretization efficiency in
this paper.

Consider the numerical solution of the HS equation

uxxt + 2uxuxx + uuxxx = 0. (4.1)

First, we test our method taking the exact solution

u(x, t) = 0.01(x− π)2(x + π)2 sin(x− t) (4.2)

for the HS equation with a source term f , which is a given function so that (4.2) is the exact
solution. The computational domain is [−π, π]. The L∞ errors for the numerical solutions of
uh, rh and the numerical orders of accuracy at time t = 0.5 with uniform meshes are contained
in Table 4. We can see that our schemes in this paper have high order accuracy for the smooth
solutions. The observation for the accuracy order is the following:

• The LDG method in Section 2 with the upwinding numerical flux (2.12).

The method with P k elements gives a uniform (k+1)-th order of accuracy for uh. For the
solution rh, the accuracy is k-th order for k ≥ 1.

Table 4.1: L∞ errors and orders of accuracy for the LDG method in Section 2 with the upwinding

numerical flux (2.12) and the DG method in Section 3 with the upwinding numerical flux (3.9) for the

exact solution (4.2), t = 0.5.

LDG, upwinding flux DG, upwinding flux

uh rh uh rh

N L∞ error order L∞ error order L∞ error order L∞ error order

10 3.62E-01 – 8.71E-01 – 1.84E-01 – 4.53E-01 –

P 0 20 1.76E-01 1.04 4.86E-01 0.84 9.11E-02 1.02 2.76E-01 0.72

40 8.72E-02 1.01 2.50E-01 0.96 4.39E-02 1.05 1.45E-01 0.93

80 4.33E-03 1.01 1.26E-01 0.99 2.16E-02 1.02 7.35E-02 0.98

10 6.58E-02 – 1.77E-01 – 9.10E-03 – 1.11E-01 –

P 1 20 1.93E-02 1.77 9.17E-02 0.95 1.25E-03 2.86 3.26E-02 1.77

40 5.15E-03 1.91 4.00E-02 1.20 1.33E-04 3.23 1.00E-02 1.70

80 1.33E-03 1.96 1.80E-02 1.15 1.60E-05 3.06 2.41E-03 2.06

10 8.03E-03 – 4.86E-02 – 7.97E-04 – 1.43E-02 –

P 2 20 1.18E-03 2.76 1.50E-02 1.70 4.41E-05 4.18 2.03E-03 2.82

40 1.71E-04 2.79 3.78E-03 1.99 2.53E-06 4.13 2.42E-04 3.06

80 2.03E-05 3.07 1.02E-03 1.88 1.84E-07 3.78 3.27E-05 2.89

10 6.19E-04 – 1.09E-02 – 1.94E-04 – 5.80E-03 –

P 3 20 5.26E-05 3.56 1.25E-03 3.13 2.81E-06 6.11 1.87E-03 4.95

40 3.44E-06 3.93 1.51E-04 3.04 5.53E-08 5.67 6.93E-06 4.75

80 2.55E-07 3.76 1.94E-05 2.96 2.02E-09 4.77 3.42E-07 4.34
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Fig. 4.1. Solution u for the HS equation (4.1) the initial condition (4.3) for different schemes at t = 0.1.
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Fig. 4.2. Solution u for the HS equation (4.1) the initial condition (4.3) for different schemes at t = 0.5.
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Fig. 4.3. Solution r (i.e. ux) for the HS equation (4.1) the initial condition (4.3) for different schemes

at t = 0.1.
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Fig. 4.4. Solution r (i.e. ux) for the HS equation (4.1) the initial condition (4.3) for different schemes

at t = 0.5.
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• The DG method in Section 3 with the upwinding numerical flux (3.9).

The method with P k elements gives a uniform (k+2)-th order of accuracy for uh. For the
solution rh, the accuracy is (k+1)-th order for k ≥ 1. From Table 4, we can see that, for
the same mesh, the magnitude and order of the error for the DG method are better than
those for the LDG method. This is consistent with the different choices of the polynomial
degree of uh for the two methods.

Next, we consider the initial condition

u(x, 0) =





0, if x ≤ 0,

x, if 0 < x < 1,

1, if x ≥ 1.

(4.3)

The exact solution of the HS equation (4.1) with the initial condition (4.3) is

u(x, t) =





0, if x ≤ 0,
x

(0.5t+1) , if 0 < x < (0.5t + 1)2,
(0.5t + 1), if x ≥ (0.5t + 1)2.

(4.4)

The computational domain is [−6, 6]. Even though the solution u is continuous, the lack of
smoothness of ux will introduce high-frequency oscillation into the calculation of the residual.
To compare the performance of the different methods, we use the following methods in the
computations by P 2 elements with N = 80 cells for the solution u and r (i.e. ux).

(a) The LDG method in [21] with the central numerical flux (2.14).

(b) The LDG method in [21] with the central numerical flux (2.14) and the total variation
bounded in the means (TVBM) limiter in [4] to control the oscillation of rh.

(c) The LDG method in Section 2 with the upwinding numerical flux (2.12).

(d) The DG method in Section 3 with the upwinding numerical flux (3.9).
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Fig. 4.5. Energy of the different schemes for the HS equation (4.1) the initial condition (4.3).
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We show the numerical solutions uh in Figures 4.1–4.2 and rh in Figures 4.3–4.4. We can see
that the central scheme (a) without limiter generates spurious oscillation in rh approximating
ux near its discontinuity, especially at the later time t = 0.5. The TVBM limiter (b) removes
these oscillations in rh, at the price of smearing the derivative discontinuity and smoothing
out the solution u as well. The numerical solutions based on the upwinding schemes (c)–(d)
have much sharper fronts than those with the TVBM limiter, with just slight, localized over
and under-shoots near the fronts. In Figure 4.5, the energy

∫ L

0
r2
hdx as a function of time for

the numerical solutions is shown. The solution of r for scheme (a) is oscillatory without the
limiter, but the energy is still conserved. When the limiter is used, the energy is decaying a
lot. The upwinding schemes (c)–(d) provide additional energy dissipation (but not too much),
thus facilitating convergence towards the weak solution without any limiters.

5. Conclusion

We have developed dissipative LDG and DG methods to solve the HS type equations. Energy
stability is proved for general solutions for both schemes. Convergence of the DG scheme for
the P 0 case is proved by showing its equivalency with the upwind scheme in [10]. An important
issue not addressed in this paper is convergence proof for high order DG methods. From the
stability and approximation results, we can derive L2 a priori error estimates of the high order
LDG method for the Camassa-Holm equation [20]. However the proof of the high order DG
method for the HS equation is not completely straightforward. Such proof is left for future
work.
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