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#### Abstract

In this paper, we study adaptive finite element discretisation schemes for a class of parameter estimation problem. We propose to use adaptive multi-meshes in developing efficient algorithms for the estimation problem. We derive equivalent a posteriori error estimators for both the state and the control approximation, which particularly suit an adaptive multi-mesh finite element scheme. The error estimators are then implemented and tested with promising numerical results.
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## 1. Introduction

Adaptive finite element approximation is very important in improving accuracy and efficiency of the finite element discretisation because it ensures a higher density of nodes in certain area of the computational domain, where the solution is more difficult to approximate. By now the theory and application of adaptive finite element methods for the numerical solutions of partial differential equations (PDEs)have reached some state of maturity as documented by a series of monographs. There has been so extensive research on developing adaptive finite element algorithms for PDEs in the scientific literature that it is simply impossible to give even a very brief review here.

Recently, there has been intensive research in adaptive finite element method for optimal control problems, see, e.g., $[2-4,16,19-22]$. The main existing approaches are the goal-orientated a posteriori error estimators, see, e.g., [3,4], and the residual based a posteriori error estimators, see, e.g., $[16,19,20]$, where a posteriori error estimates equivalent to the energy norm of the

[^0]approximation error were derived for several types of optimal control problems. The readers can refer to the recent monograph [21] for more details.

Furthermore, it has been found that for constrained control problems, different adaptive meshes are often needed for the control and the states, see [15, 16]. Using different adaptive meshes for the control and the state allows very coarse meshes to be used in solving the state and co-state equations. Thus much computational work can be saved since one of the major computational loads in computing optimal control is to solve the state and co-state equations repeatedly. This will be also seen from our numerical experiments in Section 6.

In this paper, we are interested in the least-square formulation of the following parameter estimation problem in $R^{n}(n \leq 3)$ :

$$
\begin{equation*}
\min _{u \in K}\{g(y)+j(u)\}, \tag{1.1}
\end{equation*}
$$

subject to

$$
\begin{equation*}
-\operatorname{div}(A \nabla y(u))+u y(u)=f \quad \text { in } \Omega \tag{1.2}
\end{equation*}
$$

where $u$ is defined on $\Omega$, and $\Omega$ is a bounded and simply connected open sets in $R^{n}(n \leq 3)$ with Lipschitz continuous boundaries $\partial \Omega$. Here $j(u)=\int_{\Omega} h(u)$ is convex functional, $f \in L^{2}(\Omega)$, and $K$ is a closed convex set. We also assume that $g$ and $j$ are convex functionals which are continuously differentiable, and $j$ is further strictly convex with $j(u) \rightarrow+\infty$ as $\|u\|_{U} \rightarrow \infty, g(\cdot)$ is bounded below. For the matrix $A$ we assume that $A(\cdot)=\left(a_{i, j}(\cdot)\right)_{n \times n} \in\left(W^{1, \infty}(\Omega)\right)^{n \times n}$, such that there is a constant $c>0$ satisfying that for any vector $X \in R^{n}$, it gives $X^{t} A X \geq c\|X\|_{R^{n}}^{2}$. The above problem is of course a class of optimal control problem. In comparison with the standard optimal control problems, there were relatively fewer known results in developing adaptive finite element approximation for parameter estimation problems due to the lower regularity of the parameter that often is discontinuous. In [5], goal-orientated a posteriori error estimators were developed for a class of parameter identification problem, and computational tests were presented. In $[7,8,13]$, a posteriori error estimators of residual type were developed for the same problem but with stronger assumptions on the estimated parameter as required by the techniques used. In particular, these assumptions eliminate any jumps in the estimated parameter. Very recently a priori error estimates and super-convergence were presented in [26] for the above estimation problem, although much more work in convexity of the functional, regularity of the parameter, and a posteriori error estimation techniques was still needed before a posteriori error estimators of residual type can be rigorously derived.

The purpose of this work is to develop residual a posteriori error estimators for the adaptive finite element approximation of the above problem. In our work, the estimated parameter is assumed just in $L^{2}$ so that jumps in value are allowed for the estimated parameter. The plan of the paper is as follows. In Section 2, we introduce some notations and preliminaries. In Section 3, we will construct the finite element approximation for the parameter estimation problem. In Sections 4 and 5 , sharp a posteriori error estimators are derived for the parameter identification problem. Finally numerical test results are presented in Section 6.

## 2. Notations and Preliminaries

### 2.1. Some notations

We adopt the standard notation $W^{m, q}(\Omega)$ for Sobolev spaces on $\Omega$ with norm $\|\cdot\|_{W^{m, q}(\Omega)}$ and seminorm $|\cdot|_{W^{m, q}(\Omega)}$ (or $\|\cdot\|_{m, q, \Omega},|\cdot|_{m, q, \Omega}$ for simplification). Further we set $W_{0}^{1, q}(\Omega) \equiv$
$\left\{w \in W^{1, q}(\Omega):\left.w\right|_{\partial \Omega}=0\right\}$ and abbreviate $W^{m, 2}(\Omega)$ by $H^{m}(\Omega)\left(W_{0}^{1,2}(\Omega)\right.$ by $\left.H_{0}^{1}(\Omega)\right)$. In addition $c$ and $C$ denote generic positive constant independent of $h$. We will take the state space $V=H_{0}^{1}(\Omega)$, the parameter space $U=L^{2}(\Omega)$ and $H=L^{2}(\Omega)$ with the inner product $(\cdot, \cdot)$.

Let

$$
\begin{array}{ll}
a(y, v)=\int_{\Omega}(A \nabla y) \cdot \nabla v & \forall y, v \in V \\
\left(f_{1}, f_{2}\right)=\int_{\Omega} f_{1} f_{2} & \forall\left(f_{1}, f_{2}\right) \in H \times H
\end{array}
$$

It follows from the assumptions on $A$ that there are constants $c$ and $C>0$ such that $\forall y, w \in V$,

$$
\begin{equation*}
a(y, y) \geq c\|y\|_{V}^{2}, \quad|a(y, w)| \leq C\|y\|_{V}\|w\|_{V} \tag{2.1}
\end{equation*}
$$

Then the standard weak formula for the state equation (1.2) reads: find $y(u) \in V$ such that

$$
\begin{equation*}
a(y(u), v)+(u y(u), v)=(f, v) \quad \forall v \in V \tag{2.2}
\end{equation*}
$$

Then, problem (1.1) and (1.2) can be rewritten as: (OBC) find $(y(u), u) \in V \times U$ such that

$$
\begin{equation*}
\min _{u \in K}\{g(y)+j(u)\} \tag{2.3}
\end{equation*}
$$

subject to

$$
a(y(u), v)+(u y(u), v)=(f, v) \quad \forall v \in V
$$

### 2.2. Well-posedness for state equation

In this paper we will consider the case where $u$ may take negative values. Thus the state equation (2.2) may not be even well-posed. We need the following assumption on $K$ for wellposedness of the state equation.

Assumption (H): For any $u \in K$ and $f \in H^{-1}(\Omega)$, the equation (2.2) admits a unique solution $y=y(u, f) \in V$. Furthermore there exist a neighborhood $Q$ of $u$ in $K$ and a constant $C(Q)>0$ independent of $f$, such that

$$
\|y(u, f)\|_{H^{1}} \leq C(Q)\|f\|_{H^{-1}} \quad \forall u \in Q
$$

Some examples of $K$, which satisfy Assumption (H), will be given in Appendix. Also in the Appendix, we will show:

Proposition 2.1. If $\partial \Omega$ is $C^{1,1}$ regular or that $\Omega$ is a parallelepiped. Suppose that Assumption (H) holds, then for all $u \in K$, the solution $y=y(u, f)$ of $(2.2)$ is in $H^{2}(\Omega)$. Furthermore for any $v \in K$, there exist a neighborhood $O(v)$ of $v$ and a constant $C(v)>0$ such that

$$
\|y(u, f)\|_{H^{2}} \leq C(v)\|f\|_{L^{2}} \quad \forall u \in O(v) \cap K
$$

### 2.3. Convexity of control problem

We now in the position of examining the convexity of the parameter estimation problem. Let

$$
\begin{equation*}
J(u)=g(y(u))+j(u) \tag{2.4}
\end{equation*}
$$

where $y(u)$ is the solution of (2.2). Then it follows that $J$ is continuous and weakly lower semi-continuous on $L^{2}(\Omega)$. The control problem (2.3) can be reformulated as the following minimization problem: (M)

$$
\min _{u \in K} J(u) .
$$

Let $u$ be a solution of (2.3). We shall further assume that there is a neighborhood of $u$ such that $J$ is a uniformly convex functional in the neighborhood. This is a strong assumption. Nevertheless, we notice that there are many cases where this assumption does hold. The argument is that in many applications, $J$ is regularized. Thus if it is not strictly convex locally, then the regularization should be further improved.

One of the most frequently met cases is

$$
J(u)=g(y(u))+\frac{\alpha}{2}\|u\|_{L^{2}(\Omega)}^{2} .
$$

If $\alpha$ is large enough, then $J$ is uniformly convex globally. For some important problems we can further show that $J$ is convex locally for any $\alpha>0$ (thus uniformly convex).

For example, for any $\alpha>0$, consider the following regularized parameter (potential) estimation problem $\left(P_{\alpha}\right)$ :

$$
\begin{equation*}
\min _{u \in K}\left\{\frac{1}{2}\|y-z\|_{L^{2}(\Omega)}^{2}+\frac{\alpha}{2}\|u\|_{L^{2}(\Omega)}^{2}\right\}, \tag{2.5}
\end{equation*}
$$

subject to

$$
-\operatorname{div}(A \nabla y)+u y=f \quad \text { in } \Omega, \quad y=0 \quad \text { on } \partial \Omega,
$$

where $K$ satisfies Assumption (H).
Let us assume that $z$ is identifiable in the sense that there exists $u_{z} \in K$ such that $y\left(u_{z}\right)=z$, where $y\left(u_{z}\right)$ is the solution of the equation:

$$
\begin{equation*}
-\operatorname{div}(A \nabla y)+u_{z} y=f \quad \text { in } \Omega, \quad y=0 \quad \text { on } \partial \Omega \tag{2.6}
\end{equation*}
$$

Under this condition, we will show the convexity of the control problem in Appendix.
From the local convexity any solution of (2.3) is locally unique, and it can be shown that if $(y(u), u)$ is a local solution of $(2.3)$ then there is a $p \in V$ such that $(y, p, u) \in V \times V \times K$ satisfying

$$
\begin{array}{ll}
(A \nabla y, \nabla v)+(u y, v)=(f, v) & \forall v \in V, \\
\left(\nabla q, A^{*} \nabla p\right)+(u p, q)=\left(g^{\prime}(y), q\right) & \forall q \in V, \\
\left(h^{\prime}(u), u-w\right)-(p y, u-w) \leq 0 & \forall w \in K \subset U, \tag{2.9}
\end{array}
$$

where $A^{*}$ is the adjoint matrix of $A$.

## 3. Finite Element Approximation

### 3.1. The finite element space

In this section we consider the finite element approximation of the estimation problem. Here we only consider the n-simplex elements. Also we only consider the conforming finite elements.

For the problem $(O B C)$ we assume $\Omega \subset R^{n}(n \leq 3)$. Let $\Omega^{h}$ be a polygonal approximation to $\Omega$ with boundary $\partial \Omega^{h}$. Let $T^{h}$ be a partitioning of $\Omega^{h}$ into disjoint regular n-simplices $\tau$, so that $\bar{\Omega}^{h}=\bigcup_{\tau \in T^{h}} \bar{\tau}$. Each element has at most one face on $\partial \Omega^{h}$, and $\bar{\tau}$ and $\bar{\tau}^{\prime}$ have either
only one common vertex or a whole edge or face if $\tau$ and $\tau^{\prime} \in T^{h}$. We further require that $P_{i} \in \partial \Omega^{h} \Rightarrow P_{i} \in \partial \Omega$ where $\left\{P_{i}\right\}(i=1 \ldots . . J)$ is the vertex set associated with the triangulation $T^{h}$. For simplicity, we assume that $\Omega$ is a convex polygon so that $\Omega=\Omega^{h}$.

Associated with $T^{h}$ is a finite dimensional subspace $W^{h}$ of $C\left(\bar{\Omega}^{h}\right)$, such that $\left.\chi\right|_{\tau}$ are polynomials of m-order ( $m \geq 1$ ) for all $\chi \in W^{h}$ and $\tau \in T^{h}$. Let $V^{h}=W^{h} \cap V \subset V$.

Similarly, let $T_{U}^{h}$ be a partitioning of $\Omega^{h}$ into disjoint regular n-simplices $\tau_{U}$, so that $\bar{\Omega}^{h}=$ $\bigcup_{\tau_{U} \in T_{U}^{h}} \bar{\tau}_{U} . \bar{\tau}_{U}$ and $\bar{\tau}_{U}^{\prime}$ have either only one common vertex or a whole edge or face if $\tau_{U}$ and $\tau_{U}^{\prime} \in T_{U}^{h}$.

Associated with $T_{U}^{h}$ is another finite dimensional subspace $W_{U}^{h}$ of $L^{2}\left(\Omega^{h}\right)$, such that $\left.\chi\right|_{\tau U}$ are polynomials of m-order ( $m \geq 0$ ) for all $\chi \in W_{U}^{h}$ and $\tau_{U} \in T_{U}^{h}$. Here there is no requirement for the continuity. Let $U^{h}=W_{U}^{h}$. In this work, we only consider the piecewise constants or discontinuous linear elements. It is easy to see that $U^{h} \subset U$.

Let $h_{\tau}\left(h_{\tau_{U}}\right)$ denote the maximum diameter of the element $\tau\left(\tau_{U}\right)$ in $T^{h}\left(T_{U}^{h}\right)$, let $\rho_{\tau}$ ( $\rho_{\tau_{U}}$ ) denote the diameter of the largest ball contained in $\tau\left(\tau_{U}\right)$. Assume that there is a regularity constant $R$ such that $1 \leq \max _{\tau \in T^{h}}\left(h_{\tau} / \rho_{\tau}\right) \leq R\left(1 \leq \max _{\tau_{U} \in T_{U}^{h}}\left(h_{\tau_{U}} / \rho_{\tau_{U}}\right) \leq R\right)$. Let $h=\max _{\tau \in T^{h}} h_{\tau}\left(h_{U}=\max _{\tau_{U} \in T_{U}^{h}} h_{\tau_{U}}\right)$.

### 3.2. The discrete scheme

The finite element approximation of the state equation reads:

$$
\begin{equation*}
a\left(y_{h}, w_{h}\right)+\left(u_{h} y_{h}, v_{h}\right)=\left(f, v_{h}\right) \quad \forall v_{h} \in V^{h} \subset V . \tag{3.1}
\end{equation*}
$$

The next lemma follows immediately.
Lemma 3.1. If $K$ satisfies Assumption (H), then (3.1) has a unique solution for $h$ sufficiently small.

Let $K^{h}$ be a closed convex set in $U^{h}$ such that there are $v_{h} \in K^{h}$ converging to an element $v \in K$ in $U$. The finite element approximation of control problem (2.3) reads ( $M^{h}$ ):

$$
\min _{u_{h} \in K^{h}} J_{h}\left(u_{h}\right),
$$

where $J_{h}\left(u_{h}\right)=g\left(y_{h}\left(u_{h}\right)\right)+j\left(u_{h}\right)$. Or equivalently $\left(O B C^{h}\right)$

$$
\begin{equation*}
\min _{u_{h} \in K^{h}}\left\{g\left(y_{h}\right)+j\left(u_{h}\right)\right\}, \tag{3.2}
\end{equation*}
$$

subject to $y_{h} \in V^{h}$, and

$$
a\left(y_{h}, w_{h}\right)+\left(u_{h} y_{h}, v_{h}\right)=\left(f, v_{h}\right) \quad \forall v_{h} \in V^{h} \subset V .
$$

It is can be shown that the problem (3.2) has at least one solution $\left(y_{h}, u_{h}\right)$, and that if a pair $\left(y_{h}, u_{h}\right)$ is the solution of (3.2), there is a co-state $p_{h} \in V^{h}$ such that the triplet $\left(y_{h}, p_{h}, u_{h}\right)$ satisfies the following optimality conditions:

$$
\begin{array}{ll}
\left(A \nabla y_{h}, \nabla v_{h}\right)+\left(u_{h} y_{h}, v_{h}\right)=\left(f, v_{h}\right) & \forall v_{h} \in V^{h} \subset V, \\
\left(\nabla q_{h}, A^{*} \nabla p_{h}\right)+\left(u_{h} p_{h}, q_{h}\right)=\left(g^{\prime}\left(y_{h}\right), q_{h}\right) & \forall q_{h} \in V^{h} \subset V, \\
\left(h^{\prime}\left(u_{h}\right)-y_{h} p_{h}, w_{h}-u_{h}\right) \geq 0 & \forall w_{h} \in K^{h} \subset U^{h} \subset L^{2}(\Omega) . \tag{3.5}
\end{array}
$$

### 3.3. Some useful lemmas

For the residual type a posteriori error estimates of the control problem, we need the following well-known interpolation error estimates.

Lemma 3.2. ([6]) Let $\pi_{h}$ be the standard Lagrange interpolation operator. For $m=0$ or 1, $q>n / 2$ and $v \in W^{2, q}\left(\Omega^{h}\right)$,

$$
\begin{equation*}
\left|v-\pi_{h} v\right|_{W^{m, q}\left(\Omega^{h}\right)} \leq C h^{2-m}|v|_{W^{2, q}\left(\Omega^{h}\right)} . \tag{3.6}
\end{equation*}
$$

Lemma 3.3. ([23]) Let $\hat{\pi}_{h}$ be the average interpolation operator defined in ([23]). For $m=0$ or $1,1 \leq q \leq \infty$ and $v \in W^{1, q}\left(\Omega^{h}\right)$,

$$
\left|v-\hat{\pi}_{h} v\right|_{W^{m, q}(\tau)} \leq C h_{\tau}^{1-m} \sum_{\bar{\tau}^{\prime} \cap \bar{\tau} \neq \emptyset}|v|_{W^{1, q}\left(\tau^{\prime}\right)} .
$$

Lemma 3.4. ([12]) For $v \in W^{1, q}\left(\Omega^{h}\right), 1 \leq q<\infty$,

$$
\|v\|_{W^{0, q}(\partial \tau)} \leq C\left(h_{\tau}^{-\frac{1}{q}}\|v\|_{W^{0, q}(\tau)}+h_{\tau}^{1-\frac{1}{q}}|v|_{W^{1, q}(\tau)}\right) .
$$

## 4. Equivalent a Posteriori Error Estimators

In this section, we will present a posteriori error estimate of the problem (2.7)-(2.9) and its approximation (3.3)-(3.5), before which, let us give some denotations.

### 4.1. Denotations

Firstly, we adopt the control set which satisfies the Assumption (H)

$$
K=\left\{v \in L^{2}(\Omega): v \geq \beta\right\}
$$

where $\beta$ is a constant. Secondly, divide $\bar{\Omega}$ into three subsets which are not intersected, i.e. $\bar{\Omega}=\bar{\Omega}_{0} \cup \bar{\Omega}_{0}^{+} \cup \bar{\Omega}_{0}^{-}$, where

$$
\begin{aligned}
& \Omega_{0}^{-}=\left\{x \in \Omega: y_{h}(x) p_{h}(x) \geq h^{\prime}(\beta)\right\} \\
& \Omega_{0}^{+}=\left\{x \in \Omega: y_{h}(x) p_{h}(x)<h^{\prime}(\beta), u_{h}(x)>\beta\right\} \\
& \Omega_{0}=\left\{x \in \Omega: y_{h}(x) p_{h}(x)<h^{\prime}(\beta), u_{h}(x)=\beta\right\}
\end{aligned}
$$

Thirdly, define $J(\cdot)$ and $J_{h}(\cdot)$ as before. Then we have that

$$
\begin{aligned}
& \left(J^{\prime}(u), w\right)=\left(h^{\prime}(u), w\right)-(p y, w), \\
& \left(J_{h}^{\prime}\left(u_{h}\right), w_{h}\right)=\left(h^{\prime}\left(u_{h}\right), w_{h}\right)-\left(p_{h} y_{h}, w_{h}\right), \\
& \left(J^{\prime}\left(u_{h}\right), w\right)=\left(h^{\prime}\left(u_{h}\right), w\right)-\left(p\left(u_{h}\right) y\left(u_{h}\right), w\right),
\end{aligned}
$$

where $\left(y\left(u_{h}\right), p\left(u_{h}\right)\right)$ is the solution of the following auxiliary equation:

$$
\begin{array}{ll}
\left(A \nabla y\left(u_{h}\right), \nabla v\right)+\left(u_{h} y\left(u_{h}\right), v\right)=(f, v) & \forall v \in V, \\
\left(\nabla q, A^{*} \nabla p\left(u_{h}\right)\right)+\left(u_{h} p\left(u_{h}\right), q\right)=\left(g^{\prime}\left(y\left(u_{h}\right)\right), q\right) & \forall q \in V . \tag{4.2}
\end{array}
$$

Fourthly, let us introduce

$$
e^{2}=\int_{\Omega_{*}}\left(\left(h^{\prime}(u)-y p\right)-P_{h}\left(h^{\prime}(u)-y p\right)\right)^{2}
$$

where $P_{h}$ is the $L^{2}$-project operator from $L^{2}(\Omega)$ to $U^{h}$, and $U^{h}$ is the piecewise constant finite element space. When $U^{h}$ is piecewise discontinuous linear finite element space, let us introduce

$$
e^{2}=\int_{\Omega_{*}}\left(h^{\prime}\left(u_{h}\right)-y_{h} p_{h}\right)^{2},
$$

where

$$
\Omega_{*}=\left\{x \in \Omega_{0}^{+}: u(x)=\beta, u_{h}(x)>\beta\right\} .
$$

### 4.2. A upper bound

We shall only present the details for the case $V=H_{0}^{1}(\Omega)$, and give the results for Neumann boundary condition in Section 5 . Moreover, we will assume that $V^{h}$ is a conforming piecewise linear finite element space, and $U^{h}$ is piecewise constant finite element space. For the case of piecewise discontinuous linear element space $U^{h}$, we can obtain the same results, and the proof is similar so we do not include the details here.

Lemma 4.1. Let $(y, p, u)$ and $\left(y_{h}, p_{h}, u_{h}\right)$ be the solutions of (2.7)-(2.9) and (3.3)-(3.5), respectively. Assume $J$ is locally uniform convex in the sense that there exists $c>0$ such that $\forall w \in U$ in a neighborhood of $u$ :

$$
\begin{equation*}
\left(J^{\prime}(w)-J^{\prime}(u), w-u\right) \geq c\|w-u\|_{0, \Omega}^{2} \tag{4.3}
\end{equation*}
$$

Moreover, assume that $h^{\prime}(\cdot)$ is locally Lipschitz continuous in a neighborhood of $u$. Then we have

$$
\begin{equation*}
e^{2}+\left\|u-u_{h}\right\|_{0, \Omega}^{2} \leq C\left(\eta_{1}^{2}+\left\|p\left(u_{h}\right) y\left(u_{h}\right)-p_{h} y_{h}\right\|_{0, \Omega}^{2}\right) \tag{4.4}
\end{equation*}
$$

where $\left(y\left(u_{h}\right), p\left(u_{h}\right)\right)$ is the solution of the equations (4.1)-(4.2), $e$ is defined in the last subsection, and

$$
\eta_{1}^{2}=\int_{\Omega_{0}^{-} \cup \Omega_{0}^{+}}\left|h^{\prime}\left(u_{h}\right)-y_{h} p_{h}\right|^{2}
$$

Proof. It follows from the assumption (4.3) that

$$
\begin{align*}
c\left\|u-u_{h}\right\|_{0, \Omega}^{2} & \left.\leq J^{\prime}(u), u-u_{h}\right)_{U}-\left(J^{\prime}\left(u_{h}\right), u-u_{h}\right) \\
& \leq-\left(J^{\prime}\left(u_{h}\right), u-u_{h}\right) \\
& =\left(J_{h}^{\prime}\left(u_{h}\right), u_{h}-u\right)+\left(J_{h}^{\prime}\left(u_{h}\right)-J^{\prime}\left(u_{h}\right), u-u_{h}\right) \tag{4.5}
\end{align*}
$$

Note that

$$
\begin{align*}
& \left(J_{h}^{\prime}\left(u_{h}\right), u_{h}-u\right) \\
= & \int_{\Omega_{0}^{-} \cup \Omega_{0}^{+}}\left(h^{\prime}\left(u_{h}\right)-y_{h} p_{h}\right)\left(u_{h}-u\right)+\int_{\Omega_{0}}\left(h^{\prime}(\beta)-y_{h} p_{h}\right)(\beta-u) . \tag{4.6}
\end{align*}
$$

It follows from the Schwarz's inequality and the inequality $2 a b \leq a^{2} / \delta+\delta b^{2}$ that

$$
\begin{align*}
& \int_{\Omega_{0}^{-} \cup \Omega_{0}^{+}}\left(h^{\prime}\left(u_{h}\right)-y_{h} p_{h}\right)\left(u_{h}-u\right) \\
\leq & \frac{1}{2 \delta} \int_{\Omega_{0}^{-} \cup \Omega_{0}^{+}}\left(h^{\prime}\left(u_{h}\right)-y_{h} p_{h}\right)^{2}+\frac{\delta}{2}\left\|u_{h}-u\right\|_{0, \Omega}^{2} \\
= & \frac{1}{2 \delta} \eta_{1}^{2}+\frac{\delta}{2}\left\|u_{h}-u\right\|_{0, \Omega}^{2}, \tag{4.7}
\end{align*}
$$

where $\delta>0$ is a suitable positive constant. Moreover, note that the definition of $\Omega_{0}$ implies that $\left(h^{\prime}(\beta)-y_{h} p_{h}\right)>0$ on $\Omega_{0}$. Because that $\beta-u \leq 0$, we have that

$$
\begin{equation*}
\int_{\Omega_{0}}\left(h^{\prime}(\beta)-y_{h} p_{h}\right)(\beta-u) \leq 0 \tag{4.8}
\end{equation*}
$$

Then (4.6)-(4.8) imply that

$$
\begin{equation*}
\left(J_{h}^{\prime}\left(u_{h}\right), u_{h}-u\right) \leq \frac{1}{2 \delta} \eta_{1}^{2}+\frac{\delta}{2}\left\|u_{h}-u\right\|_{0, \Omega}^{2} \tag{4.9}
\end{equation*}
$$

By using the formulas of $J^{\prime}$ and $J_{h}^{\prime}$, we have that

$$
\begin{align*}
& \left(J_{h}^{\prime}\left(u_{h}\right)-J^{\prime}\left(u_{h}\right), u-u_{h}\right) \\
= & \left(h^{\prime}\left(u_{h}\right)-y_{h} p_{h}, u-u_{h}\right)-\left(h^{\prime}\left(u_{h}\right)-y\left(u_{h}\right) p\left(u_{h}\right), u-u_{h}\right) \\
= & \left(y_{h} p_{h}-y\left(u_{h}\right) p\left(u_{h}\right), u_{h}-u\right) \\
\leq & \frac{1}{2 \delta}\left\|y_{h} p_{h}-y\left(u_{h}\right) p\left(u_{h}\right)\right\|_{0, \Omega}^{2}+\frac{\delta}{2}\left\|u_{h}-u\right\|_{0, \Omega}^{2} . \tag{4.10}
\end{align*}
$$

Therefore, it follows from (4.5) and (4.9)-(4.10) by setting $\delta$ to be small enough that

$$
\begin{equation*}
\left\|u-u_{h}\right\|_{0, \Omega}^{2} \leq C\left(\eta_{1}^{2}+\left\|p\left(u_{h}\right) y\left(u_{h}\right)-p_{h} y_{h}\right\|_{0, \Omega}^{2}\right) \tag{4.11}
\end{equation*}
$$

Next let us consider the estimation of $e$. For all $x^{*} \in \Omega_{*}$, we have that $u_{h}\left(x^{*}\right)>\beta$ according to the definition of $\Omega_{*}$. Therefore, there exists an element $\tau_{U}^{*} \in T_{U}^{h}$ such that $x^{*} \subset \tau_{U}^{*}$ and $\left.u_{h}\right|_{\tau_{U}^{*}}=u_{h}\left(x^{*}\right)>\beta$. Then there exists an $\epsilon>0$ such that $v_{h}=u_{h} \pm \epsilon \phi_{\tau_{U}^{*}}>\beta$, where $\phi_{\tau_{U}^{*}}$ is the basis function of $U^{h}$ on the element $\tau_{U}$. Thus we have $v^{h} \in K^{h}$, and it follows from (3.5) that

$$
\int_{\tau_{U}^{*}}\left(h^{\prime}\left(u_{h}\right)-y_{h} p_{h}\right) \phi_{\tau_{U}^{*}}=0 .
$$

This implies that

$$
P_{h}\left(h^{\prime}\left(u_{h}\right)-y_{h} p_{h}\right)=0 \text { on } \tau_{U}^{*} .
$$

Then we have that

$$
P_{h}\left(h^{\prime}\left(u_{h}\right)-y_{h} p_{h}\right)\left(x^{*}\right)=0,
$$

because that $P_{h} v \in U^{h}$ is a constant on $\tau_{U}^{*}$ for all $v \in L^{2}(\Omega)$. Noting that above proof is valid for all $x^{*} \in \Omega_{*}$, we have that $P_{h}\left(h^{\prime}\left(u_{h}\right)-y_{h} p_{h}\right)=0$ on $\Omega_{*}$. Therefore,

$$
\begin{align*}
e^{2}= & \int_{\Omega_{*}}\left(\left(h^{\prime}(u)-y p\right)-P_{h}\left(h^{\prime}(u)-y p\right)\right)^{2} \\
\leq & C \int_{\Omega_{*}}\left(\left(h^{\prime}(u)-y p\right)-\left(h^{\prime}\left(u_{h}\right)-y_{h} p_{h}\right)\right)^{2}+C \int_{\Omega_{*}}\left(h^{\prime}\left(u_{h}\right)-y_{h} p_{h}\right)^{2} \\
& +C \int_{\Omega_{*}}\left(P_{h}\left(h^{\prime}\left(u_{h}\right)-y_{h} p_{h}\right)\right)^{2}+C \int_{\Omega_{*}}\left(P_{h}\left(h^{\prime}\left(u_{h}\right)-y_{h} p_{h}\right)-P_{h}\left(h^{\prime}(u)-y p\right)\right)^{2} \\
\leq & C\left(\left\|y p-y_{h} p_{h}\right\|_{0, \Omega}^{2}+\left\|u-u_{h}\right\|_{0, \Omega}^{2}\right)+C \int_{\Omega_{*}}\left(h^{\prime}\left(u_{h}\right)-y_{h} p_{h}\right)^{2}+0 \\
& +C\left(\left\|y p-y_{h} p_{h}\right\|_{0, \Omega}^{2}+\left\|u-u_{h}\right\|_{0, \Omega}^{2}\right) \\
\leq & C \int_{\Omega_{0}^{+}}\left(h^{\prime}\left(u_{h}\right)-y_{h} p_{h}\right)^{2}+C\left(\left\|y p-y_{h} p_{h}\right\|_{0, \Omega}^{2}+\left\|u-u_{h}\right\|_{0, \Omega}^{2}\right) \tag{4.12}
\end{align*}
$$

where in the last step, we use the fact that $\Omega_{*} \subset \Omega_{0}^{+}$according to the definition of $\Omega_{*}$. Note that

$$
\begin{equation*}
\left\|y p-y_{h} p_{h}\right\|_{0, \Omega} \leq\left\|y p-y\left(u_{h}\right) p\left(u_{h}\right)\right\|_{0, \Omega}+\left\|y\left(u_{h}\right) p\left(u_{h}\right)-y_{h} p_{h}\right\|_{0, \Omega} \tag{4.13}
\end{equation*}
$$

Moreover, it follows from the well known embed Theorem and the equations (2.7)-(2.9) and (4.1)-(4.2), we obtain that

$$
\begin{align*}
& \left\|y p-y\left(u_{h}\right) p\left(u_{h}\right)\right\|_{0, \Omega} \\
\leq & C\left(\|p\|_{0,4, \Omega}\left\|y-y\left(u_{h}\right)\right\|_{0,4, \Omega}+\left\|y\left(u_{h}\right)\right\|_{0,4, \Omega}\left\|p-p\left(u_{h}\right)\right\|_{0,4, \Omega}\right) \\
\leq & C\left(\|p\|_{1, \Omega}\left\|y-y\left(u_{h}\right)\right\|_{1, \Omega}+\left\|y\left(u_{h}\right)\right\|_{1, \Omega}\left\|p-p\left(u_{h}\right)\right\|_{1, \Omega}\right) \\
\leq & C\left\|u-u_{h}\right\|_{0, \Omega} \tag{4.14}
\end{align*}
$$

Therefore, it can be deduced from (4.11)-(4.14) that

$$
\begin{equation*}
e^{2} \leq C\left(\eta_{1}^{2}+\left\|p\left(u_{h}\right) y\left(u_{h}\right)-p_{h} y_{h}\right\|_{0, \Omega}^{2}\right) \tag{4.15}
\end{equation*}
$$

Summing up, (4.4) is the direct result of (4.11) and (4.15).
In order to have the a posteriori error estimates, we only need to estimate the term $\left\|p\left(u_{h}\right) y\left(u_{h}\right)-p_{h} y_{h}\right\|_{0, \Omega}$.
Theorem 4.1. Let $(y, p, u)$ and $\left(y_{h}, p_{h}, u_{h}\right)$ be the solutions of (2.7)-(2.9) and (3.3)-(3.5), respectively. Assume that all the conditions in Lemma 4.1 hold. Moreover, assume that $g^{\prime}(\cdot)$ is locally Lipschitz continuous in a neighborhood of $y$. Then,

$$
\begin{equation*}
e^{2}+\left\|u-u_{h}\right\|_{0, \Omega}^{2}+\left\|y-y_{h}\right\|_{1, \Omega}^{2}+\left\|p-p_{h}\right\|_{1, \Omega}^{2} \leq C\left(\eta_{1}^{2}+\eta_{2}^{2}+\eta_{3}^{2}\right) \tag{4.16}
\end{equation*}
$$

where $e$ and $\eta_{1}$ are defined in Lemma 4.1, and

$$
\begin{aligned}
& \eta_{2}^{2}=\sum_{l \cap \partial \Omega=\emptyset} h_{l} \int_{l}\left[\left(A \nabla y_{h}\right) \cdot n\right]^{2}+\sum_{\tau \in T^{h}} h_{\tau}^{2} \int_{\tau}\left(f+\operatorname{div}\left(A \nabla y_{h}\right)-u_{h} y_{h}\right)^{2} \\
& \eta_{3}^{2}=\sum_{l \cap \partial \Omega=\emptyset} h_{l} \int_{l}\left[\left(A^{*} \nabla p_{h}\right) \cdot n\right]^{2}+\sum_{\tau \in T^{h}} h_{\tau}^{2} \int_{\tau}\left(g^{\prime}\left(y_{h}\right)+\operatorname{div}\left(A^{*} \nabla p_{h}\right)-u_{h} p_{h}\right)^{2}
\end{aligned}
$$

where $l$ is a face of an element $\tau,\left[\left(A^{*} \nabla p_{h} \cdot n\right)\right]$ and $\left[\left(A \nabla y_{h} \cdot n\right)\right]$ are the $A$-normal derivative jumps over the interior face $l$, defined by

$$
\begin{aligned}
& {\left[\left(A^{*} \nabla p_{h} \cdot n\right)\right]_{l}=\left(\left.A^{*} \nabla p_{h}\right|_{\tau_{l}^{1}}-\left.A^{*} \nabla p_{h}\right|_{\tau_{l}^{2}}\right) \cdot n,} \\
& {\left[\left(A \nabla y_{h} \cdot n\right)\right]_{l}=\left(\left.A \nabla y_{h}\right|_{\tau_{l}^{1}}-\left.A \nabla y_{h}\right|_{\tau_{l}^{2}}\right) \cdot n,}
\end{aligned}
$$

where $n$ is the unit normal vector on $l=\bar{\tau}_{l}^{1} \cap \bar{\tau}_{l}^{2}$ outwards $\tau_{l}^{1}$, and $h_{l}$ is the maximum diameter of the face $l$.

Proof. By the Assumption ( $H$ ) and noting that $\left\|p\left(u_{h}\right)\right\|_{1, \Omega} \leq C$ and $\left\|y_{h}\right\|_{1, \Omega} \leq C$ when $h$ is small enough because that $\left\|u_{h}\right\|_{0, \Omega}$ is bounded, we have

$$
\begin{align*}
& \left\|p\left(u_{h}\right) y\left(u_{h}\right)-p_{h} y_{h}\right\|_{0, \Omega} \\
\leq & \left\|p\left(u_{h}\right)\left(y\left(u_{h}\right)-y_{h}\right)\right\|_{0, \Omega}+\left\|y_{h}\left(p\left(u_{h}\right)-p_{h}\right)\right\|_{0, \Omega} \\
\leq & \left\|p\left(u_{h}\right)\right\|_{0,4, \Omega}\left\|y\left(u_{h}\right)-y_{h}\right\|_{0,4, \Omega}+\left\|y_{h}\right\|_{0,4, \Omega}\left\|p\left(u_{h}\right)-p_{h}\right\|_{0,4, \Omega} \\
\leq & C\left\|p\left(u_{h}\right)\right\|_{1, \Omega}\left\|y\left(u_{h}\right)-y_{h}\right\|_{1, \Omega}+C\left\|y_{h}\right\|_{1, \Omega}\left\|p\left(u_{h}\right)-p_{h}\right\|_{1, \Omega} \\
\leq & C\left(\left\|y\left(u_{h}\right)-y_{h}\right\|_{1, \Omega}+\left\|p\left(u_{h}\right)-p_{h}\right\|_{1, \Omega}\right) \tag{4.17}
\end{align*}
$$

Let $e^{p}=p_{h}-p\left(u_{h}\right)$. It follows from [1] that there exists a function $\phi \in H_{0}^{1}(\Omega)$ such that

$$
\begin{equation*}
c\left\|e^{p}\right\|_{1, \Omega}\|\phi\|_{1, \Omega} \leq\left(\nabla \phi, A^{*} \nabla e^{p}\right)+\left(u_{h} e^{p}, \phi\right) \tag{4.18}
\end{equation*}
$$

Let $\phi_{I} \in V^{h}$ be the interpolation of $\phi$ defined in Lemma 3.3. Using the equations (3.4), (4.2) and Lemma 3.3, we have that

$$
\begin{aligned}
& c\left\|e^{p}\right\|_{1, \Omega}\|\phi\|_{1, \Omega} \leq\left(\nabla \phi, A^{*} \nabla e^{p}\right)+\left(u_{h} e^{p}, \phi\right) \\
= & \left(\nabla\left(\phi-\phi_{I}\right), A^{*} \nabla e^{p}\right)+\left(u_{h} e^{p}, \phi-\phi_{I}\right)+\left(\nabla \phi_{I}, A^{*} \nabla e^{p}\right)+\left(u_{h} e^{p}, \phi_{I}\right) \\
= & \sum_{\tau \in T^{h}} \int_{\tau}\left(A^{*} \nabla\left(p_{h}-p\left(u_{h}\right)\right) \nabla\left(\phi-\phi_{I}\right)+u_{h}\left(p_{h}-p\left(u_{h}\right)\right)\left(\phi-\phi_{I}\right)\right) \\
& +\left(g^{\prime}\left(y_{h}\right)-g^{\prime}\left(y\left(u_{h}\right)\right), \phi_{I}\right) \\
= & \sum_{\tau \in T^{h}} \int_{\tau}\left(-\operatorname{div}\left(A^{*} \nabla p_{h}\right)+u_{h} p_{h}\right)\left(\phi-\phi_{I}\right)-\left(g^{\prime}\left(y\left(u_{h}\right)\right), \phi-\phi_{I}\right) \\
& +\left(g^{\prime}\left(y_{h}\right)-g^{\prime}\left(y\left(u_{h}\right)\right), \phi_{I}\right)+\sum_{l \cap \partial \Omega=\emptyset} \int_{l}\left[\left(A^{*} \nabla p_{h}\right) \cdot n\right]\left(\phi-\phi_{I}\right) \\
= & \sum_{\tau \in T^{h}} \int_{\tau}\left(-\operatorname{div}\left(A^{*} \nabla p_{h}\right)+u_{h} p_{h}-g^{\prime}\left(y_{h}\right)\right)\left(\phi-\phi_{I}\right)+\left(g^{\prime}\left(y_{h}\right)-g^{\prime}\left(y\left(u_{h}\right)\right), \phi\right) \\
& +\sum_{l \cap \partial \Omega=\emptyset} \int_{l}\left[\left(A^{*} \nabla p_{h}\right) \cdot n\right]\left(\phi-\phi_{I}\right) \\
\leq & C\left(\sum_{\tau \in T^{h}} h_{\tau}^{2} \int_{\tau}\left(\operatorname{div}\left(A^{*} \nabla p_{h}\right)-u_{h} p_{h}+g^{\prime}\left(y_{h}\right)\right)^{2}\right)^{\frac{1}{2}}\|\phi\|_{1, \Omega} \\
& +C\left(\sum_{l \cap \partial \Omega=\emptyset} h_{l} \int_{l}\left[\left(A^{*} \nabla p_{h}\right) \cdot n\right]^{2}\right)^{\frac{1}{2}}\|\phi\|_{1, \Omega}+C\left\|y_{h}-y\left(u_{h}\right)\right\|_{0, \Omega}\|\phi\|_{0, \Omega} .
\end{aligned}
$$

Then,

$$
\begin{align*}
\left\|p\left(u_{h}\right)-p_{h}\right\|_{1, \Omega}^{2} \leq & C\left(\sum_{\tau \in T^{h}} h_{\tau}^{2} \int_{\tau}\left(g^{\prime}\left(y_{h}\right)+\operatorname{div}\left(A^{*} \nabla p_{h}\right)-u_{h} p_{h}\right)^{2}\right. \\
& \left.+\sum_{l \cap \partial \Omega=\emptyset} h_{l} \int_{l}\left[\left(A^{*} \nabla p_{h}\right) \cdot n\right]^{2}+\left\|y\left(u_{h}\right)-y_{h}\right\|_{0, \Omega}^{2}\right) \tag{4.19}
\end{align*}
$$

Similarly, it can be proved that

$$
\begin{align*}
& \left\|y\left(u_{h}\right)-y_{h}\right\|_{1, \Omega}^{2} \\
\leq & C \sum_{l \cap \partial \Omega=\emptyset} h_{l} \int_{l}\left[\left(A \nabla y_{h}\right) \cdot n\right]^{2}+C \sum_{\tau \in T^{h}} h_{\tau}^{2} \int_{\tau}\left(f+\operatorname{div}\left(A \nabla y_{h}\right)-u_{h} y_{h}\right)^{2} \tag{4.20}
\end{align*}
$$

Hence, it follows from Lemma 4.1 and (4.17), (4.19)-(4.20) that

$$
\begin{align*}
& e^{2}+\left\|u-u_{h}\right\|_{0, \Omega}^{2}+\left\|y\left(u_{h}\right)-y_{h}\right\|_{1, \Omega}^{2}+\left\|p\left(u_{h}\right)-p_{h}\right\|_{1, \Omega}^{2} \\
& \leq C\left(\eta_{1}^{2}+\eta_{2}^{2}+\eta_{3}^{2}\right) \tag{4.21}
\end{align*}
$$

Note that

$$
\begin{align*}
& \left\|y-y_{h}\right\|_{1, \Omega} \leq\left\|y-y\left(u_{h}\right)\right\|_{1, \Omega}+\left\|y\left(u_{h}\right)-y_{h}\right\|_{1, \Omega}  \tag{4.22a}\\
& \left\|p-p_{h}\right\|_{1, \Omega} \leq\left\|p-p\left(u_{h}\right)\right\|_{1, \Omega}+\left\|p\left(u_{h}\right)-p_{h}\right\|_{1, \Omega} \tag{4.22~b}
\end{align*}
$$

and

$$
\begin{equation*}
\left\|y\left(u_{h}\right)-y\right\|_{1, \Omega}+\left\|p\left(u_{h}\right)-p\right\|_{1, \Omega} \leq C\left\|u-u_{h}\right\|_{0, \Omega} \tag{4.22c}
\end{equation*}
$$

Then, (4.16) follows from (4.21)-(4.22c).

### 4.3. A lower bound

In order to derive the a posteriori lower bound, let $\bar{v}$ and $\tilde{A}$ be the integral averages of $v$ and $A$ on the element $\tau$ and edge $l$, respectively, such that

$$
\left.\bar{v}\right|_{\tau}=\frac{\int_{\tau} v}{\int_{\tau} 1},\left.\quad \tilde{A}\right|_{l}=\frac{\int_{l} A}{\int_{l} 1}
$$

Lemma 4.2. Let $(y, p, u)$ and $\left(y_{h}, p_{h}, u_{h}\right)$ be the solutions of (2.7)-(2.9) and (3.3)-(3.5), respectively. Then we have

$$
\begin{equation*}
\eta_{2}^{2} \leq C\left\|y-y_{h}\right\|_{1, \Omega}^{2}+C\left\|u-u_{h}\right\|_{0, \Omega_{U}}^{2}+C \epsilon_{2}^{2} \tag{4.23}
\end{equation*}
$$

where

$$
\begin{aligned}
\epsilon_{2}^{2}= & \sum_{\tau \in T^{h}} \int_{\tau} h_{\tau}^{2}\left(\left(f+\operatorname{div}\left(A \nabla y_{h}\right)-u_{h} y_{h}\right)-\left(\overline{f+\operatorname{div}\left(A \nabla y_{h}\right)-u_{h} y_{h}}\right)\right)^{2} \\
& +\sum_{l \cap \partial \Omega=\emptyset} h_{l} \int_{l}\left[(A-\tilde{A}) \nabla y_{h} \cdot n\right]^{2} .
\end{aligned}
$$

Proof. Using the standard bubble function technique (see, [25], for example), it can be proved that there are bubble functions $w_{\tau} \in H_{0}^{1}(\tau) \cap P_{3}$ and $w_{l} \in H_{0}^{1}\left(\tau_{l}^{1} \cup \tau_{l}^{2}\right) \cap P_{2}$, where $P_{i}$ denotes the polynomials of order $i$, such that

$$
\begin{align*}
& h_{\tau}^{2} \int_{\tau}\left(\overline{f+\operatorname{div}\left(A \nabla y_{h}\right)-u_{h} y_{h}}\right)^{2}=\int_{\tau}\left(\overline{f+\operatorname{div}\left(A \nabla y_{h}\right)-u_{h} y_{h}}\right) w_{\tau},  \tag{4.24}\\
& h_{l} \int_{l}\left[\left(\tilde{A} \nabla y_{h}\right) \cdot n\right]^{2}=\int_{l}\left[\left(\tilde{A} \nabla y_{h}\right) \cdot n\right] w_{l}  \tag{4.25}\\
& \left\|w_{\tau}\right\|_{1, \tau}^{2} \leq C h_{\tau}^{2} \int_{\tau}\left(\overline{f+\operatorname{div}\left(A \nabla y_{h}\right)-u_{h} y_{h}}\right)^{2}  \tag{4.26}\\
& \left\|w_{\tau}\right\|_{0, \infty, \tau}^{2} \leq C h_{\tau}^{-2}\left\|w_{\tau}\right\|_{0, \tau}^{2} \leq C h_{\tau}^{2} \int_{\tau}\left(\overline{f+\operatorname{div}\left(A \nabla y_{h}\right)-u_{h} y_{h}}\right)^{2}  \tag{4.27}\\
& \left\|w_{l}\right\|_{1, \tau_{l}^{1} \cup \tau_{l}^{2}}^{2} \leq C h_{l} \int_{l}\left[\left(\tilde{A} \nabla y_{h}\right) \cdot n\right]^{2}  \tag{4.28}\\
& h_{l}^{-1}\left\|w_{l}\right\|_{0, l}^{2} \leq C h_{l} \int_{l}\left[\left(\tilde{A} \nabla y_{h}\right) \cdot n\right]^{2}  \tag{4.29}\\
& \left\|w_{l}\right\|_{0, \infty, \tau_{l}^{1} \cup \tau_{l}^{2}}^{2} \leq C h_{l}^{-2}\left\|w_{l}\right\|_{0, \tau_{l}^{1} \cup \tau_{l}^{2}}^{2} \leq C h_{l} \int_{l}\left[\left(\tilde{A} \nabla y_{h}\right) \cdot n\right]^{2} . \tag{4.30}
\end{align*}
$$

It follows from (4.24), (4.26) and (4.27) that for any $\tau \in T^{h}$,

$$
\begin{aligned}
& h_{\tau}^{2} \int_{\tau}\left|f+\operatorname{div}\left(A \nabla y_{h}\right)-u_{h} y_{h}\right|^{2} \\
& \leq C h_{\tau}^{2} \int_{\tau}\left(\overline{f+\operatorname{div}\left(A \nabla y_{h}\right)-u_{h} y_{h}}\right)^{2} \\
&+C h_{\tau}^{2} \int_{\tau}\left|\left(f+\operatorname{div}\left(A \nabla y_{h}\right)-u_{h} y_{h}\right)-\left(\overline{f+\operatorname{div}\left(A \nabla y_{h}\right)-u_{h} y_{h}}\right)\right|^{2} \\
&= C \int_{\tau}\left(\overline{f+\operatorname{div}\left(A \nabla y_{h}\right)-u_{h} y_{h}}\right) w_{\tau} \\
&+C h_{\tau}^{2} \int_{\tau}\left|\left(f+\operatorname{div}\left(A \nabla y_{h}\right)-u_{h} y_{h}\right)-\left(\overline{f+\operatorname{div}\left(A \nabla y_{h}\right)-u_{h} y_{h}}\right)\right|^{2} \\
&= C \int_{\tau}\left(\operatorname{div}\left(A \nabla\left(y_{h}-y\right)\right)+u y-u_{h} y_{h}\right) w_{\tau} \\
&+C \int_{\tau}\left(\left(\overline{f+\operatorname{div}\left(A \nabla y_{h}\right)-u_{h} y_{h}}\right)-\left(f+\operatorname{div}\left(A \nabla y_{h}\right)-u_{h} y_{h}\right)\right) w_{\tau} \\
&+C h_{\tau}^{2} \int_{\tau}\left|\left(f+\operatorname{div}\left(A \nabla y_{h}\right)-u_{h} y_{h}\right)-\left(\overline{f+\operatorname{div}\left(A \nabla y_{h}\right)-u_{h} y_{h}}\right)\right|^{2} \\
& \leq-C \int_{\tau} A \nabla\left(y_{h}-y\right) \nabla w_{\tau}+C \int_{\tau}\left(u y-u_{h} y_{h}\right) w_{\tau}+C \delta h_{\tau}^{-2}\left\|w_{\tau}\right\|_{0, \tau}^{2} \\
&+C(\delta) h_{\tau}^{2} \int_{\tau}\left|\left(f+\operatorname{div}\left(A \nabla y_{h}\right)-u_{h} y_{h}\right)-\left(\overline{f+\operatorname{div}\left(A \nabla y_{h}\right)-u_{h} y_{h}}\right)\right|^{2} \\
& \leq C(\delta)\left\|y-y_{h}\right\|_{1, \tau}^{2}+C(\delta)\left\|u y-u_{h} y_{h}\right\|_{0,1, \tau}^{2} \\
&+C(\delta) h_{\tau}^{2} \int_{\tau}\left|\left(f+\operatorname{div}\left(A \nabla y_{h}\right)-u_{h} y_{h}\right)-\left(\overline{f+\operatorname{div}\left(A \nabla y_{h}\right)-u_{h} y_{h}}\right)\right|^{2} \\
&+C \delta\left(h_{\tau}^{-2}\left\|w_{\tau}\right\|_{0, \tau}^{2}+\left\|w_{\tau}\right\|_{0, \infty, \tau}^{2}+\left\|w_{\tau}\right\|_{1, \tau}^{2}\right)
\end{aligned}
$$

$$
\begin{aligned}
\leq & C(\delta)\left\|y-y_{h}\right\|_{1, \tau}^{2}+C(\delta)\|u\|_{0, \tau}^{2}\left\|y-y_{h}\right\|_{0, \tau}^{2}+C(\delta)\left\|y_{h}\right\|_{0, \tau}^{2}\left\|u-u_{h}\right\|_{0, \tau}^{2} \\
& +C(\delta) h_{\tau}^{2} \int_{\tau}\left|\left(f+\operatorname{div}\left(A \nabla y_{h}\right)-u_{h} y_{h}\right)-\left(\overline{f+\operatorname{div}\left(A \nabla y_{h}\right)-u_{h} y_{h}}\right)\right|^{2} \\
& +C \delta h_{\tau}^{2} \int_{\tau}\left(\overline{f+\operatorname{div}\left(A \nabla y_{h}\right)-u_{h} y_{h}}\right)^{2} \\
\leq & C(\delta)\left\|y-y_{h}\right\|_{1, \tau}^{2}+C(\delta)\left\|u-u_{h}\right\|_{0, \tau}^{2} \\
& +C(\delta) h_{\tau}^{2} \int_{\tau}\left|\left(f+\operatorname{div}\left(A \nabla y_{h}\right)-u_{h} y_{h}\right)-\left(\overline{f+\operatorname{div}\left(A \nabla y_{h}\right)-u_{h} y_{h}}\right)\right|^{2} \\
& +C \delta h_{\tau}^{2} \int_{\tau}\left|f+\operatorname{div}\left(A \nabla y_{h}\right)-u_{h} y_{h}\right|^{2},
\end{aligned}
$$

where $\delta$ is an arbitrary small positive number. Hence,

$$
\begin{align*}
& \sum_{\tau \in T^{h}} h_{\tau}^{2} \int_{\tau}\left|f+\operatorname{div}\left(A \nabla y_{h}\right)-u_{h} y_{h}\right|^{2} \\
\leq & C\left(\left\|y-y_{h}\right\|_{1, \Omega}^{2}+\left\|u-u_{h}\right\|_{0, \Omega}^{2}\right) \\
& +C \sum_{\tau \in T^{h}} h_{\tau}^{2} \int_{\tau}\left|\left(f+\operatorname{div}\left(A \nabla y_{h}\right)-u_{h} y_{h}\right)-\left(\overline{f+\operatorname{div}\left(A \nabla y_{h}\right)-u_{h} y_{h}}\right)\right|^{2} \\
\leq & C\left(\left\|y-y_{h}\right\|_{1, \Omega}^{2}+\left\|u-u_{h}\right\|_{0, \Omega}^{2}\right)+C \epsilon_{2}^{2} . \tag{4.31}
\end{align*}
$$

Similarly, it follows from (4.25), (4.28)-(4.30) that for any edge $l$ such that $l \cap \partial \Omega=\emptyset$, we have that

$$
\begin{aligned}
& h_{l} \int_{l}\left[\left(A \nabla y_{h}\right) \cdot n\right]^{2} \leq C h_{l} \int_{l}\left[\left(\tilde{A} \nabla y_{h}\right) \cdot n\right]^{2}+C h_{l} \int_{l}\left[(A-\tilde{A}) \nabla y_{h} \cdot n\right]^{2} \\
= & C \int_{l}\left[\left(\tilde{A} \nabla y_{h}\right) \cdot n\right] w_{l}+C h_{l} \int_{l}\left[(A-\tilde{A}) \nabla y_{h} \cdot n\right]^{2} \\
= & C \int_{l}\left[\left(A \nabla y_{h}\right) \cdot n\right] w_{l}+C \int_{l}\left[(\tilde{A}-A) \nabla y_{h} \cdot n\right] w_{l}+C h_{l} \int_{l}\left[(A-\tilde{A}) \nabla y_{h} \cdot n\right]^{2} \\
\leq & C \int_{l}\left[A \nabla\left(y_{h}-y\right) \cdot n\right] w_{l}+C(\delta) h_{l} \int_{l}\left[(A-\tilde{A}) \nabla y_{h} \cdot n\right]^{2}+C \delta h_{l}^{-1} \int_{l} w_{l}^{2} \\
= & C \int_{\tau_{l}^{1} \cup \tau_{l}^{2}} A \nabla\left(y_{h}-y\right) \nabla w_{l}+C \int_{\tau_{l}^{1} \cup \tau_{l}^{2}} \operatorname{div}\left(A \nabla\left(y_{h}-y\right)\right) w_{l} \\
& +C(\delta) h_{l} \int_{l}\left[(A-\tilde{A}) \nabla y_{h} \cdot n\right]^{2}+C \delta h_{l}^{-1} \int_{l} w_{l}^{2} \\
= & C \int_{\tau_{l}^{1} \cup \tau_{l}^{2}} A \nabla\left(y_{h}-y\right) \nabla w_{l}+C \int_{\tau_{l}^{1} \cup \tau_{l}^{2}}\left(\operatorname{div}\left(A \nabla y_{h}\right)+f-y u\right) w_{l} \\
& +C(\delta) h_{l} \int_{l}\left[(A-\tilde{A}) \nabla y_{h} \cdot n\right]^{2}+C \delta h_{l}^{-1} \int_{l} w_{l}^{2} \\
= & C \int_{\tau_{l}^{1} \cup \tau_{l}^{2}} A \nabla\left(y_{h}-y\right) \nabla w_{l}+C \int_{\tau_{l}^{1} \cup \tau_{l}^{2}}\left(\operatorname{div}\left(A \nabla y_{h}\right)+f-y_{h} u_{h}\right) w_{l} \\
& +C \int_{\tau_{l}^{1} \cup \tau_{l}^{2}}\left(y_{h} u_{h}-y u\right) w_{l}+C(\delta) h_{l} \int_{l}\left[(A-\tilde{A}) \nabla y_{h} \cdot n\right]^{2}+C \delta h_{l}^{-1} \int_{l} w_{l}^{2} \\
\leq & C(\delta)\left\|y-y_{h}\right\|_{1, \tau_{l}^{1} \cup \tau_{l}^{2}}^{2}+C(\delta) h_{l}^{2} \int_{\tau_{l}^{1} \cup \tau_{l}^{2}}\left|f+\operatorname{div}\left(A \nabla y_{h}\right)-u_{h} y_{h}\right|^{2}
\end{aligned}
$$

$$
\begin{aligned}
& \quad+C(\delta)\left\|u y-u_{h} y_{h}\right\|_{0,1, \tau_{l}^{1} \cup \tau_{l}^{2}}^{2}+C(\delta) h_{l} \int_{l}\left[(A-\tilde{A}) \nabla y_{h} \cdot n\right]^{2} \\
& \quad+C \delta\left(\left\|w_{l}\right\|_{1, \tau_{l}^{1} \cup \tau_{l}^{2}}^{2}+h_{l}^{-2}\left\|w_{l}\right\|_{0, \tau_{l}^{1} \cup \tau_{l}^{2}}^{2}+\left\|w_{l}\right\|_{0, \infty, \tau_{l}^{1} \cup \tau_{l}^{2}}^{2}+h_{l}^{-1}\left\|w_{l}\right\|_{0, l}^{2}\right) \\
& \leq \\
& \quad C(\delta)\left\|y-y_{h}\right\|_{1, \tau_{l}^{1} \cup \tau_{l}^{2}}^{2}+C(\delta) h_{l}^{2} \int_{\tau_{l}^{1} \cup \tau_{l}^{2}}\left|f+\operatorname{div}\left(A \nabla y_{h}\right)-u_{h} y_{h}\right|^{2} \\
& \quad+C(\delta)\left\|u-u_{h}\right\|_{0, \tau_{l}^{1} \cup \tau_{l}^{2}}^{2}+C(\delta) h_{l} \int_{l}\left[(A-\tilde{A}) \nabla y_{h} \cdot n\right]^{2}+C \delta h_{l} \int_{l}\left[\left(\tilde{A} \nabla y_{h}\right) \cdot n\right]^{2} .
\end{aligned}
$$

Hence,

$$
\begin{align*}
& \sum_{l \cap \partial \Omega=\emptyset} h_{l} \int_{l}\left[\left(A \nabla y_{h}\right) \cdot n\right]^{2} \\
\leq & C\left(\left\|y-y_{h}\right\|_{1, \Omega}^{2}+\left\|u-u_{h}\right\|_{0, \Omega}^{2}\right)+C \epsilon_{2}^{2} \\
& +C \sum_{\tau \in T^{h}} h_{\tau}^{2} \int_{\tau}\left|f+\operatorname{div}\left(A \nabla y_{h}\right)-u_{h} y_{h}\right|^{2} . \tag{4.32}
\end{align*}
$$

Therefore, it follows from (4.31) and (4.32) that

$$
\begin{equation*}
\eta_{2}^{2} \leq C\left(\left\|y-y_{h}\right\|_{1, \Omega}^{2}+\left\|u-u_{h}\right\|_{0, \Omega}^{2}\right)+C \epsilon_{2}^{2} \tag{4.33}
\end{equation*}
$$

Similarly, we can prove the following lower bound for $\eta_{3}$.
Lemma 4.3. Let $(y, p, u)$ and $\left(y_{h}, p_{h}, u_{h}\right)$ be the solutions of (2.7)-(2.9) and (3.3)-(3.5), respectively. Moreover, assume that $g^{\prime}(\cdot)$ is locally Lipschitz continuous in a neighborhood of $y$. Then we have

$$
\begin{equation*}
\eta_{3}^{2} \leq C\left\|p-p_{h}\right\|_{1, \Omega}^{2}+C\left\|y-y_{h}\right\|_{1, \Omega}^{2}+C\left\|u-u_{h}\right\|_{0, \Omega}^{2}+C \epsilon_{3}^{2} \tag{4.34}
\end{equation*}
$$

where

$$
\begin{aligned}
& \epsilon_{3}^{2}=\sum_{\tau \in T^{h}} \int_{\tau} h_{\tau}^{2}\left(\left(\operatorname{div}\left(A^{*} \nabla p_{h}\right)-u_{h} p_{h}+g^{\prime}\left(y_{h}\right)\right)-\left(\overline{\operatorname{div}\left(A^{*} \nabla p_{h}\right)-u_{h} p_{h}+g^{\prime}\left(y_{h}\right)}\right)\right)^{2} \\
&+\sum_{l \cap \partial \Omega=\emptyset} h_{l} \int_{l}\left[\left(A^{*}-\tilde{A}^{*}\right) \nabla p_{h} \cdot n\right]^{2} .
\end{aligned}
$$

Using the lemmas above, we can prove the following a posteriori lower bound.
Theorem 4.2. Let $(y, p, u)$ and $\left(y_{h}, p_{h}, u_{h}\right)$ be the solutions of (2.7)-(2.9) and (3.3)-(3.5), respectively. Assume all the conditions in Lemmas 4.2 and 4.3 are valid. Then,

$$
\begin{equation*}
\sum_{i=1}^{3} \eta_{i}^{2} \leq C\left(e^{2}+\left\|u-u_{h}\right\|_{0, \Omega}^{2}+\left\|y-y_{h}\right\|_{1, \Omega}^{2}+\left\|p-p_{h}\right\|_{1, \Omega}^{2}\right)+C \epsilon^{2} \tag{4.35}
\end{equation*}
$$

where $\epsilon^{2}=\epsilon_{2}^{2}+\epsilon_{3}^{2}$.
Proof. It can be concluded from (2.9) that $h^{\prime}(u)-y p=0$ when $u>\beta$, and $h^{\prime}(u)-y p=$ $h^{\prime}(\beta)-y p \geq 0$ when $u=\beta$. Moreover, we have that $\left(h^{\prime}(\beta)-y_{h}(x) p_{h}(x)\right) \leq 0$ when $x \in \Omega_{0}^{-}$ from the definition of $\Omega_{0}^{-}$. Let

$$
\Omega_{00}=\left\{x \in \Omega_{0}^{-}: u(x)=\beta\right\}, \quad \Omega_{0}^{*}=\Omega_{0}^{-} \backslash \Omega_{00}
$$

Then we have that $\left(h^{\prime}(\beta)-y_{h} p_{h}\right)^{2} \leq\left(h^{\prime}(\beta)-y_{h} p_{h}-\left(h^{\prime}(\beta)-y p\right)\right)^{2}$ on $\Omega_{00}$. It follows that

$$
\begin{align*}
& \int_{\Omega_{0}^{-}}\left(h^{\prime}\left(u_{h}\right)-y_{h} p_{h}\right)^{2} \\
= & \int_{\Omega_{0}^{*}}\left(\left(h^{\prime}\left(u_{h}\right)-y_{h} p_{h}\right)-\left(h^{\prime}(u)-y p\right)\right)^{2}+\int_{\Omega_{00}}\left(h^{\prime}\left(u_{h}\right)-y_{h} p_{h}-h^{\prime}(u)+h^{\prime}(\beta)\right)^{2} \\
\leq & C\left\|u-u_{h}\right\|_{0, \Omega}^{2}+C\left\|y p-y_{h} p_{h}\right\|_{0, \Omega}^{2}+C \int_{\Omega_{00}}\left(h^{\prime}(\beta)-y_{h} p_{h}\right)^{2} \\
\leq & C\left\|u-u_{h}\right\|_{0, \Omega}^{2}+C\left\|y p-y_{h} p_{h}\right\|_{0, \Omega}^{2}+C \int_{\Omega_{00}}\left(h^{\prime}(\beta)-y_{h} p_{h}-\left(h^{\prime}(\beta)-y p\right)\right)^{2} \\
\leq & C\left\|u-u_{h}\right\|_{0, \Omega}^{2}+C\left\|y p-y_{h} p_{h}\right\|_{0, \Omega}^{2} \\
\leq & C\left(\left\|u-u_{h}\right\|_{0, \Omega}^{2}+\|p\|_{0,4, \Omega}^{2}\left\|y-y_{h}\right\|_{0,4, \Omega}^{2}+\left\|y_{h}\right\|_{0,4, \Omega}^{2}\left\|p-p_{h}\right\|_{0,4, \Omega}^{2}\right) \\
\leq & C\left(\left\|u-u_{h}\right\|_{0, \Omega}^{2}+\left\|y-y_{h}\right\|_{1, \Omega}^{2}+\left\|p-p_{h}\right\|_{1, \Omega}^{2}\right) \tag{4.36}
\end{align*}
$$

where we used the properties that $\|v\|_{0,4, \Omega} \leq C\|v\|_{1, \Omega},\|p\|_{1, \Omega} \leq C$ and $\left\|y_{h}\right\|_{1, \Omega} \leq C$.
Moreover, we note that $u>\beta$ and hence $h^{\prime}(u)-y p=0$ on $\Omega_{0}^{+} \backslash \Omega_{*}$. Furthermore, similarly to the proof of Lemma 4.1 we have that $u_{h}>\beta$ and hence $P_{h}\left(h^{\prime}\left(u_{h}\right)-y_{h} p_{h}\right)=0$ on $\Omega_{0}^{+}$. Then it can be deduced that

$$
\begin{align*}
& \int_{\Omega_{0}^{+}}\left(h^{\prime}\left(u_{h}\right)-y_{h} p_{h}\right)^{2} \\
= & \int_{\Omega_{*}}\left(h^{\prime}\left(u_{h}\right)-y_{h} p_{h}\right)^{2}+\int_{\Omega_{0}^{+} \backslash \Omega_{*}}\left(h^{\prime}\left(u_{h}\right)-y_{h} p_{h}\right)^{2} \\
= & \int_{\Omega_{*}}\left(\left(h^{\prime}\left(u_{h}\right)-y_{h} p_{h}\right)-P_{h}\left(h^{\prime}\left(u_{h}\right)-y_{h} p_{h}\right)\right)^{2} \\
& +\int_{\Omega_{0}^{+} \backslash \Omega_{*}}\left(\left(h^{\prime}\left(u_{h}\right)-y_{h} p_{h}\right)-\left(h^{\prime}(u)-y p\right)\right)^{2} \\
\leq & C \int_{\Omega_{*}}\left(\left(h^{\prime}(u)-y p\right)-P_{h}\left(h^{\prime}(u)-y p\right)\right)^{2} \\
& +C \int_{\Omega_{*}}\left(P_{h}\left(h^{\prime}(u)-y p\right)-P_{h}\left(h^{\prime}\left(u_{h}\right)-y_{h} p_{h}\right)\right)^{2} \\
& +C \int_{\Omega_{0}^{+}}\left(\left(h^{\prime}\left(u_{h}\right)-y_{h} p_{h}\right)-\left(h^{\prime}(u)-y p\right)\right)^{2} \\
\leq & C\left(e^{2}+\left\|u-u_{h}\right\|_{0, \Omega}^{2}+\left\|y-y_{h}\right\|_{1, \Omega}^{2}+\left\|p-p_{h}\right\|_{1, \Omega}^{2}\right) . \tag{4.37}
\end{align*}
$$

Thus it follows from (4.36) and (4.37) that

$$
\begin{equation*}
\eta_{1}^{2} \leq C\left(e^{2}+\left\|u-u_{h}\right\|_{0, \Omega}^{2}+\left\|y-y_{h}\right\|_{1, \Omega}^{2}+\left\|p-p_{h}\right\|_{1, \Omega}^{2}\right) \tag{4.38}
\end{equation*}
$$

Then the lower bound estimation (4.35) is proved from (4.38) and Lemmas 4.2-4.3.
Remark 4.1. It can be shown that $e^{2}$ and $\epsilon^{2}$ are of higher order in many cases, see [21] for the details.

### 4.4. Errors estimators in $L^{2}$-norm

In this section, we bound the errors in the $L^{2}$-norm to derive sharper estimators.
Lemma 4.4. Suppose $\Omega$ is convex, and $g^{\prime}(\cdot)$ is locally Lipschitz continuous in a neighborhood of $y$. Then,

$$
\begin{equation*}
\left\|y\left(u_{h}\right)-y_{h}\right\|_{0, \Omega}^{2}+\left\|p\left(u_{h}\right)-p_{h}\right\|_{0, \Omega}^{2} \leq C\left(\hat{\eta}_{2}^{2}+\hat{\eta}_{3}^{2}\right) \tag{4.39}
\end{equation*}
$$

where

$$
\begin{align*}
& \hat{\eta}_{2}^{2}=\sum_{l \cap \partial \Omega=\emptyset} h_{l}^{3} \int_{l}\left[\left(A \nabla y_{h}\right) \cdot n\right]^{2}+\sum_{\tau \in T^{h}} h_{\tau}^{4} \int_{\tau}\left(f+\operatorname{div}\left(A \nabla y_{h}\right)-u_{h} y_{h}\right)^{2}  \tag{4.40}\\
& \hat{\eta}_{3}^{2}=\sum_{l \cap \partial \Omega=\emptyset} h_{l}^{3} \int_{l}\left[\left(A^{*} \nabla p_{h}\right) \cdot n\right]^{2}+\sum_{\tau \in T^{h}} h_{\tau}^{4} \int_{\tau}\left(g^{\prime}\left(y_{h}\right)+\operatorname{div}\left(A^{*} \nabla p_{h}\right)-u_{h} p_{h}\right)^{2} . \tag{4.41}
\end{align*}
$$

Proof. Let $e^{p}=p_{h}-p\left(u_{h}\right)$. Let $\phi$ be the solution of the equation:

$$
\begin{equation*}
(A \nabla \phi, \nabla w)+\left(u_{h} \phi, w\right)=\left(e^{p}, w\right), \quad \forall w \in H_{0}^{1}(\Omega) \tag{4.42}
\end{equation*}
$$

It follows from Assumption (H) and Proposition 2.1 that

$$
\begin{equation*}
\|\phi\|_{H^{2}(\Omega)} \leq C\left\|e^{p}\right\|_{L^{2}(\Omega)} \tag{4.43}
\end{equation*}
$$

Let $\phi_{I} \in V^{h}$ be the standard Lagrange interpolation of $\phi$. Using the equations (3.4), (4.2), (4.42), and Lemmas 3.2, 3.4, we have that

$$
\begin{aligned}
&\left\|e^{p}\right\|_{0, \Omega}^{2}=\left(e^{p}, e^{p}\right)=\left(\nabla \phi, A^{*} \nabla e^{p}\right)+\left(u_{h} \phi, e^{p}\right) \\
&=\left(\nabla\left(\phi-\phi_{I}\right), A^{*} \nabla e^{p}\right)+\left(u_{h} e^{p}, \phi-\phi_{I}\right)+\left(\nabla \phi_{I}, A^{*} \nabla e^{p}\right)+\left(u_{h} e^{p}, \phi_{I}\right) \\
&= \sum_{\tau \in T^{h}} \int_{\tau}\left(A^{*} \nabla\left(p_{h}-p\left(u_{h}\right)\right) \nabla\left(\phi-\phi_{I}\right)+u_{h}\left(p_{h}-p\left(u_{h}\right)\right)\left(\phi-\phi_{I}\right)\right) \\
& \quad+\left(g^{\prime}\left(y_{h}\right)-g^{\prime}\left(y\left(u_{h}\right)\right), \phi_{I}\right) \\
&= \sum_{\tau \in T^{h}} \int_{\tau}\left(-\operatorname{div}\left(A^{*} \nabla p_{h}\right)+u_{h} p_{h}\right)\left(\phi-\phi_{I}\right)-\left(g^{\prime}\left(y\left(u_{h}\right)\right), \phi-\phi_{I}\right) \\
& \quad+\left(g^{\prime}\left(y_{h}\right)-g^{\prime}\left(y\left(u_{h}\right)\right), \phi_{I}\right)+\sum_{l \cap \partial \Omega=\emptyset} \int_{l}\left[\left(A^{*} \nabla p_{h}\right) \cdot n\right]\left(\phi-\phi_{I}\right) \\
&= \sum_{\tau \in T^{h}} \int_{\tau}\left(-\operatorname{div}\left(A^{*} \nabla p_{h}\right)+u_{h} p_{h}-g^{\prime}\left(y_{h}\right)\right)\left(\phi-\phi_{I}\right)+\left(g^{\prime}\left(y_{h}\right)-g^{\prime}\left(y\left(u_{h}\right)\right), \phi\right) \\
& \quad+\sum_{l \cap \partial \Omega=\emptyset} \int_{l}\left[\left(A^{*} \nabla p_{h}\right) \cdot n\right]\left(\phi-\phi_{I}\right) \\
&\left.\leq C\left(\sum_{\tau \in T^{h}} h_{\tau}^{4} \int_{\tau}\left(\operatorname{div}\left(A^{*} \nabla p_{h}\right)-u_{h} p_{h}+g^{\prime}\left(y_{h}\right)\right)^{2}\right)\right)^{\frac{1}{2}}\|\phi\|_{2, \Omega} \\
&+C\left(\sum_{l \cap \partial \Omega=\emptyset} h_{l}^{3} \int_{l}\left[\left(A^{*} \nabla p_{h}\right) \cdot n\right]^{2}\right)^{\frac{1}{2}}\|\phi\|_{2, \Omega}+C\left\|y_{h}-y\left(u_{h}\right)\right\|_{0, \Omega}\|\phi\|_{0, \Omega} .
\end{aligned}
$$

Then, it follows from (4.43) that

$$
\begin{aligned}
& \left\|p\left(u_{h}\right)-p_{h}\right\|_{0, \Omega}^{2} \\
\leq & C(\delta)\left(\sum_{l \cap \partial \Omega=\emptyset} h_{l}^{3} \int_{l}\left[\left(A^{*} \nabla p_{h}\right) \cdot n\right]^{2}+\sum_{\tau \in T^{h}} h_{\tau}^{4} \int_{\tau}\left(g^{\prime}\left(y_{h}\right)+\operatorname{div}\left(A^{*} p_{h}\right)-u_{h} p_{h}\right)^{2}\right) \\
& +C(\delta)\left\|y\left(u_{h}\right)-y_{h}\right\|_{0, \Omega}^{2}+C \delta\left\|p\left(u_{h}\right)-p_{h}\right\|_{0, \Omega}^{2} .
\end{aligned}
$$

The estimate about $\left\|y\left(u_{h}\right)-y_{h}\right\|_{0, \Omega}^{2}$ can be proved similarly, so we omit the details.
Theorem 4.3. Let $(y, p, u)$ and $\left(y_{h}, p_{h}, u_{h}\right)$ be the solutions of (2.7)-(2.9) and (3.3)-(3.5), respectively. Assume that all the conditions in Lemma 4.1 and 4.4 hold. Then,

$$
\begin{equation*}
e^{2}+\left\|u-u_{h}\right\|_{0, \Omega}^{2}+\left\|y-y_{h}\right\|_{0, \Omega}^{2}+\left\|p-p_{h}\right\|_{0, \Omega}^{2} \leq C\left(\eta_{1}^{2}+\hat{\eta}_{2}^{2}+\hat{\eta}_{3}^{2}\right) \tag{4.44}
\end{equation*}
$$

Proof. It follows from Proposition 2.1 that $\|p\|_{0, \infty, \Omega} \leq C$ and $\|y\|_{0, \infty, \Omega} \leq C$ (see [14], for example). We have that $\left\|p\left(u_{h}\right)\right\|_{0, \infty, \Omega} \leq C$ and $\left\|y_{h}\right\|_{0, \infty, \Omega} \leq C$, when $h$ is small enough. Hence,

$$
\begin{align*}
& \left\|p\left(u_{h}\right) y\left(u_{h}\right)-p_{h} y_{h}\right\|_{0, \Omega} \\
\leq & \left\|p\left(u_{h}\right)\left(y\left(u_{h}\right)-y_{h}\right)\right\|_{0, \Omega}+\left\|y_{h}\left(p\left(u_{h}\right)-p_{h}\right)\right\|_{0, \Omega} \\
\leq & \left\|p\left(u_{h}\right)\right\|_{0, \infty, \Omega}\left\|y\left(u_{h}\right)-y_{h}\right\|_{0, \Omega}+\left\|y_{h}\right\|_{0, \infty, \Omega}\left\|p\left(u_{h}\right)-p_{h}\right\|_{0, \Omega} \\
\leq & C\left(\left\|y\left(u_{h}\right)-y_{h}\right\|_{0, \Omega}+\left\|p\left(u_{h}\right)-p_{h}\right\|_{0, \Omega}\right) \tag{4.45}
\end{align*}
$$

Hence, it follows from Lemmas 4.1 and 4.4 that

$$
\begin{equation*}
e^{2}+\left\|u-u_{h}\right\|_{0, \Omega}^{2}+\left\|y\left(u_{h}\right)-y_{h}\right\|_{0, \Omega}^{2}+\left\|p\left(u_{h}\right)-p_{h}\right\|_{0, \Omega}^{2} \leq C\left(\eta_{1}^{2}+\hat{\eta}_{2}^{2}+\hat{\eta}_{3}^{2}\right) \tag{4.46}
\end{equation*}
$$

Note that

$$
\begin{align*}
& \left\|y-y_{h}\right\|_{0, \Omega} \leq\left\|y-y\left(u_{h}\right)\right\|_{0, \Omega}+\left\|y\left(u_{h}\right)-y_{h}\right\|_{0, \Omega}  \tag{4.47}\\
& \left\|p-p_{h}\right\|_{0, \Omega} \leq\left\|p-p\left(u_{h}\right)\right\|_{0, \Omega}+\left\|p\left(u_{h}\right)-p_{h}\right\|_{0, \Omega}  \tag{4.48}\\
& \left\|y\left(u_{h}\right)-y\right\|_{0, \Omega}+\left\|p\left(u_{h}\right)-p\right\|_{0, \Omega} \leq C\left\|u-u_{h}\right\|_{0, \Omega} \tag{4.49}
\end{align*}
$$

Then, (4.44) follows from (4.46)-(4.49).

## 5. Neumann Boundary Condition

We now consider the parameter problem (1.1) governed by the elliptic problem with the Neumann boundary condition:

$$
\begin{equation*}
J(u)=\min _{w \in K}\{J(w)\} \tag{5.1}
\end{equation*}
$$

subject to $y \in H^{1}(\Omega)$ and

$$
a(y(u), v)+(u y(u), v)=(f, v)+\int_{\partial \Omega} r v, \quad \forall v \in V=H^{1}(\Omega)
$$

It can be shown that the problem (5.1) has the locally unique solution $(y(u), u)$ and that $(y(u), u)$ is the solution of (5.1) only if there is $p \in H^{1}(\Omega)$ such that $(y, p, u) \in H^{1}(\Omega) \times H^{1}(\Omega) \times K$
satisfying

$$
\begin{array}{ll}
(A \nabla y, \nabla v)+(u y, v)=(f, v)+\int_{\partial \Omega} r v & \forall v \in H^{1}(\Omega) \\
\left(\nabla q, A^{*} \nabla p\right)+(u p, q)=\left(g^{\prime}(y), q\right) & \forall q \in H^{1}(\Omega) \\
\left(h^{\prime}(u), u-w\right)-(p y, u-w) \leq 0 & \forall w \in K \subset U . \tag{5.4}
\end{array}
$$

Construct the finite element space as in Section 3, excepted that here we let $V^{h}=W^{h}$ (not $V^{h}=W^{h} \cap H_{0}^{1}(\Omega)$ ). Then, the finite element approximation of (5.2)-(5.4) is: to find $\left(y_{h}, p_{h}, u_{h}\right) \in V^{h} \times V^{h} \times K^{h}$ such that

$$
\begin{array}{ll}
a\left(y_{h}, v_{h}\right)+\left(u_{h} y_{h}, v_{h}\right)=\left(f, v_{h}\right)+\int_{\partial \Omega} r v_{h} & \forall v_{h} \in V^{h} \subset H^{1}(\Omega) \\
\left(\nabla q_{h}, A^{*} \nabla p_{h}\right)+\left(u_{h} p_{h}, q_{h}\right)=\left(g^{\prime}\left(y_{h}\right), q_{h}\right) & \forall q_{h} \in V^{h} \subset H^{1}(\Omega) \\
\left(h^{\prime}\left(u_{h}\right)-y_{h} p_{h}, w_{h}-u_{h}\right) \geq 0 & \forall w_{h} \in K^{h} \subset U^{h} \subset L^{2}(\Omega) \tag{5.7}
\end{array}
$$

Using the similar techniques, we can extend the results of Theorems 4.1, 4.2 and 4.3 as follows.

Theorem 5.1. Let $(y, p, u)$ and $\left(y_{h}, p_{h}, u_{h}\right)$ be the solutions of (5.2)-(5.4) and (5.5)-(5.7), respectively. Assume that all the conditions in Theorem 4.1 hold. Then,

$$
\begin{equation*}
e^{2}+\left\|u-u_{h}\right\|_{0, \Omega}^{2}+\left\|y-y_{h}\right\|_{1, \Omega}^{2}+\left\|p-p_{h}\right\|_{1, \Omega}^{2} \leq C\left(\eta_{1}^{2}+\bar{\eta}^{2}\right) \tag{5.8}
\end{equation*}
$$

where e, $\eta_{1}$ are defined similarly in the last section, and

$$
\begin{aligned}
\bar{\eta}^{2}= & \sum_{l \cap \partial \Omega=\emptyset} h_{l} \int_{l}\left[\left(A \nabla y_{h}\right) \cdot n\right]^{2}+\sum_{\tau \in T^{h}} h_{\tau}^{2} \int_{\tau}\left(f+\operatorname{div}\left(A \nabla y_{h}\right)-u_{h} y_{h}\right)^{2} \\
& +\sum_{l \cap \partial \Omega=\emptyset} h_{l} \int_{l}\left[\left(A^{*} \nabla p_{h}\right) \cdot n\right]^{2}+\sum_{\tau \in T^{h}} h_{\tau}^{2} \int_{\tau}\left(g^{\prime}\left(y_{h}\right)+\operatorname{div}\left(A^{*} \nabla p_{h}\right)-u_{h} p_{h}\right)^{2} \\
& +\sum_{l \subset \partial \Omega} h_{l} \int_{l}\left(\left(A \nabla y_{h}\right) \cdot n-r\right)^{2}+\sum_{l \subset \partial \Omega} h_{l} \int_{l}\left(\left(A^{*} \nabla p_{h}\right) \cdot n\right)^{2}
\end{aligned}
$$

where $l$ is a face of an element $\tau,\left[\left(A^{*} \nabla p_{h} \cdot n\right)\right]$ and $\left[\left(A \nabla y_{h} \cdot n\right)\right]$ are the $A$-normal derivative jumps over the interior face $l$, defined by

$$
\begin{aligned}
& {\left[\left(A^{*} \nabla p_{h} \cdot n\right)\right]_{l}=\left(\left.A^{*} \nabla p_{h}\right|_{\tau_{l}^{1}}-\left.A^{*} \nabla p_{h}\right|_{\tau_{l}^{2}}\right) \cdot n,} \\
& {\left[\left(A \nabla y_{h} \cdot n\right)\right]_{l}=\left(\left.A \nabla y_{h}\right|_{\tau_{l}^{1}}-\left.A \nabla y_{h}\right|_{\tau_{l}^{2}}\right) \cdot n,}
\end{aligned}
$$

where $n$ is the unit normal vector on $l=\bar{\tau}_{l}^{1} \cap \bar{\tau}_{l}^{2}$ outwards $\tau_{l}^{1}$, and $h_{l}$ is the maximum diameter of the face $l$.

Proof. Let $e^{p}=p_{h}-p\left(u_{h}\right)$, where $p\left(u_{h}\right)$ is the solution of the equations:

$$
\begin{array}{ll}
\left(A \nabla y\left(u_{h}\right), \nabla v\right)+\left(u_{h} y\left(u_{h}\right), v\right)=(f, v)+\int_{\partial \Omega} r v & \forall v \in H^{1}(\Omega) \\
\left(\nabla q, A^{*} \nabla p\left(u_{h}\right)\right)+\left(u_{h} p\left(u_{h}\right), q\right)=\left(g^{\prime}\left(y\left(u_{h}\right)\right), q\right) & \forall q \in H^{1}(\Omega) \tag{5.10}
\end{array}
$$

It follows from [1] that there exists a function $\phi \in H^{1}(\Omega)$ such that

$$
\begin{equation*}
c\left\|e^{p}\right\|_{1, \Omega}\|\phi\|_{1, \Omega} \leq\left(\nabla \phi, A^{*} \nabla e^{p}\right)+\left(u_{h} e^{p}, \phi\right) \tag{5.11}
\end{equation*}
$$

Let $\phi_{I} \in V^{h}$ be the interpolation of $\phi$ defined in Lemma 3.3. Using the equations (5.6), (5.10) and Lemma 3.3, we have that

$$
\begin{aligned}
& c\left\|e^{p}\right\|_{1, \Omega}\|\phi\|_{1, \Omega} \leq\left(\nabla \phi, A^{*} \nabla e^{p}\right)+\left(u_{h} e^{p}, \phi\right) \\
= & \left(\nabla\left(\phi-\phi_{I}\right), A^{*} \nabla e^{p}\right)+\left(u_{h} e^{p}, \phi-\phi_{I}\right)+\left(\nabla \phi_{I}, A^{*} \nabla e^{p}\right)+\left(u_{h} e^{p}, \phi_{I}\right) \\
= & \sum_{\tau \in T^{h}} \int_{\tau}\left(A^{*} \nabla\left(p_{h}-p\left(u_{h}\right)\right) \nabla\left(\phi-\phi_{I}\right)+u_{h}\left(p_{h}-p\left(u_{h}\right)\right)\left(\phi-\phi_{I}\right)\right) \\
& +\left(g^{\prime}\left(y_{h}\right)-g^{\prime}\left(y\left(u_{h}\right)\right), \phi_{I}\right) \\
= & \sum_{\tau \in T^{h}} \int_{\tau}\left(-\operatorname{div} A^{*}\left(\nabla p_{h}\right)+u_{h} p_{h}\right)\left(\phi-\phi_{I}\right)-\left(g^{\prime}\left(y\left(u_{h}\right)\right), \phi-\phi_{I}\right)+\left(g^{\prime}\left(y_{h}\right)-g^{\prime}\left(y\left(u_{h}\right)\right), \phi_{I}\right) \\
& \quad+\sum_{l \cap \partial \Omega=\emptyset} \int_{l}\left[\left(A^{*} \nabla p_{h}\right) \cdot n\right]\left(\phi-\phi_{I}\right)+\sum_{l \subset \partial \Omega} \int_{l}\left(\left(A^{*} \nabla p_{h}\right) \cdot n\right)\left(\phi-\phi_{I}\right) \\
= & \sum_{\tau \in T^{h}} \int_{\tau}\left(-\operatorname{div}\left(A^{*} \nabla p_{h}\right)+u_{h} p_{h}-g^{\prime}\left(y_{h}\right)\right)\left(\phi-\phi_{I}\right)+\left(g^{\prime}\left(y_{h}\right)-g^{\prime}\left(y\left(u_{h}\right)\right), \phi\right) \\
& +\sum_{l \cap \partial \Omega=\emptyset} \int_{l}\left[\left(A^{*} \nabla p_{h}\right) \cdot n\right]\left(\phi-\phi_{I}\right)+\sum_{l \subset \partial \Omega} \int_{l}\left(\left(A^{*} \nabla p_{h}\right) \cdot n\right)\left(\phi-\phi_{I}\right) \\
\leq & C\left(\sum_{\tau \in T^{h}} h_{\tau}^{2} \int_{\tau}\left(\operatorname{div}\left(A^{*} \nabla p_{h}\right)-u_{h} p_{h}+g^{\prime}\left(y_{h}\right)\right)^{2}\right)^{\frac{1}{2}}\|\phi\|_{1, \Omega} \\
& \left.+C\left(\sum_{l \cap \partial \Omega=\emptyset} h_{l} \int_{l}\left[\left(A^{*} \nabla p_{h}\right) \cdot n\right]^{2}+\sum_{l \subset \partial \Omega} h_{l} \int_{l}\left(\left(A^{*} \nabla p_{h}\right) \cdot n\right)^{2}\right)\right)^{\frac{1}{2}}\|\phi\|_{1, \Omega} \\
& +C\left\|y_{h}-y\left(u_{h}\right)\right\|_{0, \Omega}\|\phi\|_{0, \Omega .}
\end{aligned}
$$

Then,

$$
\begin{aligned}
\left\|p\left(u_{h}\right)-p_{h}\right\|_{1, \Omega}^{2} \leq C & \left(\sum_{l \cap \partial \Omega=\emptyset} h_{l} \int_{l}\left[\left(A^{*} \nabla p_{h}\right) \cdot n\right]^{2}+\sum_{l \subset \partial \Omega} h_{l} \int_{l}\left(\left(A^{*} \nabla p_{h}\right) \cdot n\right)^{2}\right. \\
& \left.+\sum_{\tau \in T^{h}} h_{\tau}^{2} \int_{\tau}\left(g^{\prime}\left(y_{h}\right)+\operatorname{div}\left(A^{*} p_{h}\right)-u_{h} p_{h}\right)^{2}+\left\|y\left(u_{h}\right)-y_{h}\right\|_{0, \Omega}^{2}\right)
\end{aligned}
$$

Similarly, it can be proved that

$$
\begin{aligned}
\left\|y\left(u_{h}\right)-y_{h}\right\|_{1, \Omega}^{2} \leq C & \left(\sum_{l \cap \partial \Omega=\emptyset} h_{l} \int_{l}\left[\left(A \nabla y_{h}\right) \cdot n\right]^{2}+\sum_{l \subset \partial \Omega} h_{l} \int_{l}\left(\left(A \nabla y_{h}\right) \cdot n-r\right)^{2}\right. \\
& \left.+\sum_{\tau \in T^{h}} h_{\tau}^{2} \int_{\tau}\left(f+\operatorname{div}\left(A \nabla y_{h}\right)-u_{h} y_{h}\right)^{2}\right)
\end{aligned}
$$

Then, by following the proof in Theorem 4.1, we have (5.8).

Theorem 5.2. Let $(y, p, u)$ and $\left(y_{h}, p_{h}, u_{h}\right)$ be the solutions of (5.2)-(5.4) and (5.5)-(5.7), respectively. Assume that all the conditions in Lemmas 4.2 and 4.3 hold. Then,

$$
\eta_{1}^{2}+\bar{\eta}^{2} \leq C\left(e^{2}+\left\|u-u_{h}\right\|_{0, \Omega}^{2}+\left\|y-y_{h}\right\|_{1, \Omega}^{2}+\left\|p-p_{h}\right\|_{1, \Omega}^{2}\right)+C \tilde{\epsilon}^{2}
$$

where

$$
\begin{aligned}
\tilde{\epsilon}^{2}= & \sum_{\tau \in T^{h}} \int_{\tau} h_{\tau}^{2}\left(\left(f+\operatorname{div}\left(A \nabla y_{h}\right)-u_{h} y_{h}\right)-\left(\overline{f+\operatorname{div}\left(A \nabla y_{h}\right)-u_{h} y_{h}}\right)\right)^{2} \\
& +\sum_{\tau \in T^{h}} \int_{\tau} h_{\tau}^{2}\left(\left(\operatorname{div}\left(A^{*} \nabla p_{h}\right)-u_{h} p_{h}+g^{\prime}\left(y_{h}\right)\right)-\left(\overline{\operatorname{div}\left(A^{*} \nabla p_{h}\right)-u_{h} p_{h}+g^{\prime}\left(y_{h}\right)}\right)\right)^{2} \\
& +\sum_{l \cap \partial \Omega=\emptyset} h_{l} \int_{l}\left[(A-\tilde{A}) \nabla y_{h} \cdot n\right]^{2}+\sum_{l \cap \partial \Omega=\emptyset} h_{l} \int_{l}\left[\left(A^{*}-\tilde{A}^{*}\right) \nabla p_{h} \cdot n\right]^{2} \\
& +\sum_{l \subset \partial \Omega} h_{l} \int_{l}\left(\left((A-\tilde{A}) \nabla y_{h}\right) \cdot n-r+\tilde{r}\right)^{2}+\sum_{l \subset \partial \Omega} h_{l} \int_{l}\left(\left(\left(A^{*}-\tilde{A}^{*}\right) \nabla p_{h}\right) \cdot n\right)^{2} .
\end{aligned}
$$

Theorem 5.3. Let $(y, p, u)$ and $\left(y_{h}, p_{h}, u_{h}\right)$ be the solutions of (5.2)-(5.4) and (5.5)-(5.7), respectively. Assume that all the conditions in Lemmas 4.1 and 4.4 hold. Then,

$$
e^{2}+\left\|u-u_{h}\right\|_{0, \Omega}^{2}+\left\|y-y_{h}\right\|_{0, \Omega}^{2}+\left\|p-p_{h}\right\|_{0, \Omega}^{2} \leq C\left(\eta_{1}^{2}+\tilde{\eta}^{2}\right)
$$

where

$$
\begin{aligned}
\tilde{\eta}^{2}= & \sum_{l \cap \partial \Omega=\emptyset} h_{l}^{3} \int_{l}\left[\left(A \nabla y_{h}\right) \cdot n\right]^{2}+\sum_{\tau \in T^{h}} h_{\tau}^{4} \int_{\tau}\left(f+\operatorname{div}\left(A \nabla y_{h}\right)-u_{h} y_{h}\right)^{2} \\
& +\sum_{l \cap \partial \Omega=\emptyset} h_{l}^{3} \int_{l}\left[\left(A^{*} \nabla p_{h}\right) \cdot n\right]^{2}+\sum_{\tau \in T^{h}} h_{\tau}^{4} \int_{\tau}\left(g^{\prime}\left(y_{h}\right)+\operatorname{div}\left(A^{*} \nabla p_{h}\right)-u_{h} p_{h}\right)^{2} \\
& +\sum_{l \subset \partial \Omega} h_{l}^{3} \int_{l}\left(\left(A \nabla y_{h}\right) \cdot n-r\right)^{2}+\sum_{l \subset \partial \Omega} h_{l}^{3} \int_{l}\left(\left(A^{*} \nabla p_{h}\right) \cdot n\right)^{2}
\end{aligned}
$$

## 6. Numerical Experiments

In this section, we carry out some numerical experiments to demonstrate the error estimators developed in Section 4. Our numerical examples are the following type of parameter estimation problem:

$$
\begin{array}{r}
\min \left\{\frac{1}{2} \int_{\Omega}\left(y-y_{0}\right)^{2}+\frac{1}{2} \int_{\Omega}\left(u-u_{0}\right)^{2}\right\} \\
\text { s.t. }\left\{\begin{aligned}
-\Delta y+u y & =f \\
y \mid \partial \Omega & =\left.y_{0}\right|_{\partial \Omega}=0 \\
u & \geq d
\end{aligned}\right.
\end{array}
$$

In our examples, $\Omega=(0,1)^{2}$, and $d$ is a constant. Let $\Omega$ be partitioned into $T^{h}$ and $T_{U}^{h}$ as described in Section 3. We may use different meshes for the approximation of the state and the control. In all our experiments, we shall use $\eta_{1}$ as the control mesh refinement indicator, and $\eta_{2}+\eta_{3}$ as the state's and co-state's.

In solving our discretised optimal control problems, we use the preconditioned projection gradient method. We now briefly describe the solution algorithm to be used for solving the numerical examples in this section:

## Algorithm

(i) solve the discretised optimization problem with the projection gradient method on the current meshes and calculate the error estimators $\eta_{i}$;
(ii) adjust the meshes using the estimators and update the solution on new meshes as described.

Again, the readers can refer to [21] for the details of such algorithms.
Example 6.1. The first example is to solve the following problem on $\Omega=(0,1)^{2}$ :

$$
\begin{array}{ll}
\min \quad & \frac{1}{2} \int_{\Omega}\left(y-y_{0}\right)^{2} d x+\frac{\alpha}{2} \int_{\Omega}\left(u-u_{0}\right)^{2} d x  \tag{6.1}\\
& \text { s.t. }-\Delta y+u y=f, \quad u \geq 0,
\end{array}
$$

where $\alpha=10^{-2}$ and

$$
\begin{align*}
& u= \begin{cases}1.0, & x_{1}+x_{2}>1.0, \\
0.0, & x_{1}+x_{2} \leq 1.0,\end{cases} \\
& y=\sin \pi x_{1} \sin \pi x_{2},  \tag{6.2}\\
& u_{0}=u, y_{0}=y, \\
& f=2 \pi^{2} y+u y, \quad p=0 .
\end{align*}
$$

We firstly compute Example 6.1 on a uniform mesh. In Figure 6.1, the exact solution $u$ is plotted. The state and co-state are approximated by continuous piecewise linear elements, while discontinuous piecewise linear elements are used to approximate the control. In Table 6.1, the mesh information is displayed with $L^{2}$ approximation errors for the control and the states.

The adaptive multi-meshes presented in Figures 6.1 and 6.2 suggest that the $u$-mesh adapts very well to the neighborhood of discontinuities, and a higher density of nodes are indeed distributed along them. Furthermore the optimal meshes for the parameter and the states are very different as seen in Figures 6.1 and 6.2. It can be clearly seen from Table 6.1 that on the adaptive meshes one may use 10 times fewer degree of freedoms (DOFs) in all the variables to produce a given $L^{2}$ control error reduction.
Example 6.2. The second example is the following one also on $\Omega=(0,1)^{2}$ :

$$
\begin{array}{ll}
\min & \frac{1}{2} \int_{\Omega}\left(y-y_{0}\right)^{2} d x+\frac{\alpha}{2} \int_{\Omega}\left(u-u_{0}\right)^{2} d x  \tag{6.3}\\
& \text { s.t. }-\Delta y+u y=f, \quad u \geq 0
\end{array}
$$

Table 6.1: Computational results of Example 6.1.

|  |  | On uniform mesh |  |  | On adaptive mesh |  |  |
| :---: | :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $u$ | $y$ | $p$ | $u$ | $y$ | $p$ |
| Mesh <br> info | \# nodes | 7777 | 7777 | 7777 | 602 | 501 | 501 |
|  | \# sides | 23008 | 23008 | 23008 | 1556 | 1416 | 1416 |
|  | \# elements | 15232 | 15232 | 15232 | 955 | 916 | 916 |
|  | \# DOFs | 45696 | 7777 | 7777 | 2865 | 501 | 501 |
| $L^{2}$ error |  | $1.85 \mathrm{e}-02$ | $1.17 \mathrm{e}-04$ | $5.64 \mathrm{e}-06$ | $1.67 \mathrm{e}-02$ | $1.52 \mathrm{e}-03$ | $7.11 \mathrm{e}-05$ |



Fig. 6.1. Profile of $u$ and mesh for $u_{h}$ in Example 6.1.


Fig. 6.2. Meshes for $p_{h}$ (left) and for $y_{h}$ (right) in Example 6.1.
where

$$
\begin{align*}
y= & \left(x_{1}^{2}+x_{2}^{2}-1\right) / 4, \\
u_{0}= & \begin{cases}0.1 / \alpha, \text { if } x_{1}+x_{2}<1, \\
0, \quad \text { otherwise }\end{cases} \\
& p=\sin \left(2 \pi x_{1}\right) \sin \left(2 \pi x_{2}\right),  \tag{6.4}\\
& u=\max \left(u_{0}+y p / \alpha, 0\right) \\
& y_{0}=y-8 \pi^{2} p-u p, \\
& f=u y-1, \quad \alpha=10^{-2}
\end{align*}
$$

In Figure 6.3, the exact solution of $u$ is plotted. The state and co-state are approximated by continuous piecewise linear elements, while discontinuous piecewise linear elements are used to approximate the control. The mesh information and numerical results are presented in Table 6.2. It was found that these adaptive meshes can further reduce also about 10 times of the DOFs in all the state variables to produce a given $L^{2}$ control error reduction.

Example 6.3. In this example on $\Omega=(0,1)^{2}$ we solve

$$
\begin{array}{ll}
\min & \frac{1}{2} \int_{\Omega}\left(y-y_{0}\right)^{2} d x+\frac{\alpha}{2} \int_{\Omega}\left(u-u_{0}\right)^{2} d x  \tag{6.5}\\
& \text { s.t. }-\Delta y+u y=f, \quad u \geq-1 .
\end{array}
$$



Fig. 6.3. Profile of $u$ and mesh for $u_{h}$ in Example 6.2.


Fig. 6.4. Meshes for $p_{h}$ (left) and for $y_{h}$ (right) in Example 6.2.

Table 6.2: Computational results of Example 6.2

|  |  | On uniform mesh |  |  | On adaptive mesh |  |  |
| :---: | :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $u$ | $y$ | $p$ | $u$ | $y$ | $p$ |  |
| Mesh <br> info | \# nodes | 7777 | 7777 | 7777 | 2357 | 603 | 603 |
|  | \# sides | 23008 | 23008 | 23008 | 6131 | 1689 | 1689 |
|  | \# elements | 15232 | 15232 | 15232 | 3775 | 1087 | 1087 |
|  | \# DOFs | 45696 | 7777 | 7777 | 11325 | 603 | 603 |
| $L^{2}$ error |  | $7.63 \mathrm{e}-02$ | $1.76 \mathrm{e}-05$ | $3.63 \mathrm{e}-04$ | $5.07 \mathrm{e}-02$ | $1.53 \mathrm{e}-04$ | $5.21 \mathrm{e}-03$ |

But with $u^{*}=u+1$, the problem is changed into:

$$
\begin{align*}
& -\Delta y+\left(u^{*}-1\right) y=f \\
& -\Delta p+\left(u^{*}-1\right) p=y-y_{0} \\
& \left(\alpha\left(u^{*}-1\right)-p y, v-u^{*}\right) \geq 0, \quad \forall v \geq 0 \tag{6.6}
\end{align*}
$$



Fig. 6.5. Profile of $u^{*}$ and mesh for $u_{h}$ in Example 6.3


Fig. 6.6. Meshes for $p_{h}$ (left) and $y_{h}$ (right) in Example 6.3.

So, we only need to solve the new system. Here, we choose

$$
\begin{align*}
& y=\left(x_{1}^{2}+x_{2}^{2}-1\right) / 4, \quad u_{0}=0 \\
& u^{*}=\max (1+p y / \alpha, 0) \\
& p=\sin \left(\pi x_{1}\right) \sin \left(\pi x_{2}\right) \\
& y_{0}=y-2 \pi^{2} p-\left(u^{*}-1\right) p \\
& f=\left(u^{*}-1\right) y-1, \quad \alpha=10^{-2} \tag{6.7}
\end{align*}
$$

Table 6.3: Computational results of Example 6.3

|  |  | On uniform mesh |  |  | On adaptive mesh |  |  |
| :---: | :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $y$ | $p$ | $u^{*}$ | $y$ | $p$ |  |
| Mesh <br> info | \# nodes | 7777 | 7777 | 7777 | 1639 | 501 | 501 |
|  | \# sides | 23008 | 23008 | 23008 | 4258 | 1416 | 1416 |
|  | \# elements | 15232 | 15232 | 15232 | 2620 | 916 | 916 |
|  | \# DOFs | 45696 | 7777 | 7777 | 7860 | 501 | 501 |
| $L^{2}$ error |  | $5.44 \mathrm{e}-03$ | $1.01 \mathrm{e}-05$ | $1.03 \mathrm{e}-04$ | $5.97 \mathrm{e}-03$ | $2.64 \mathrm{e}-04$ | $1.68 \mathrm{e}-03$ |

The numerical results are summarized in the Table 6.3. It can be seen that for a given control error, such adaptive meshes can reduce the numbers of DOFs up to ten times. It is
clear that the adaptive multi-mesh can save computational work substantially.

## 7. Appendix

In this appendix, we shall first show Proposition 2.1. Then we show the convexity of the reduced objective functional for the parameter estimation problem. Let us begin with two examples of $K$, which satisfy Assumption (H). Just for simplicity, we use $\|\cdot\|_{L^{p}}$ to present $\|\cdot\|_{L^{p}(\Omega)}$ in this section.
Example 7.1. Note that

$$
\|\nabla y\|_{L^{2}}^{2}+(u y, y) \geq\|\nabla y\|_{L^{2}}^{2}+\inf _{x \in \Omega} u(x)\|y\|_{L^{2}}^{2}
$$

for all $y \in H_{0}^{1}(\Omega)$, there exist by Poincare's inequality constants $\underline{c}>0$ and $C>0$ such that

$$
\|\nabla y\|_{L^{2}}^{2}+(u y, y) \geq C\|\nabla y\|_{L^{2}}^{2} \quad \forall y \in H_{0}^{1}(\Omega)
$$

and all $u \in K_{\underline{c}}=\left\{u \in L^{2}(\Omega): u(x) \geq-\underline{c}\right\}$. Let $c \geq \underline{c}$ and $K_{c}=\left\{u \in L^{2}(\Omega): u(x) \geq-c\right\}$. By the Lax-Milgram lemma for any $u \in K_{c}$, exists a unique solution $y(u)$ to (2.2) satisfying $\|y(u)\|_{H^{1}} \leq \frac{1}{C}\|f\|_{H^{-1}}$. Hence $K_{c}$ satisfies Assumption (H).

Example 7.2. Denote by $T$ the operator in $H^{-1}(\Omega)$ with $\operatorname{dom} T=H_{0}^{1}(\Omega)$, and

$$
T(u) \varphi=-\operatorname{div}(A \nabla \varphi)+u \varphi
$$

where $u \in L^{2}(\Omega)$. Note that since $u \varphi \in L^{4 / 3}(\Omega)$, for $\varphi \in H_{0}^{1}(\Omega)\left(\subset L^{4}(\Omega)\right)$ and $u \in L^{2}(\Omega)$ it follows that $u \varphi \in H^{-1}(\Omega)$.

Assume that $\{\inf \tilde{c}(x): x \in \Omega\}>-\infty$. Then the resolvent $(T(\tilde{c})+\lambda I)^{-1}$ exists for all $\lambda$ sufficiently large. Moreover it is a compact operator on $H^{-1}(\Omega)$. As a consequence, $T(\tilde{c})$ has only point spectrum. In the follows we show that if 0 is not in the point spectrum of $T(\tilde{c})$, then for $\rho>0$ sufficiently small

$$
K_{\rho}=B(\tilde{c}, \rho)=\left\{u \in L^{2}(\Omega):\|u-\tilde{c}\| \leq \rho\right\}
$$

satisfies Assumption (H).
To this end, note that under our assumptions, $T(\tilde{c}): H_{0}^{1}(\Omega) \rightarrow H^{1}(\Omega)$ is an isomorphism. In particular, there exists $\kappa>0$ such that

$$
\begin{equation*}
\|\varphi\|_{H_{0}^{1}} \leq \kappa\|T \varphi\|_{H^{-1}} \quad \forall \varphi \in H_{0}^{1}(\Omega) \tag{7.1}
\end{equation*}
$$

Let $B(0, \rho)=\left\{u \in L^{2}(\Omega):\|u\|_{L^{2}} \leq \rho\right\}$. Then for arbitrary $y \in H_{0}^{1}(\Omega)$ and $u \in B(0, \rho)$ we have

$$
\begin{aligned}
\|u y\|_{H^{-1}} & =\sup \left\{(u y, \varphi):\|\varphi\|_{H_{0}^{1}}=1\right\} \\
& \leq \sup \left\{\|u\|_{L^{2}}\|y\|_{L^{4}}\|\varphi\|_{L^{4}}:\|\varphi\|_{H_{0}^{1}}=1\right\}
\end{aligned}
$$

Let $C$ denote the embedding constant of $H^{1}(\Omega)$ into $L^{4}(\Omega)$. Then by (7.1)

$$
\|u y\|_{H^{-1}} \leq C^{2} \rho\|y\|_{H_{0}^{1}} \leq C^{2} \kappa \rho\|T(\tilde{c}) y\|_{H^{-1}}
$$

Hence the operator $u I$, with $u \in B(0, \rho)$ is $T(\tilde{c})$-bounded. Let $\rho$ be such that $C^{2} \kappa \rho<1$. Then by perturbation analysis, $T(\tilde{c}+u)^{-1} \in \mathcal{L}\left(H^{-1}(\Omega)\right)$ for every $u \in B(0, \rho)$, and

$$
\begin{equation*}
\left\|T(\tilde{c}+u)^{-1}\right\|_{\mathcal{L}\left(H^{-1}\right)} \leq C \tag{7.2}
\end{equation*}
$$

for a constant $C$ independent of $c \in B(0, \rho)$. We now show that $\left\{\|y(\tilde{c}+u)\|_{H_{0}^{1}}: c \in B(0, \rho)\right\}$ is bounded, where

$$
\begin{equation*}
T(\tilde{c}+u) y(\tilde{c}+u)=f \tag{7.3}
\end{equation*}
$$

Taking the inner product in $L^{2}(\Omega)$ with $y=y(\tilde{c}+u)$, we find

$$
(\nabla y, \nabla y)=(f-(\tilde{c}+u) y, y)
$$

This implies that

$$
\begin{aligned}
& \|\nabla y\|_{L^{2}}^{2} \\
\leq & \|f\|_{H^{-1}}\|\nabla y\|_{L^{2}}+\|\tilde{c}+u\|_{L^{2}}\|y\|_{L^{4}}^{2} \\
\leq & \|f\|_{H^{-1}}^{2}+\frac{1}{4}\|\nabla y\|_{L^{2}}^{2}+\left(\|\tilde{c}\|_{L^{2}}+\rho\right)\|y\|_{L^{4} .}^{2} .
\end{aligned}
$$

We recall the well-known estimate: For every $\epsilon>0$ there exists a constant $k_{\epsilon}$ such that

$$
\begin{equation*}
\|\varphi\|_{L^{4}}^{2} \leq \epsilon\|\nabla \varphi\|_{L^{2}}^{2}+k_{\epsilon}\|\varphi\|_{L^{2}}^{2} \quad \forall \varphi \in H_{0}^{1}(\Omega) \tag{7.4}
\end{equation*}
$$

where we use that $n \leq 3$, see [14]. With $\epsilon=\frac{1}{4}\left(\|\tilde{c}\|_{L^{2}}+\rho\right)^{-1}$ we find

$$
\|\nabla y(\tilde{c}+u)\|_{L^{2}}^{2} \leq 2\|f\|_{H^{-1}}^{2}+2 k_{\epsilon}\|y(\tilde{c}+u)\|_{L^{2}}^{2}
$$

By the interpolation inequality [18] there exists a constant $c>0$ such that

$$
\|\varphi\|_{L^{2}}^{2} \leq c\|\varphi\|_{H_{0}^{1}}\|\varphi\|_{H^{-1}} \text { for all } \varphi \in H_{0}^{1}(\Omega)
$$

Consequently

$$
\|\nabla y(\tilde{c}+u)\|_{L^{2}}^{2} \leq 2\|f\|_{H^{-1}}^{2}+2 c k_{\epsilon}\|\nabla y(\tilde{c}+u)\|\|y(\tilde{c}+u)\|_{H^{-1}}
$$

and by (7.2)

$$
\|\nabla y(\tilde{c}+u)\|_{L^{2}} \leq C\|f\|_{H^{-1}}
$$

for a constant $C$ independent of $u \in B(0, \rho)$. Thus $K_{\rho}$ satisfies Assumption (H).
Furthermore if for any $u \in K, \inf _{x \in \Omega} u(x)>-\infty$ and 0 is not in the point spectrum of $T(u)$, then $K$ satisfies the assumption (H).

Proposition 7.1. Assume that $\partial \Omega$ is $C^{1,1}$ regular or that $\Omega$ is a parallelepiped. Suppose that Assumption (H) holds. Then for all $u \in K$, the solution $y=y(u, f)$ of $(2.2)$ is in $H^{2}(\Omega)$. Furthermore for any $v \in K$, there exist a neighborhood $O(v)$ of $v$ and a constant $C(v)>0$ such that

$$
\|y(u, f)\|_{H^{2}} \leq C(v)\|f\|_{L^{2}} \quad \forall u \in O(v) \cap K
$$

Proof. For any $v \in K$, let $Q$ be the neighborhood defined in Assumption (H). We first show that there exists $C_{1}$ such that

$$
\begin{equation*}
\|u y\|_{L^{3 / 2}} \leq C_{1}\|f\|_{H^{-1}} \tag{7.5}
\end{equation*}
$$

where $y=y(u, f)$, uniformly for $u \in Q$ and $f \in H^{-1}$. In fact

$$
\left(\int_{\Omega} u^{3 / 2} y^{3 / 2} d x\right)^{2 / 3} \leq\left(\int u^{2} d x\right)^{1 / 2} \cdot\left(\int y^{6} d x\right)^{1 / 6}
$$

and since $H^{1}(\Omega)$ embeds continuously into $L^{6}(\Omega)$, estimate (7.5) follows from Assumption (H).
Recall [24], that $W^{1,3 / 2}(\Omega)$ embeds continuously into $L^{3}(\Omega)$. Hence the set $\{u y(u, f): u \in$ $Q\}$ can be considered as a uniformly bounded family of elements in $\left(W^{1,3 / 2}(\Omega)\right)^{*}$. From [24], for every $u y$ there exists $\left\{\left(q_{0}, q_{1}, \cdots, q_{n}\right)\right\} \in\left(L^{3}(\Omega)\right)^{n+1}$ such that

$$
\begin{equation*}
\langle u y, w\rangle_{W^{1,3 / 2}(\Omega)^{*}, W^{1,3 / 2}(\Omega)}=\left\langle q_{0}, w\right\rangle+\sum_{i=1}^{n}\left\langle q_{i}, D_{i} w\right\rangle \quad \forall w \in W^{1,3 / 2}(\Omega) \tag{7.6}
\end{equation*}
$$

and

$$
\sum_{i=0}^{n}\left\|q_{i}\right\|_{L^{3}} \leq C_{2}\|f\|_{H^{-1}} \quad \forall u \in Q
$$

By global regularity results, see [24], applied to

$$
\left\{\begin{array}{l}
-\operatorname{div}(A \nabla y)=f-u y \text { in } \Omega  \tag{7.7}\\
y=0 \text { on } \partial \Omega
\end{array}\right.
$$

with $f-u y$ as inhomogeneity and $u y$ as in (7.6), we find

$$
\begin{equation*}
\|y\|_{W^{1,3}} \leq C_{4}\|f\|_{H^{-1}} \tag{7.8}
\end{equation*}
$$

Hence, in the case of dimension two it follows that

$$
\|y\|_{L^{\infty}} \leq C_{5}\|f\|_{H^{-1}}
$$

Consequently by $H^{2}$-regularity results [14], applied to (7.7) we have $y \in H^{2}(\Omega)$ and

$$
\|y\|_{H^{2}} \leq C_{6}\|f\|_{L^{2}}+C_{5} \sup _{u \in Q}\|u\|_{L^{2}}\|f\|_{H^{-1}} \leq C_{7}\|f\|_{L^{2}}
$$

with $C_{i}$ independent of $u \in Q$ and $f \in L^{2}(\Omega)$. This is the desired estimate for $n=2$.
Turning to the case $n=3$ we utilize (7.8) and the continuous embedding $W^{1,3}(\Omega) \hookrightarrow L^{12}(\Omega)$, see [24]. Using Hölder's inequality with $p=\frac{7}{6}$ and $p^{\prime}=7$, and (7.8)

$$
\begin{equation*}
\|u y\|_{L^{\frac{12}{7}}} \leq C_{8}\|u\|_{L^{2}} \cdot\|y\|_{L^{12}} \leq C_{9}\|y\|_{W^{1,3}} \leq C_{4} C_{9}\|f\|_{H^{-1}} \tag{7.9}
\end{equation*}
$$

Hence $u y$ can be considered as functional on $L^{\frac{12}{5}}(\Omega)$. Since $W^{1,4 / 3}(\Omega)$ embeds continuously into $L^{\frac{12}{5}}(\Omega)$ (for $n=3$ ), $\{c y(u): u \in Q\}$ can be considered as a uniformly bounded family of functionals on $W^{1,4 / 3}(\Omega)$. Hence for every $u y$ there exists $\left\{\left(q_{0}, \cdots, q_{n}\right)\right\} \in L^{4}(\Omega)^{n+1}$ such that

$$
\langle u y, w\rangle_{W^{1,4 / 3}(\Omega)^{*}, W^{1,4 / 3}}=\left\langle q_{0}, w\right\rangle+\sum_{i=1}^{n}\left\langle q_{i}, D_{i} w\right\rangle, \quad \forall w \in W^{1,4 / 3}(\Omega)
$$

and

$$
\sum_{i=0}^{n}\left\|q_{i}\right\|_{L^{4}} \leq C_{10}\|f\|_{H^{-1}}, \text { for all } u \in Q
$$

where $q_{i}=q_{i}(u y)$. Proceeding as in the case $n=2$ we find

$$
\begin{equation*}
\|y\|_{W^{1,4}} \leq C_{11}\|f\|_{H^{-1}} \tag{7.10}
\end{equation*}
$$

Since for $W^{1,4}(\Omega) \hookrightarrow C(\Omega)$ for $n=3$, the proof can be completed as for $n=2$.

Remark 7.1. Assumption (H) can be strengthened in the following global formulation: For any bounded subset $Q \in L^{2}(\Omega)$, there exists a constant $C(Q)>0$ such that

$$
\|y(u, f)\|_{H^{1}} \leq C(Q)\|f\|_{H^{-1}} \quad \forall u \in Q \cap K
$$

It follows from the proof of Proposition 2.1 that there exists $C(Q)>0$ such that

$$
\|y(u, f)\|_{H^{2}} \leq C(Q)\|f\|_{L^{2}} \quad \forall u \in Q \cap K
$$

In the follows we shown that $J(u)$ is convex for any $\alpha>0$. To this end, we first need a lemma.

Lemma 7.1. Let $\left(y_{\alpha}, u_{\alpha}\right)$ be the solution of (2.5) for $\alpha>0$. Let $u_{z} \in K$ be a minimum norm solution of $y\left(u_{z}\right)=z$. Then

$$
\begin{equation*}
\lim _{\alpha \rightarrow 0}\left\|u_{\alpha}\right\|_{L^{2}}=\left\|u_{z}\right\|_{L^{2}} \tag{7.11}
\end{equation*}
$$

Proof. Note that

$$
\begin{equation*}
\sup \left\|u_{\alpha_{1}}\right\|_{L^{2}} \leq \inf \left\|u_{\alpha_{2}}\right\|_{L^{2}} \leq\left\|u_{z}\right\|_{L^{2}} \quad \text { if } \alpha_{1} \geq \alpha_{2} \tag{7.12}
\end{equation*}
$$

where $\inf (\sup )$ is taken over all solutions to $\left(P_{\alpha_{2}}\right)$ (respectively $\left(P_{\alpha_{1}}\right)$ ). Note here that we do not know whether or not $\left(P_{\alpha}\right)$ has a unique solution. If (7.11) were not correct, then there would exist a sequence $\alpha_{n}$ with $\lim _{n \rightarrow \infty} \alpha_{n}=0$ and associated solution $u_{\alpha_{n}}$ such that

$$
\lim _{n \rightarrow \infty}\left\|u_{\alpha_{n}}\right\|_{L^{2}}<\left\|u_{z}\right\|_{L^{2}}
$$

But $\left\{u_{\alpha_{n}}\right\}_{n=1}^{\infty}$ is bounded in $L^{2}(\Omega)$, and hence there exists a subsequence denoted by the same symbol, and $\bar{u} \in L^{2}(\Omega)$ such that $\lim _{n \rightarrow \infty} u_{\alpha_{n}}=\bar{u}$ in $L^{2}(\Omega)$. We also have $y\left(u_{\alpha_{n}}\right) \rightarrow y(\bar{u})$ in $L^{2}(\Omega)$. Taking the limit in

$$
\frac{1}{2}\left\|y\left(u_{\alpha_{n}}\right)-z\right\|_{L^{2}}^{2}+\frac{\alpha_{n}}{2}\left\|u_{\alpha_{n}}\right\|_{L^{2}}^{2} \leq \frac{1}{2}\|y(u)-z\|_{L^{2}}^{2}+\frac{\alpha_{n}}{2}\|u\|_{L^{2}}^{2} \quad \forall u \in K
$$

we find that

$$
\frac{1}{2}\|y(\bar{u})-z\|_{L^{2}}^{2} \leq \frac{1}{2}\|y(u)-z\|_{L^{2}}^{2} \quad \forall u \in K
$$

In particular, taking $u=u_{z}$, we have $y(\bar{u})=z$. From (7.12) and weak lower semi-continuity of the norm, we have

$$
\varlimsup_{n \rightarrow \infty}\left\|u_{\alpha_{n}}\right\|_{L^{2}} \leq\left\|u_{z}\right\|_{L^{2}} \leq\|\bar{u}\|_{L^{2}} \leq \underline{\lim }_{n \rightarrow \infty}\left\|u_{\alpha_{n}}\right\|_{L^{2}}
$$

and thus $u_{\alpha_{n}}$ converges strongly to a minimum norm solution of $y(u)=z$. Thus it follows from (7.12) that for any $\epsilon>0$, there exists $\alpha(\epsilon)$ such that

$$
\left\|u_{z}\right\|_{L^{2}}^{2}-\inf \left\|u_{\alpha}\right\|_{L^{2}}^{2}<\epsilon^{2} \quad \forall \alpha \in(0, \alpha(\epsilon)],
$$

where inf is taken over all solutions of $\left(P_{\alpha}\right)$.
Proposition 7.2. Suppose $z$ is identifiable. Let $u$ be a solution of (2.5). Then for all $v \in L^{2}(\Omega)$

$$
\begin{equation*}
J^{\prime \prime}(u)(v, v) \geq \frac{\alpha}{2}\|v\|_{L^{2}}^{2} \tag{7.13}
\end{equation*}
$$

where $J(u)=g(y(u))+j(u)$ is defined in (2.4).

Proof. It is easy to see that

$$
\begin{equation*}
J^{\prime \prime}(u)(v, v)=\left(y^{\prime}, y^{\prime}\right)+\left(y-z, y^{\prime \prime}(v, v)\right)+\alpha(v, v) \tag{7.14}
\end{equation*}
$$

and

$$
\begin{aligned}
& -\operatorname{div}\left(A \nabla y^{\prime}(v)\right)+u y^{\prime}(v)=-v y \\
& -\operatorname{div}\left(A \nabla y^{\prime \prime}(v, v)\right)+u y^{\prime \prime}(v, v)=-2 v y^{\prime}(v)
\end{aligned}
$$

Let us denote

$$
C(u) y:=-\operatorname{div}(A \nabla y)+u y
$$

We have that

$$
\begin{aligned}
& \left(y^{\prime}, y^{\prime}\right)+\left(y-z, y^{\prime \prime}(v, v)\right)=\left\|C^{-1}(v y)\right\|_{L^{2}}^{2}-2\left(y-z, C^{-1}\left(v y^{\prime}(v)\right)\right) \\
= & \left\|C^{-1}(v y)\right\|_{L^{2}}^{2}+2\left(C^{-1}(y-z), v C^{-1}(v y)\right) \\
= & \left\|C^{-1}(v y)\right\|_{L^{2}}^{2}+2\left(C^{-1}(y-z), v C^{-1}(v y)\right)+\left\|v C^{-1}(y-z)\right\|_{L^{2}}^{2}-\left\|v C^{-1}(y-z)\right\|_{L^{2}}^{2} \\
= & \left\|C^{-1}(v y)+v C^{-1}(y-z)\right\|_{L^{2}}^{2}-\left\|v C^{-1}(y-z)\right\|_{L^{2}}^{2} .
\end{aligned}
$$

Therefore, it follows from (7.14) that

$$
\begin{equation*}
J^{\prime \prime}(u)(v, v) \geq \alpha\|v\|_{L^{2}}^{2}-\left\|v C^{-1}(y-z)\right\|_{L^{2}}^{2} \geq \alpha\|v\|_{L^{2}}^{2}\left(1-\frac{1}{\alpha}\left\|C^{-1}(y-z)\right\|_{L^{\infty}}^{2}\right) \tag{7.15}
\end{equation*}
$$

It follows from Lemma 7.1 that taken $\bar{\epsilon}=\left(1 / 2\left\|C^{-1}\right\|_{\mathcal{L}\left(L^{2}, L^{\infty}\right)}^{2}\right)^{\frac{1}{2}}$, we have a $\alpha(\bar{\epsilon})$ such that for all $\alpha \in(0, \alpha(\bar{\epsilon})]$,

$$
\left\|u_{z}\right\|_{L^{2}}^{2}-\left\|u_{\alpha}\right\|_{L^{2}}^{2} \leq \bar{\epsilon}^{2}=\frac{1}{2\left\|C^{-1}\right\|_{\mathcal{L}\left(L^{2}, L^{\infty}\right)}^{2}}
$$

Note that

$$
\left\|y_{\alpha}-z\right\|_{L^{2}}^{2}+\alpha\left\|u_{\alpha}\right\|_{L^{2}}^{2} \leq\left\|y\left(u_{z}\right)-z\right\|_{L^{2}}^{2}+\alpha\left\|u_{z}\right\|_{L^{2}}^{2}
$$

We have

$$
\left\|y_{\alpha}-z\right\|_{L^{2}}^{2} \leq \alpha\left(\left\|u_{z}\right\|_{L^{2}}^{2}-\left\|u_{\alpha}\right\|_{L^{2}}^{2}\right) \leq \frac{\alpha}{2\left\|C^{-1}\right\|_{\mathcal{L}\left(L^{2}, L^{\infty}\right)}^{2}}
$$

That is

$$
\left\|C^{-1}(y-z)\right\|_{L^{\infty}}^{2} \leq \frac{\alpha}{2}
$$

Therefore, it follows from (7.15) that

$$
J^{\prime \prime}(u)(v, v) \geq \frac{\alpha}{2}\|v\|_{L^{2}}^{2}
$$

This proves (7.13).
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