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Abstract

A Quasi-Newton method in Infinite-dimensional Spaces (QNIS) for solving op-
erator equations is presented and the convergence of a sequence generated by QNIS
is also proved in the paper. Next, we suggest a finite-dimensional implementation
of QNIS and prove that the sequence defined by the finite-dimensional algorithm
converges to the root of the original operator equation providing that the later
exists and that the Fréchet derivative of the governing operator is invertible. Fi-
nally, we apply QNIS to an inverse problem for a parabolic differential equation to
illustrate the efficiency of the finite-dimensional algorithm.

Key words: Quasi-Newton method, parabolic differential equation, inverse prob-
lems in partial differential equations, linear and Q-superlinear rates of convergence

1. Introduction

Quasi-Newton methods play an important role in numerically solving non-linear
systems of equations on the Euclidean spaces. But it seems that the quasi-Newton
methods have not been applied directly to solving inverse problems in partial differential
equations (PDE) up to now if we exclude those methods, by which inverse problems in
PDEs are formulated as optimization problems with equality constraints.

We, first, suggest a Quasi-Newton method in Infinite-dimensional Spaces (QNIS)
in §2, which can be used to solve an operator equation that is governed by a non-linear
operator mapping sets in a Hilbert space into another Hilbert space.

Next, we prove in §3 that the sequence {qn} generated by the QNIS procedure
converges to the root of the operator equation if the later exists and the Fréchet deriva-
tive of the governing operator is invertible. In §4 we, first, give a proof to show that
a finite-dimensional, approximate equation has a root if the original equation does,
and then prove that the roots of finite-dimensional approximate equations converge to
the root of the original operator equation under proper conditions. Finally, apply the
above-mentioned algorithm to an inverse problem for parabolic differential equation,
which shows that QNIS is efficient.

There are a lot of papers dealing with computation of inverse problems. We only
list a few of them according the methods used as follows:
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1. The gradient or conjugate gradient methods[6,20,19,21], which need computing the
derivative maps of the operators described by partial differential equations;

2. The generalized pulse spectrum technique (GPST)[7−8,25];
3. The finite-dimensional approximate modal methods[1−3];
4. The regularization methods[22−24];
5. The sequential quadratic programming (SQP) methods[16].
Finally, it should be pointed out that a superlinear rate of convergence in infinite-

dimensional spaces is not trivial as it does in finite-dimensional spaces. [10] showed out
that Q-superlinear convergence for a Lipchitzian operator F (q) can be achieved if an
initial operator A0 is close to F ′(q∗) up to an arbitrary compact perturbation.

By the way, QNIS presented in the paper can also be applied to inverse problems
in other PDEs.

2. A Quasi-Newton Method in Infinite-dimensional Spaces

We consider an operator equation

Φ(q, u) = 0, (1)

where Φ ∈ C(Q × U,F), u ∈ U is a state of the system, q ∈ Q is a parameter, U is a
state space. Q is a topological space, U and F are Banach spaces, C(Q× U,F) is the
set of all continuous maps on Q× U to F .

We assume that (1) is well-posed, that is, ∀q ∈ Q there is a unique u ∈ U satisfying
(1), and u depends continuously on q, then denote u = u(q).

The inverse problem we address is to determine the pair (q, u) satisfying (1) and

Mu = z, (2)

where z ∈ Y is given, M : U → Y is a given measurement operator.
The operator equations studied in the paper consist of partial differential equations

and additional initial and/or boundary-value conditions.
For example, (1) is described by the following initial-boundary value problem for a

parabolic equation:

ut = (q(x, y)ux)x + (q(x, y)uy)y + f(x, y, t), (x, y) ∈ Ω, t ∈ (0, T )

∂νu |∂Ω= 0, u(x, 0) = u0(x), (3)

which governs the temperature distribution in a nonhomogeneous isotropic solid or
the pressure distribution in a fluid-containing porous medium. It is well-known that
∀ q ∈ L∞(Ω) with q(x) ≥ c0 > 0, a.e. Ω, the problem (3) is well-posed and U =
H1(Ω× (0, T )).

The inverse problem considered is to determine (q, u) ∈ Q× U that satisfy (3) and

u |t=T = z, (4)

where z ∈ H1(Ω) is given.
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Next, we set
F : Q → Y, F (q) = Mu(q)− z. (5)

Therefore, solving the inverse problem (1)+(2) will be reduced to solving the following
operator equation: search q ∈ Q such that

F (q) = 0. (6)

We assume that q∗ is a root of (6). By the Taylor theorem for vector-valued functions
one has

F (q) = F (q)− F (q∗) =
∫ 1

0
F ′(q∗ + t(q − q∗))(q − q∗) dt ≈ F ′(q)(q − q∗) (7)

if q approximates to q∗, and then gets the Newton iteration method:

sk = −[F ′(qk)]−1F (qk), qk+1 = qk + sk. (8)

But, this method needs calculating the derivative operator and its inverse. On the
contrary, the quasi-Newton methods do not need computing any derivative operator.
We recall that the Broyden method, which belongs to [4] and which is one of the most
successful quasi-Newton methods, for solving non-linear systems of equations:

P : Rn → Rn, P (x) = 0, (9)

reads as follows:

Aksk = −P (xk), xk+1 = xk + sk, yk = P (xk+1)− P (xk),

Ak+1 = Ak + (yk −Aksk)sT
k /(sT

k sk), (10)

where Ak is an n× n matrix. By the Sherman-Morrison-Woodbury formula it follows
that

Bk+1 = Bk + (sk −Bkyk)sT
k Bk/(sT

k Bkyk), (11)

where Bk = A−1
k .

Obviously, in order to extend the above method one should overcome the following
difficulties:

• the operator F is a map from a space to another space;
• Q and Y both are infinite-dimensional.
From now on, we assume that Q and Y are Hilbert spaces. To begin with, change

the algorithm (10) as follows:
{

Aksk = −F (qk), qk+1 = qk + sk, yk = F (qk+1)− F (qk),

Ak+1 = Ak + (yk −Aksk)(sk, ·)/(sk, sk),
(12)

where (·, ·) is the inner product in Q and the operator (sk, ·) : Q → R, i.e. ∀q ∈ Q,
(sk, ·)q ≡ (sk, q).
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Obviously, Ak ∈ L(Q,Y ) if A0 ∈ L(Q,Y ), where L(Q,Y ) is the space of all linear
continuous operators on Q to Y . It will be proved in the next section that Ak is in-
vertible provided A0 does. Therefore, by the generalized Sherman-Morrison-Woodbury
formula it follows that

Bk+1 = Bk + (sk −Bkyk)(sk, Bk·)/(sk, Bkyk), (13)

where Bk = A−1
k .

Thus, the formulas (12) form the Quasi-Newton algorithm in Infinite-dimensional
Spaces (QNIS), which is a generalization of the Broyden-like method.

3. Convergence of QNIS

We, first, state the following lemma from [12]:
Lemma 3.1. Suppose that S ∈ L(X, Y ), where X and Y are Banach spaces, and

that S has an inverse S−1 ∈ L(Y, X). Then ∀T ∈ L(X, Y ) satisfying ‖T‖ < 1/‖S−1‖
the operator T̃ = S + T is invertible and ‖T̃−1‖ ≤ ‖S−1‖/(1− ‖S−1T‖) ≤ ‖S−1‖/(1−
‖S−1‖‖T‖).

If we are given q0 ∈ Q and A0 ∈ L(Q,Y ), then one gets {qn} and {An} from the
algorithm (12), their convergence can be obtained from the following lemma, which is
an extension of Broyden et al.’s results [5].

Lemma 3.2. We assume that F : D ⊂ Q → Y is continuously Fréchet differen-
tiable in Do ⊂ D, where Do is a convex, open set, that q∗ ∈ D is a zero point of F , and
that Λ ≡ F ′(q∗) ∈ L(Q,Y ) \ {0} is invertible, ‖Λ−1‖ ≤ β, and satisfies the following
inequality

‖F ′(q)− Λ‖ ≤ L‖q − q∗‖, ∀ q ∈ Do. (14)

Furthermore, we assume that the operator sequence {An} defined by (12) satisfies

‖An+1 − Λ‖ ≤ [1 + α1σ(qn, qn+1)]‖An − Λ‖+ α2σ(qn, qn+1), (15)

where α1 and α2 are constants and σ(qn, qn+1) = max{‖qn − q∗‖, ‖qn+1 − q∗‖} ≡ σn.
Then the sequence {qn} defined by (12) is well-defined, converges to q∗, and satisfies

‖qn+1 − q∗‖ ≤ γ‖qn − q∗‖, n = 0, 1, . . . , (16)

where γ ∈ (0, 1) is arbitrarily given providing that A0 and q0 satisfy

‖q0 − q∗‖ ≤ η, ‖A0 − Λ‖ ≤ δ, (17)

where η = η(γ) and δ = δ(γ) are constant dependent on γ and satisfy the following
inequalities:

6β(1 + γ)δ < γ, (18)

(2α1δ + α2)η/(1− γ) ≤ δ, η < η0 (19)

β(1 + γ)2(Lη/2 + 3δ) ≤ γ, (20)
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Furthermore, A−1
n exists and the sequences {‖An‖} and {‖A−1

n ‖} are uniformly
bounded.

Proof. Because Do is open and q∗ ∈ Do, there exists η0 > 0 such that the ball
B(η0, q

∗) ≡ {q ∈ Q; ‖q − q∗‖ < η0} ⊂ Do. By the assumptions for any γ ∈ (0, 1)
one can definitely choose δ = δ(γ) > 0 and η = η(γ) > 0 such that the inequalities
(17)–(20) are valid.

Because A0 = Λ + (A0 − Λ) and ‖A0 − Λ‖ ≤ δ < 1/β ≤ ‖Λ−1‖−1, by Lemma
3.1 we have that A0 is invertible and that ‖A−1

0 ‖ ≤ ‖Λ−1‖/(1 − ‖Λ−1‖‖A0 − Λ‖) ≤
β/(1− βδ) < β/(1− 6βδ). But, by (18) 1− 6βδ > 1− γ/(1 + γ) = 1/(1 + γ), so

‖A−1
0 ‖ < (1 + γ)β. (21)

It follows by the mean-value theorem that

‖q1 − q∗‖ =‖(q1 − q0) + (q0 − q∗)‖ = ‖ −A−1
0 F (q0) + (q0 − q∗)‖

=‖A−1
0 {−[F (q0)− F (q∗)− F ′(q∗)(q0 − q∗)] + [A0 − F ′(q∗)](q0 − q∗)}‖

≤(1 + γ)β
{∥∥∥

∫ 1

0
[F ′(q∗ + t(q0 − q∗))− F ′(q∗)](q0 − q∗) dt

∥∥∥ + δ‖q0 − q∗‖
}

≤(1 + γ)β(Lη/2 + δ)‖q0 − q∗‖ ≤ γ‖q0 − q∗‖. (22)

Next, by (15), (19), and (21)

‖A1 − Λ‖ ≤ (1 + α1η)‖A0 − Λ‖+ α2η ≤ δ + (α1δ + α2)η < 2δ. (23)

Using the induction, one proves

‖Ak − Λ‖ ≤ 2δ and ‖qk+1 − q∗‖ ≤ γ‖qk − q∗‖. (24)

In fact, we suppose that (24) are true for k ≤ m− 1. By (15) we have

‖Ak+1 − Λ‖ ≤ (1 + α1ηγk)‖Ak − Λ‖+ α2ηγk,

i.e.
‖Ak+1 − Λ‖ − ‖Ak − Λ‖ ≤ 2α1ηγkδ + α2ηγk = (2α1δ + α2)ηγk. (25)

Adding (25) from k = 0 to m− 1, one gets

‖Am − Λ‖ ≤ ‖A0 − Λ‖+ (2α1δ + α2)η
m−1∑

k=0

γk < δ + (2α1δ + α2)η/(1− γ) ≤ 2δ. (26)

Therefore,
‖Am −A0‖ ≤ ‖Am − Λ‖+ ‖A0 − Λ‖ < 3δ, ∀m. (27)

In addition, ‖I − A−1
0 Am‖ ≤ ‖A−1

0 ‖‖Am − A0‖ < 3(1 + γ)βδ < γ < 1, where
I ∈ L(Q) is the unit operator, by the Banach theorem (A−1

0 Am)−1 exists, hence Am is
invertible. Furthermore,

‖A−1
m ‖ =‖[A0 + (Am −A0)]−1‖ ≤ ‖A−1

0 ‖
∑

‖A−1
0 ‖k‖Am −A0‖k
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≤(1 + γ)β
∑

(3(1 + γ)βδ)k = (1 + γ)β/(1− 3(1 + γ)βδ)

<(1 + γ)β/(1− 6βδ) < (1 + γ)2β, ∀m, (28)

i.e. for any m ∈ N, Am is invertible and {‖A−1
m ‖} are uniformly bounded as well.

Moreover, by the assumption of induction one has ‖qm − q∗‖ < η and then

‖qm+1 − q∗‖ =‖(qm+1 − qm) + (qm − q∗)‖ = ‖ −A−1
m F (qm) + (qm − q∗)‖

=‖A−1
m {−[F (qm)− F (q∗)− F ′(q∗)(qm − q∗)] + [Am − F ′(q∗)](qm − q∗)}‖

≤‖A−1
m ‖

{∥∥∥
∫ 1

0
[F ′(q∗ + t(qm − q∗))− Λ](qm − q∗) dt

∥∥∥

+ ‖Am − Λ‖‖qm − q∗‖
}
≤ (1 + γ)2β(Lη/2 + 2δ)‖qm − q∗‖

≤γ‖qm − q∗‖, (29)

‖qm+1 − q∗‖ ≤γ‖qm − q∗‖ ≤ · · · ≤ γm+1‖q0 − q∗‖ < γm+1η < η0. (30)

Thus, {qm} ⊂ Do, qm → q∗ in Q, and {‖Am‖} and {‖A−1
m ‖} are uniformly bounded.

2

Now, we give the following main results:
Theorem 3.3. We make the following assumptions:
• H1. Suppose that D is open, bounded, and convex and that ∃q∗ ∈ D such that

F (q∗) = 0.
• H2. For any q ∈ D, F (q) and u(q) have continuous Fréchet derivatives of order

two which both bounded above by a constant M . Moreover, Λ ≡ F ′(q∗) ∈ L(Q,Y ) \ {0}
is invertible and ‖Λ−1‖ ≤ β.

Then the sequence {qn} defined by QNIS (12) is well-defined and qn → q∗ in Q only
providing that q0 and A0 satisfy the requirements of Lemma 3.2.

Proof. First, by the argument of Lemma 3.2 we know that under the assumptions
of Theorem 3.3 there exists A0 ∈ L(Q,Y ) satisfying the requirements of Lemma 3.2.

Next, in order to prove Theorem 3.3 we only need by Lemma 3.2 verifying the
condition (15), i.e. we verify if the operator An+1 defined by (12) satisfies (15) for some
α1 and α2.

As a matter of fact, one gets

An+1 − Λ = An − Λ + (sn, ·)(yn −Ansn)/(sn, sn)

= (An − Λ)[I − (sn, ·)sn/(sn, sn)] + (sn, ·)(yn − Λsn)/(sn, sn), (31)

where I ∈ L(Q) is the unit operator, and L(Q) is the linear bounded operator space
on Q to Q. It is easy to check that Cn ≡ I − (sn, ·)sn/(sn, sn) ∈ L(Q) is self-adjoint
and by the Cauchy inequality ∀q ∈ Q (Cnq, q) = (q, q)− (sn, q)2/(sn, sn) ≥ 0, and then

‖Cn‖ = sup
‖q‖=1

(Cnq, q) ≤ 1. (32)

Moreover, by the assumption H2 and the mean-value theorem one gets

‖yn − Λsn‖ =
∥∥∥

∫ 1

0
[F ′(qn + tsn)− F ′(q∗)]sndt

∥∥∥
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≤M‖sn‖
∫ 1

0
‖t(qn+1 − q∗) + (1− t)(qn − q∗)‖dt ≤ Mσn‖sn‖. (33)

Considering (32) and (33) from (31), one has

‖An+1 − Λ‖ ≤ ‖An − Λ‖+ Mσn. (34)

So, the condition (15) is satisfied with α1 = 0 and α2 = M , and then it follows by
Lemma 3.2 that the conclusions of Theorem 3.3 are true. 2

About the Q-superlinear convergence for {qn} from [10] one can get
Theorem 3.4. We assume that the requirements in Theorem 3.3 are satisfied and

that A0−F ′(q∗) is compact. Then the sequence {qn} generated by QNIS is Q-superlinear
convergent, i.e.

lim
k→∞

‖qk+1 − q∗‖/‖qk − q∗‖ = 0,

provided ‖q0 − q∗‖ is sufficiently small.

4. A Finite-dimensional Approximation of QNIS

We assume, besides the assumptions H1-H2 being true, in this section that Q and
Y both are Hilbert spaces and that Qn and Y n are their n-dimensional subspaces,
respectively, which satisfy the following

H3

{
lim

n→∞ qn = q, ∀ q ∈ Q with qn = Pn
q q

lim
n→∞ yn = y, ∀ y ∈ Y with yn = Pn

y y

where Pn
q and Pn

y are project operators on Q to Qn and Y to Y n, respectively, i.e.
Pn

q and Pn
y both are self-adjoint, Pn

q = (Pn
q )2, Pn

y = (Pn
y )2, moreover, Qn = Pn

q Q and
Y n = Pn

y Y .
In order to implement QNIS by use of a computer we consider the map

Fm : Qn → Y m, Fm(q) = Pm
y F (q), ∀ q ∈ Qn, (35)

instead of F (q). Similarly, we define

Λm : Qn → Y m, Λmq = Pm
y Λq, ∀ q ∈ Qn. (36)

Since Λ is linear, one can choose m so large that Y m ⊃ Λ(Qn), and then Λm

is also invertible by the assumption H2. In addition, it follows by Lemma 3.1 that
the operator (Fm(·))′ : B −→ L(Qn, Y m), (Fm(q))′h = Pm

y F ′(q)h, ∀h ∈ Qn, has a
continuous inverse operator [(Fm)′(q)]−1 ∈ L(Y m, Qn), where B ⊂ Q is the ball about
q∗ with radius δ.

Therefore, instead of (6) one considers the following approximation:

Fm(q) = 0. (37)

Corresponding to Fm the Broyden-like procedure will be read as follows:




Given qn
0 ∈ Qn, Am

0 ∈ L(Qn, Y m),

Am
k sn

k = −Fm(qn
k ), qn

k+1 = qn
k + sn

k ,

ym
k = Fm(qn

k+1)− Fm(qn
k ), Am

k+1 = Am
k + (sn

k , ·)n(ym
k −Am

k sn
k)/(sn

k , sn
k)n,

(38)
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where the inner product (·, ·)n is induced by that of Q.
The differences between the algorithm (38) and the usual Broyden-like methods

consist in: 1). the inner product (·, ·)n is that of the n-dimensional vector space Qn

but, generally speaking, is not that of the Euclidean space, and 2). the operator
Am

k ∈ L(Qn, Y m) is not one mapping a space into itself.
Before proving the convergence of {qn

k} defined by (38) we give the following lemma
by use of a secant method:

Lemma 4.1. Let X and Z be Banach spaces and let f : D(f) ⊂ X → Z, where
D(f) is the unit ball of X, satisfy

• f has continuous Fréchet derivatives of order two in D(f), both bounded above by
a constant M , which is assumed to exceed 2.

• there exists a linear right inverse map L(x) of f ′(x) with domain D(L) = D(f)
and range in the space L(Z, X), such that

‖L(x)h‖ ≤ M‖h‖, ∀h ∈ Z, x ∈ D(L), (39)

f ′(x)L(x)h = h, ∀h ∈ Z, x ∈ D(L). (40)

Then, if ‖f(0)‖ < M−4, it follows that 0 ∈ f(D(f)).
Proof. Take any θ ∈ (1/4, 7/8). Set x0 = 0 and ξn = −L(xn)f(xn), xn+1 = xn + ξn,

∀n ≥ 0.
We will prove inductively that

xn ∈ D(L), ∀n ≥ 1 (41)

‖ξn‖ ≤ θ‖ξn−1‖, ∀n ≥ 1. (42)

For n = 0,
‖x1‖ = ‖ξ0‖ = ‖L(0)f(0)‖ ≤ M‖f(0)‖ ≤ M−3 < 1, (43)

so x1 ∈ D(L). To prove that (42) is true when n = 1, we use the mean-value theorem
with Lagrange remainder to f(x + k):

f(x + k) = f(x) + f ′(x)k +
∫ 1

0
(1− t)f ′′(x + tk)k2 dt.

Therefore,

‖ξ1‖ =‖L(x1)f(x1)‖ ≤ M‖f(x1)‖ = M
∥∥∥f(0) + f ′(0)ξ0 +

∫ 1

0
(1− t)f ′′(tξ0)ξ2

0 dt
∥∥∥

=M
∥∥∥[f(0)− f ′(0)L(0)f(0)] +

∫ 1

0
(1− t)f ′′(tξ0)ξ2

0 dt
∥∥∥ = M

∥∥∥
∫ 1

0
(1− t)f ′′(tξ0)ξ2

0 dt
∥∥∥

≤M(M/2)‖ξ0‖2 ≤ M2M−3‖ξ0‖/2 ≤ ‖ξ0‖/4 ≤ θ‖ξ0‖,

i.e. (42) is also true when n = 1.
Suppose that (41) and (42) are valid for n ≤ m− 1, then

‖xm‖ = ‖(xm − xm−1) + · · ·+ (x2 − x1) + x1‖
≤ ‖ξm−1‖+ · · ·+ ‖ξ1‖+ ‖ξ0‖ ≤ (θm−1 + · · ·+ θ + 1)‖ξ0‖
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≤ ‖ξ0‖/(1− θ) ≤ M−3/(1− θ) ≤ 1/[8(1− θ)] < 1,

hence, xm ∈ D(L). Next,

‖ξm‖ = ‖L(xm)f(xm)‖
=

∥∥∥L(xm−1)
{
f(xm−1) + f ′(xm−1)ξm−1 +

∫ 1

0
(1− t)f ′′(xm−1 + tξm−1)ξ2

m−1 dt
}∥∥∥

≤ M
∥∥∥f(xm−1)− f ′(xm−1)L(xm−1)f(xm−1) +

∫ 1

0
(1− t)f ′′(xm−1 + tξm−1)ξ2

m−1dt
∥∥∥

≤ M

∫ 1

0
(1− t)‖f ′′(xm−1 + tξm−1)‖dt‖ξm−1‖2

≤ (M2/2)‖ξm−1‖‖ξm−1‖ ≤ M2/2 θm−1‖ξ0‖‖ξm−1‖ ≤ θ‖ξm−1‖.

It follows by (42) that xn converges to some x̃ ∈ D(f). In addition, by means of
‖f(xn)‖ = ‖f ′(xn)L(xn)f(xn)‖ = ‖f ′(xn)ξn‖ ≤ Mθn‖ξ0‖ → 0, we immediately get
f(x̃) = 0. 2

Theorem 4.2. If the assumptions H1-H3 are valid. Then the sequence {qn
k}

defined by the algorithm (38) is well-defined and qn
k → q∗ in Q as n → +∞ and

k → +∞.
Proof. Let ε > 0 be arbitrary.
Since F (q∗) = 0 and the continuity of F , there is δ2 ∈ (0, ε) such that

‖Fm(q)‖ ≤ M−4, ∀ q ∈ B(q∗, δ2) ∩Qn ≡ Bn
2 , (44)

if ε is small enough and n is large enough, where B(q∗, δ2) ≡ B2 is the ball of radius δ2

about q∗ in Q.
Next, it follows by the assumptions H1-H3 that Fm : Qn → Y m is twice continuously

Fréchet differentiable, [Fm(q)]′ = Pm
y F ′(q), and [Fm(q)]′′ = Pm

y F ′′(q). So, it is evident
that ‖[Fm(q)]′‖, ‖[Fm(q)]′′‖ ≤ M , ∀q ∈ Bn

2 .
Moreover, the operator fm : D(f) → L(Qn, Y m), fm(q) = [Fm(q)]′ ∈ L(Qn, Y m),

and its inverse operator Lm : D(L) → L(Y m, Qn), Lm(q) = ([Fm(q)]′)−1 ∈ L(Y m, Qn),
where D(f) = D(L) = Bn

2 , satisfy the assumptions of Lemma 4.1.
Thus, it follows by Lemma 4.1 that there exists qn ∈ B2∩Qn, i.e. ‖qn−q∗‖ < δ2 < ε,

such that
Fm(qn) = 0. (45)

To use Lemma 3.2, it is sufficient to verify if the condition (15) is satisfied for Fm.
In fact,

Am
k+1 − Λm

n = Am
k − Λm

n + (sn
k , ·)n(ym

k −Am
k sn

k)/(sn
k , sn

k)n

= (Am
k − Λm

n )[I − (sn
k , ·)nsn

k/(sn
k , sn

k)n] + (sn
k , ·)n(ym

k − Λm
n sn

k)/(sn
k , sn

k)n,

where Λm
n ≡ [Fm(q)]′ |q=qn . Following the proof of Lemma 3.2, one gets ‖Am

k+1 −
Λm

n ‖ ≤ ‖Am
k − Λm

n ‖ + Mσn
k , where σn

k ≡ max(‖qn
k+1 − qn‖, ‖qn

k − qn‖). Thus, by
Lemma 3.2 one has ‖qn

k − qn‖ < γkη, where γ ∈ (0, 1) is arbitrary and η = η(γ) is
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determined by Lemma 3.2. Hence, we take k so large that ‖qn
k − qn‖ < ε. Therefore,

‖qn
k − q∗‖ ≤ ‖qn

k − qn‖+ ‖qn − q∗‖ < 2ε. 2

5. A Parabolic Inverse Problem

Various physical phenomena have led to a study of mixed initial-boundary value
problems for parabolic equations. The parabolic inverse problem we address is to find
the function pair (u, q) satisfying the following:

ut − uxx + q(x)u = 0, (x, t) ∈ Σ ≡ (0, 1)× (0, π),

u(0, t) = g(t), u(1, t) = 0, t ∈ [0, π] (46)

u(x, 0) = 0, x ∈ [0, 1], q ∈ Q+.

and
u(x, π) = z(x), x ∈ [0, 1], (47)

where g(t) = 1 − cos t, t ∈ [0, π], z ∈ Y + is given, Y + is defined by Y + ≡ {y ∈ Y ;
y ≥ 0, y(0) = g(π), y(1) = 0, vt − yxx ≤ 0}, Y ≡ C2+λ([0, 1]), and v is the solution of
(46) with q = 0. We assume in the example that the true value of q is qtr = 2 + sin πx,
so z(·) = u(·, π; qtr). Moreover, assume that Q ≡ Cλ([0, 1]) and that Q+ ≡ {q ∈ Q;
q ≥ 0}.

It is well-known that ∀q ∈ Q there exists a unique solution u ∈ V ≡ C2+λ(Σ̄) to
(46) by [17], one denotes it by u = u(q) = u(x, t; q) to show the dependence of u on q.

To begin with, we have
Theorem 5.1. The function u : Q → V defined by (46) is infinitely differentiable,

i.e. u ∈ C(n)(Q;V ), n ∈ N ∪ {0}, where C(n)(Q;V ) denotes the linear space of n-
times Fréchet continuously differentiable functions on Q to V . Moreover, the first
Fréchet derivative u′(·) : Q → L(Q;V ) and the second Fréchet derivative u′′(·) : Q →
L(Q;L(Q;V )) of u at q are determined implicitly by u′(q)h = u̇ and u′′(q)hk = ü,
∀h, k ∈ Q, respectively, where u̇ and ü are defined by the following systems:

u̇t − u̇xx + qu̇ = −hu(q), (x, t) ∈ Σ,

u̇(0, t) = u̇(1, t) = 0, t ∈ [0, π], (48)

u̇(x, 0) = 0, x ∈ [0, 1],
and

üt − üxx + qü = −k[u′(q)h]− h[u′(q)k], (x, t) ∈ Σ,

ü(0, t) = ü(1, t) = 0, t ∈ [0, π], (49)

ü(x, 0) = 0, x ∈ [0, 1].

Proof. First, we prove u ∈ C(n)(Q;V ), n ∈ N ∪ {0}.
Taking, for example, n = 0, we can deduce the proof similarly for any order n. Take

q, q̃ ∈ Q, and then by (46) get u = u(q) and ũ = u(q̃). Set h = q̃ − q and δu = ũ − u,
so δu satisfies

(δu)t − (δu)xx + q(δu) = −hũ, (x, t) ∈ Σ,
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(δu)(0, t) = (δu)(1, t) = 0, t ∈ [0, π], (50)

(δu)(x, 0) = 0, x ∈ [0, 1].

Clearly, ‖δu‖V = O(‖h‖Q) by [17]. Hence, u(·) ∈ C(Q;V ).
Secondly, we prove (48). Taking q, h ∈ Q, there exists a unique solution u̇ ∈ V to

the problem (48) by [17]. Thus, set q̃ = q + h, u = u(q), ũ = u(q̃), and û = ũ− u− u̇.
It is evident that û satisfies

ût − ûxx + qû = −h(ũ− u), (x, t) ∈ Σ,

û(0, t) = û(1, t) = 0, t ∈ [0, π], (51)

û(x, 0) = 0, x ∈ [0, 1].

It follows by [17] that ‖ũ− u‖V = o(1), and then ‖û‖V = o(‖h‖Q). Thus, u̇ = u′(q)h.
Similarly, one can get u′′(q)hk = ü, ∀h, k ∈ Q.
Next, we recognize the inverse problem (46) with (47) as solving the nonlinear

operator equation:
F (q) = 0, (52)

where F : Q → Y is defined by F (q) ≡ u(·, π; q)− z and Y ≡ C2+λ([0, 1]).
We have the following properties about the operator F (q):
1. F (·) ∈ C(n)(Q;Y ), n ∈ N ∪ {0} by Theorem 5.1;
2. the operator F (q) has a unique zero point q∗ ∈ Q+ since the inverse problem

u(·, π; q) = z, ∀z ∈ Y +, is well-posed by [11];
3. ∀q ∈ Q+, u(q) ≥ 0, ut(q) ≥ 0, and u(·, π; q) > 0 by g ≥ 0, gt ≥ 0, and the

maximum principle for parabolic equations;
4. ∀q ∈ Q+, ∀y ∈ Ỹ , where Ỹ ≡ {y ∈ Y ; y(0) = g(π), y(1) = 0}, the inverse

problem F ′(q)h = u′(q)h(·, π) ≡ u̇(·, π) = y has a unique solution h ∈ Q by [11]
and h continuously depends on y. That is, the operator F ′(q) : Q → Ỹ is
invertible and the inverse operator is bounded.

5. The operator Λ ≡ F ′(q∗) ∈ L(Q;Y ) is compact, which can be deduced from the
following formula about F ′(q∗):

F ′(q∗)h (x) = −
∫ π

0

∫

Ω
G(x, ξ, π, τ)u(ξ, τ ; q∗)dξdτ, x ∈ (0, 1),

and the properties of the kernel function G(x, ξ, t, τ)u(ξ, τ ; q∗)[17], where G(x, ξ, t, τ)
is the Green function of (48), which is determined by the following

[∂t − ∂xx + q∗(x)]G(x, ξ, t, τ) = δ(x− ξ)δ(t− τ)

G(x, ξ, τ, τ) = 0, G(x, ξ, t, τ) |ξ=0,1= 0.

If one uses QNIS to solve the equation (52), then the sequence {qn} generated by
QNIS will Q-superlinearly converge to q∗ by Theorem 3.4 because the initial guess A0

is of finite rank and A0 − F ′(q∗) is compact.
Since the classical solution to a PDE is also a generalized solution in the Ladyzen-

skaja sense, from now on, one takes Q = L2([0, 1]) and V = H1(Σ).
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Therefore, Y = H1([0, 1]). We choose M, N, L ∈ N with M ≥ N , and then set
h = 1/N , k = 1/M , τ = π/L, and

QN =
{
q ∈ Q; q(x) =

N−1∑

i=0

ciχi(x), ci ∈ R
}
,

Y M = {y ∈ Y ; y′(x) =
M−1∑

i=0

diχ̃i(x), di ∈ R
}
,

where χi(x) and χ̃i(x) are characteristic functions of Ωi = {x; ih < x < (i + 1)h},
i = 0, . . . , N − 1, and ωi = {x; ik < x < (i + 1)k}, i = 0, . . . , M − 1, respectively.

We use the Crank-Nicolson implicit finite difference method to discretize (46), that
is, expand u at the point (ih, (j + 0.5)τ):

u(ih, (j + 0.5)τ) ≈ (ui,j+1 + ui,j)/2, ut(ih, (j + 0.5)τ) ≈ (ui,j+1 − ui,j)/τ,

ux(ih, (j + 0.5)τ) ≈ {(ui+1,j+1 − ui,j+1) + (ui+1,j − ui,j)}/2h,

uxx(ih, (j + 0.5)τ) ≈ {(ui+1,j+1 − 2ui,j+1 + ui−1,j+1) + (ui+1,j − 2ui,j + ui−1,j)}/2h2.

where ui,j is the value of u at the mesh point (ih, jτ), i.e. ui,j = u(ih, jτ), ∀i, j =
0, 1, 2, . . ., etc.

Substitute the above into (46), and then one could obtain the following two-level
stable approximate equations:

− ui−1,j+1 + (2ρ + 2 + qih
2)ui,j+1 − ui+1,j+1 = −ui−1,j − (2− 2ρ + qih

2)ui,j + ui+1,j ,

u0,j = gj , uN,j = 0, ui,0 = 0, i = 0, 1, . . . , N, j = 0, 1, . . . , L, (53)

where ρ = τ/2h2, gj = g(jτ), and qi = q(ih).
The initial operator A0 is defined by

A0s =
M∑

j=0

N∑

i=0

c̃ij(gi, s)F j , (54)

where {F 0, . . . , FM} and {g0, . . . , gN} are bases of Y M and QN , respectively, gi =
{gi

0, . . . , g
i
N}, (gi, s) = h

∑

j

[gi
jsj + (gi)′(jh)s′(jh)], (gi)′(jh) = (gi

j+1 − gi
j)/h, and

s′(jh) = (sj+1 − sj)/h.
By a simple computation the operator An ∈ L(Q,Y ) will become the following

form: Ans = −f , fj = −∑N
i=0(cijsi + λδij), where λ is a small number, δij is the

Kronecker function, f = (f0, . . . , fM ), and s = (s0, . . . , sN ).
In the paper we take h = 0.1, k = 0.1, and τ = 0.05. Moreover, take A0 with

cij = αδij , ∀i = 0, . . . , N ; j = 0, . . . , M .
The computational results are summarized in Tables 1 and 2, where qtr

i and qcal
i are

the true value and the calculated value of q at ih, respectively, and

δqi = qcal
i − qtr

i fj = uj,L − z(jh) m =
N∑

i=0

δqi/(N + 1)

p =
M∑

j=0

fj/(M + 1) σ2
1 =

N∑

i=0

(δqi −m)2/N σ2
2 =

M∑

j=0

(fj − p)2/M
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We stop computation if the inequalities ‖sl‖ < ε1 and ‖f l‖ < ε2 both are true,
where sl ≡ ql+1 − ql, ql ≡ (ql

0, . . . , q
N
I ), and ql

i is the value of qi at the lth iteration,
similarly, f l ≡ (f l

0, . . . , f
l
M ). In the paper we take ε1 = 10−4 and ε2 = 10−5.

From these results one can obtain the following conclusions:
1. The initial guesses of q0 and A0 are very important for computation. In our

example if take q0 > 2.5 or α < 1.5 in A0, then the computation will be divergent.
2. QNIS is effective and saves time provided that the initial guess is taken properly.
3. Because the Fréchet derivative F ′(q) arisen from inverse problems in PDEs usu-

ally is compact, the convergence of the sequence {qn} generated by QNIS is
Q-superlinear if the other assumptions of Theorem 3.4 are satisfied. Thus,
the quasi-Newton method is suitable for solving inverse problems in PDEs.

4. In the paper we only prove local convergence. If we use some kind of hybrid
method, the global convergence will be obtained, which is not stated here.

Table 1 Effect of Initial Value on Estimation of q, case 1

Iteration Times m σ2
1 p σ2

2 Initial Guess

1 -2.0909 7.9091E-1 1.8256 3.0748 cij = αδij

2 -6.0679E-1 5.1754E-1 7.6253E-1 6.0021E-1 α = 0.9

3 -5.0045E-1 4.1754E-2 9.8252E-2 8.1785E-3 q0 = 2.1

4 -7.0483E-2 9.0751E-3 5.0621E-3 4.5713E-5

5 -4.8580E-2 5.8417E-3 4.6159E-3 7.4731E-5

6 -1.7007E-2 9.5712E-4 1.3265E-3 2.0831E-6

7 -7.0023E-3 3.8707E-5 8.8419E-4 7.3246E-7

8 -1.1025E-4 8.3923E-7 4.9761E-5 8.0389E-8

9 7.7385E-5 5.8038E-7 8.8586E-6 1.0715E-8

10 3.6024E-6 6.6409E-8 3.4673E-6 5.7302E-9

Table 2 Effect of Initial Value on Estimation of q, case 2

Iteration Times m σ2
1 p σ2

2 Initial Guess

1 -2.0909 7.9091E-1 1.8256 3.0748 A0 = (ci,j)

2 -9.0679E-2 5.0162E-4 1.5326E-2 6.4815E-4 ci,j = αδi,j

3 -1.5064E-2 5.0162E-4 2.5019E-3 7.4852E-6 q0 = 0.8

4 -4.5496E-3 9.7901E-5 7.3288E-4 5.8941E-8 α = 1.0

5 2.1989E-4 4.1855E-8 3.7318E-4 4.9137E-8

6 7.6296E-5 8.9047E-10 4.0518E-5 7.4392E-10
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