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Abstract

We consider, in this paper, the trace averaging domain decomposition method
for the second order self-adjoint elliptic problems discretized by a class of non-
conforming finite elements, which is only continuous at the nodes of the quasi-
uniform mesh. We show its geometric convergence and present the dependence
of the convergence factor on the relaxation factor, the subdomain diameter H

and the mesh parameter h. In essence, this method is equivalent to the sim-
ple iterative method for the preconditioned capacitance equation. The precon-
ditioner implied in this iteration is easily invertible and can be applied to pre-
conditioning the capacitance matrix with the condition number no more than
O

(
(1 + ln H

h )max(1 + H−2, 1 + ln H
h )

)
.

1. Introduction

Domain decomposition refers to numerical methods for obtaining solutions of sci-
entific and engineering problems by combining solutions to problems posed on physical
subdomains, or, more generally, by combining solutions to appropriately constructed
subproblems. It has been a subject of intense interest recently because of its suitabil-
ity for implementation on high performance computer architectures. Some papers are
listed in the references herein, which indicate that much progress has been made in the
study of nonoverlap domain decomposition methods , also known as the substructuring
methods. It is rather complicated in the case of multi-subdomains with the internal
cross points. A cross point is defined to be the common boundary point of more than
two subdomains. With the techniques of the separation of the internal cross points from
other mesh nodes, Bramble et al.[2,3,4,5], Widlund[18], constructed different precondi-
tioners for the algebraic system of equations which arise from the following self-adjoint
elliptic problems via conforming finite element methods:

u ∈ H1
0 (Ω) : a(u, v) = (f, v), ∀ v ∈ H1

0 (Ω), (1.1)
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where

a(u, v) =
∫

Ω

[
2∑

i,j=1

aij(x)
∂u

∂xi

∂v

∂xj
+ a0(x)uv

]
, (f, v) =

∫

Ω
fv, (1.2)

Ω ⊆ <2 is a bounded polygonal open domain, f ∈ H−1(Ω), a0(x) ≥ 0, aij(x), i, j =
1, 2, a0(x) are piecewise smooth and bounded functions in Ω, (aij) is a symmetric,
uniformly positive definite matrix in Ω. All their preconditioners can be inversed easily
in parallel and precondition the stiff matrix with the condition number no more than
O((1 + ln H

h )2) , where H, h are the subdomain diameter and the fine mesh parameter,
respectively. Bourgat et al.[1] introduced an iterative substructuring method with the
trace averaging operator to deal with the internal cross points, and illustrated its ef-
ficiency in the conforming discrete case with plenty of numerical experiments. Later,
Chu[9] gave the theoretical proof of its convergence.

The present paper is concerned with the construction of efficient iterative schemes
for solving (1.1) discretized by a class of nonconforming finite elements, which is only
continuous at the mesh nodes. Let Ωh = {e} be a quasi-uniform mesh of Ω, where h is
the mesh parameter and e, a triangle or a quadrilateral, represents typical element in
Ωh. Let the nonconforming finite element space

Sh(Ω) ={vh : vh = θh + wh, θh ∈ T h(Ω), wh(x) = 0, ∀ node x ∈ Ω,

wh|e is a finite order polynomial, ∀ e ∈ Ωh},
where

T h(Ω) = {θh ∈ C(Ω) : θh|e is linear (bilinear) if e is a triangle (quadrilateral), ∀ e ∈ Ωh}.

Here, a node x ∈ Ω is defined to be the vertex of some e ∈ Ωh. In practice, there
are many nonconforming finite elements which are only continuous at the mesh nodes,
e.g. Wilson elements[19], triangle membrane elements[8], etc. Denote

Sh
0 (Ω) = {vh ∈ Sh(Ω) : vh(x) = 0, ∀ node x ∈ ∂Ω},

A(u, v) =
∑

e⊂Ω

∫

e

[
2∑

i,j=1

aij
∂u

∂xi

∂v

∂xj
+ a0uv

]
.

Then, the nonconforming finite element discrete problem for (1.1) is

uh ∈ Sh
0 (Ω) : A(uh, vh) = (f, vh), ∀ vh ∈ Sh

0 (Ω). (1.3)

In the two-subdomain nonoverlap cases, Gu[12] proposed and analysed a series of
algorithms for solving (1.3) via the extension theorem for nonconforming elements[13].
In the multi–subdomain nonoverlap cases, many preconditioners for (1.3) have been
constructed successfully, based on the conforming interpolation operator and the es-
sential estimates[12,9]. All are as efficient as their counterparts in the conforming dis-
crete cases. Furthermore, we note that a hierarchical basis multilevel method with
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Crouzeix–Raviart elements[11] introduced by Oswald[17] is better than the ones for con-
forming elements[6,20,21]. So, we think that some further results may be obtained in the
nonconforming discrete cases.

The goal of this paper is to extend the trace averaging domain decomposition
algorithm[1] to the solving of (1.3). Let {Ωi}N

i=1 be a nonoverlap subdomain division of
Ω. In each iteration of our algorithm, the Dirichlet subproblems set on subdomains Ωi

are solved simultaneously, which is then followed by the parallel solving of the Neumann
subproblems posed on Ωi, where the discrete trace averaging operators ri

0 play a key
role in the interchange of information between subdomains. ri

0 is a matrix (cf. Sect.
2), which is only related to the nodes on ∂Ωi\∂Ω and to the numbers of subdomains
by which a node is shared. Therefore, the existence of the internal cross points doesn’t
affect the efficiency of our algorithm. It is proved to be geometrically convergent and
is essentially equivalent to the simple iterative method applied to the preconditioned
capacitance equation. Furthermore, the preconditioner implied in the iteration can be
inversed easily in parallel and the condition number of the preconditioned capacitance
matrix is bounded by O((1 + ln H

h )max(1 + H−2, 1 + ln H
h )).

The remainder of the paper is organized as follows. The domain decomposition
algorithm for (1.3) is described in Sect. 2. Its convergence analysis is established in
Sect. 3, while its matrix analysis is presented in Sect. 4.

We remark that some domain decomposition algorithms have been developed for
the solving of (1.1) which is discretized by another class of nonconforming elements
with their continuity only at the edge midpoints of the elements of the mesh, e.g.
Crouzeix–Raviart elements, which can be referred to [12,14,15].

2. Domain Decomposition Method

In what follows, we assume that there exists an unique solution uh of (1.3) which
converges to the solution u of (1.1) (e.g. [8,19]) and there exists a positive constant α

s.t. for a0(x) of (1.2)
a0(x) ≥ α, ∀ x ∈ Ω.

Let {Ωi}N
i=1 be a subdivision of Ω, which satisfies:

A1. Ωi is an open triangle or an open quadrilateral,
N⋃

i=1
Ωi = Ω ;

A2. {Ωi}N
i=1

4
= ΩH , which is supposed to be a quasi-uniform mesh of Ω with H as

its mesh parameter. Generally, H À h , therefore, ΩH , Ωh are called the coarse mesh
and the fine mesh, respectively ;

A3. ΩH is compatible with the fine mesh Ωh, i.e. e ∩ Ωi is either empty or e for
all e ∈ Ωh and Ωi ∈ ΩH .

Denote Γ =
N⋃

i=1
∂Ωi\∂Ω. Let {νj} be the set of vertices of {Ωi}N

i=1, i.e. the set

of coarse mesh nodes. The open edge in Γ with endpoints νi, νj is denoted to be



Trace Averaging Domain Decomposition Method with Nonconforming Finite Elements 43

Γij . Let {χk}m
k=1 be the set of the nodes on Γ (ordered in some way). Denote

Ii = {k : χk ∈ ∂Ωi\∂Ω, k = 1, 2, · · · ,m}. Let mi be the number of elements of Ii .
For i = 1, 2, · · · , N, the matrix ri

0 ∈ <m×m satisfies

(ri
0)lj =





1
k , l = j ∈ Ii, χj is a common boundary point of

k subdomains

0, l 6∈ Ii or j 6∈ Ii

where (ri
0)lj represents the (l, j)th element of ri

0, l, j = 1, 2, · · · ,m. Obviously, we
have

N∑

i=1

ri
0 = I, (2.1)

ri
0 is called the discrete trace averaging operator. The construction of ri

0 is an originality
of the present approach. We define the discrete trace operator rh

0 : Sh
0 (Ω) −→ <m as

follows:

∀ v ∈ Sh
0 (Ω), rh

0v ∈ <m, (rh
0v)(j) = v(χj), j = 1, 2, · · · ,m.

And, we introduce the following notations:

Sh(Ωi) = {v ∈ Sh
0 (Ω) : v(x) = 0, ∀ interpolation point x ∈ Ω\Ωi},

Sh
0 (Ωi) = {v ∈ Sh

0 (Ω) : v(x) = 0, ∀ interpolation point x ∈ Ω\Ωi},

Ai(u, v) =
∑

e⊂Ωi

∫

e

[
2∑

k,j=1

akj
∂u

∂xk

∂v

∂xj
+ a0uv

]
,

(f, v)i =
∫

Ωi

fv, i = 1, 2, · · · , N.

Here, an interpolation point x is related to the definition of Sh(Ω).
Now we are in a position to describe the trace averaging domain decomposition

method for the solving of the nonconforming discrete problem (1.3).
Algorithm 2.1.
Step 1 Choose arbitrary λ0 = (λ0

1, λ
0
2, · · · , λ0

m)T ∈ <m. Set n:=0 .
Step 2 For i = 1, 2, · · · , N , solve in parallel





un
i ∈ Sh(Ωi)

Ai(un
i , θ) = (f, θ)i, ∀ θ ∈ Sh

0 (Ωi)

un
i (χj) = λn

j , ∀ node χj ∈ ∂Ωi\∂Ω

un
i (x) = 0, ∀ node x ∈ ∂Ωi ∩ ∂Ω
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Step 3 For i = 1, 2, · · · , N , solve in parallel




ψn
i ∈ Sh(Ωi)

Ai(ψn
i , θ) =

N∑
j=1

[
Aj(un

j , T r−1
j (ri

0r
h
0θ))− (f, Tr−1

j (ri
0r

h
0θ))j

]
, ∀ θ ∈ Sh(Ωi)

Step 4 Choose relaxation factor 0 < ρ < 1, compute

λn+1 = λn − ρ
N∑

j=1

rj
0r

h
0ψn

j .

Set n := n + 1. Then, go back to Step 2 until some reasonable stopping criterion is
satisfied.

Remark 2.1. In Algorithm 2.1, for λ = (λ1, λ2, · · · , λm)T , T r−1
j (λ) means any

element of the set

Tj(λ) = {w ∈ Sh(Ωj) : w(χk) = λk, ∀ node χk ∈ ∂Ωj\∂Ω}.

Its arbitrariness is implied by Step 2 and the fact that w1 − w2 ∈ Sh
0 (Ωj), ∀ w1, w2 ∈

Tj(λ).
The detailed analysis of Algorithm 2.1 will be given in Section 3 and Section 4.

From now on, c and C (with or without subscript) will denote generic positive constants
which are independent of h,H, Ωi and the functions appearing with them.

3. Convergence Analysis

For i = 1, 2, · · · , N , denote: |v|1,Ωi,h = (
∑

e⊂Ωi

|v|2H1(e))
1
2 . Define the interplation

operator Ih : Sh(Ω) −→ C(Ω) as follows:

∀ v ∈ Sh(Ω), Ihv ∈ T h(Ω), (Ihv)(x) = v(x), ∀ node x ∈ Ω.

Lemma 3.1. If Ωh is quasi-uniform, then for i = 1, 2, · · · , N

||v − Ihv||L∞(Ωi) ≤ c|v|1,Ωi,h, ∀ v ∈ Sh(Ωi), (3.1)

||v − Ihv||L2(Ωi) ≤ c||v||L2(Ωi), ∀ v ∈ Sh(Ωi), (3.2)

|v − Ihv|1,Ωi,h ≤ c|v|1,Ωi,h, ∀ v ∈ Sh(Ωi). (3.3)

Proof. It follows from the interpolation theorem and an “inverse property”[10]

implied by the quasi-uniformness of the mesh Ωh that

||v − Ihv||L∞(Ωi) ≤ max
e⊂Ωi

||v − Ihv||L∞(e) = ||v − Ihv||L∞(e0)

≤ ch|v|H2(e0) ≤ c|v|H1(e0) ≤ c|v|1,Ωi,h,
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where e0 is some element in Ωi. So (3.1) holds.
(3.2) (3.3) can be established in the same manner.
Lemma 3.2. If Ωh is quasi-uniform, then for i = 1, 2, · · · , N

||v||2L∞(Ωi)
≤ c

[
H−2||v||2L2(Ωi)

+ (1 + ln
H

h
)|v|21,Ωi,h

]
, ∀ v ∈ Sh(Ωi). (3.4)

Proof. Lemma 3.3 in [2] gives

||Ihv||2L∞(Ωi)
≤ c

[
H−2||Ihv||2L2(Ωi)

+ ln
H

h
|Ihv|2H1(Ωi)

]
.

It follows from (3.2) and (3.3) that

||Ihv||L2(Ωi) ≤ ||v||L2(Ωi) + ||v − Ihv||L2(Ωi) ≤ c||v||L2(Ωi),

|Ihv|H1(Ωi) ≤ |v|1,Ωi,h + |v − Ihv|1,Ωi,h ≤ c|v|1,Ωi,h.

With the triangle inequality ||v||L∞(Ωi) ≤ ||v− Ihv||L∞(Ωi) + ||Ihv||L∞(Ωi), (3.1) and
the above three inequalities, we eventually obtain (3.4).

Lemma 3.3.[12] Suppose Γ̂h is a quasi-uniform mesh of the interval Γ̂ = [0,H].
Let w(x) be a piecewise linear continuous function defined on Γ̂h with w(0) = 0.
Then, ∫

Γ̂

(w(x))2

x
dx ≤ c(1 + ln

H

h
)||w||2

L∞(Γ̂)
. (3.5)

Lemma 3.4. Let ν be any vertice of the subdomain Ωi ∈ ΩH . If w ∈ Sh(Ωi)
satisfies 




Ai(w, θ) = 0, ∀ θ ∈ Sh
0 (Ωi)

w(x) = 0, ∀ node x ∈ ∂Ωi, x 6= ν

then
Ai(w, w) ≤ c|w(ν)|2.

Proof. Let v be a piecewise linear continuous function defined on ∂Ωi s.t.

v(x) = w(x), ∀ node x ∈ ∂Ωi.

It follows from [12], or the proof of Theorem 3 in [13] that

Ai(w, w) ≤ c||v||21
2
,∂Ωi

. (3.6)

Now, let’s compute ||v||21
2
,∂Ωi

. Without loss of generality, we assume that Ωi is a
triangle with Γi, i = 1, 2, 3 as its three edges, and ν is the common endpoint of Γ1,Γ3.
It follows from the definition of the norm of the Sobolev space H

1
2 (∂Ωi)[16] that

||v||21
2
,∂Ωi

=
∫

∂Ωi

∫

∂Ωi

|v(x)− v(y)|2
|x− y|2 ds(x)ds(y) +

1
|∂Ωi|

∫

∂Ωi

v2ds = S1 + S2, (3.7)
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S2 =
1

|∂Ωi|
∫

∂Ωi

v2ds ≤ 1
CH

∫ h

0
(1− 1

h
ξ)2dξ ≤ c, (3.8)

S1 =
3∑

k,j=1

∫

Γk

∫

Γj

|v(x)− v(y)|2
|x− y|2 ds(x)ds(y). (3.9)

Here, |∂Ωi| is the perimeter of Ωi. By quasi-uniformness of ΩH and the fact that
h ¿ H, simple calculation gives

∫

Γ1

∫

Γ2

=
∫

Γ2

∫

Γ1

≤ c|v(ν)|2,
∫

Γ1

∫

Γ1

< 2|v(ν)|2,
∫

Γ1

∫

Γ3

=
∫

Γ3

∫

Γ1

< 2|v(ν)|2,
∫

Γ2

∫

Γ2

= 0,

∫

Γ2

∫

Γ3

=
∫

Γ3

∫

Γ2

≤ c|v(ν)|2,
∫

Γ3

∫

Γ3

< 2|v(ν)|2.

Combining the above inequalities and (3.6)—(3.9) completes the proof of Lemma
3.4 .

Let uh be the solution of (1.3), {un
i }N

i=1 the sequence resulted from Algorithm
2.1. For i = 1, 2, · · · , N , let ui ∈ Sh(Ωi), such that

ui(x) =





uh(x), ∀ interpolation point x ∈ Ωi

0, ∀ interpolation point x ∈ Ω\Ωi

Then, εn
i = un

i − ui satisfies

(I) εn
i ∈ Sh(Ωi), εn

i (x) = εn
j (x), ∀ node x ∈ ∂Ωi ∩ ∂Ωj

Ai(εn
i , θ) = 0, ∀ θ ∈ Sh

0 (Ωi)

(II) Ai(ψn
i , θ) =

N∑

j=1

Aj(εn
j , T r−1

j (ri
0r

h
0θ)), ∀ θ ∈ Sh(Ωi)

Lemma 3.5.
N∑

i=1
Ai(εn

i , εn
i ) ≤

N∑
i=1

Ai(ψn
i , ψn

i ).

Proof. By (I) and (2.1), we obtain that Tr−1
j (

N∑

i=1

ri
0r

h
0εn

i )− εn
j ∈ Sh

0 (Ωj). Fur-

thermore, with (I), the substitution of θ in (II) with εn
i and the Schwarz inequality, it

is easy to see that
N∑

j=1

Aj(εn
j , εn

j ) =
N∑

j=1

Aj(εn
j , T r−1

j (
N∑

i=1

ri
0r

h
0εn

i ))

=
N∑

i=1

N∑

j=1

Aj(εn
j , T r−1

j (ri
0r

h
0εn

i )) =
N∑

i=1

Ai(ψn
i , εn

i )

≤
[ N∑

i=1

Ai(ψn
i , ψn

i )
] 1

2
[ N∑

i=1

Ai(εn
i , εn

i )
] 1

2

,
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which implies that Lemma 3.5 holds.
Lemma 3.6. Denote ϕn

i = 1
ρ(εn

i − εn+1
i ). we have

N∑

i=1

Ai(εn
i , ϕn

i ) =
N∑

i=1

Ai(ψn
i , ψn

i ).

Proof. The substitution of θ in (I) with ϕn
i − Tr−1

i (
N∑

j=1
rj
0r

h
0ψn

j ) ∈ Sh
0 (Ωi) gives

N∑

i=1

Ai(εn
i , ϕn

i ) =
N∑

i=1

Ai(εn
i ,

N∑

j=1

Tr−1
i (rj

0r
h
0ψn

j )).

It follows from (II) with θ = ψn
i that

N∑

i=1

Ai(ψn
i , ψn

i ) =
N∑

i=1

N∑

j=1

Aj(εn
j , T r−1

j (ri
0r

h
0ψn

i )) =
N∑

j=1

Aj(εn
j ,

N∑

i=1

Tr−1
j (ri

0r
h
0ψn

i )).

With the above two equalities, we come to the conclusion.
Lemma 3.7. Let Γjk be an open edge of Ωi with endpoints νj , νk. If w ∈ Sh(Ωi)

satisfies 



Ai(w, θ) = 0, ∀ θ ∈ Sh
0 (Ωi)

w(x) = 1
2ψn

i (x), ∀ node x ∈ Γjk

w(x) = 0, ∀ node x ∈ ∂Ωi\Γjk

then

Ai(w, w) ≤ τAi(ψn
i , ψn

i ), where τ ≤ c(1 + ln
H

h
)max(1 + H−2, 1 + ln

H

h
).

Proof. Let w̃, w̃⊥ ∈ Sh(Ωi) satisfy respectively




Ai(w̃, θ) = 0, ∀ θ ∈ Sh
0 (Ωi)

w̃(x) = 1
2ψn

i (x), ∀ node x ∈ ∂Ωi,where x is not any vertex of Ωi

w̃(x) = 0, ∀ vertex x of Ωi





Ai(w̃⊥, θ) = 0, ∀ θ ∈ Sh
0 (Ωi)

w̃⊥(x) = 0, ∀ node x ∈ ∂Ωi,where x is not any vertex of Ωi

w̃⊥(x) = 1
2ψn

i (x), ∀ vertex x of Ωi
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By (II), we have

w̃ + w̃⊥ =
1
2
ψn

i in Ωi. (3.10)

Denote v = Ihw̃|∂Ωi
, vjk =





v, on Γjk

0, on ∂Ωi\Γjk

. It follows from [12], or the proof

of Theorem 3 in [13] that

Ai(w, w) ≤ c||vjk||2
H

1
2
00(Γjk)

≤ c

{
||v||21

2
,∂Ωi

+
∫

Γjk

(
(vjk(x))2

|x− νj | +
(vjk(x))2

|x− νk| )ds(x)
}

. (3.11)

From (3.2), (3.3), we know that

||Ihw̃||2H1(Ωi)
= ||Ihw̃||2L2(Ωi)

+ |Ihw̃|21,Ωi,h ≤ c{||w̃||2L2(Ωi)
+ |w̃|21,Ωi,h},

by which the trace theorem and the definition of A(·, ·) give

||v||21
2
,∂Ωi

= ||Ihw̃||21
2
,∂Ωi

≤ cAi(w̃, w̃) ≤ c{Ai(w̃ + w̃⊥, w̃ + w̃⊥) + Ai(w̃⊥, w̃⊥)}.

Using (3.10), Lemma 3.4 and the triangle inequality, we obtain

||v||21
2
,∂Ωi

≤ c{Ai(ψn
i , ψn

i ) + max
vertex x of Ωi

(ψn
i (x))2}

≤ c{Ai(ψn
i , ψn

i ) + ||ψn
i ||2L∞(Ωi)

}. (3.12)

It follows from Lemma 3.3 that
∫

Γjk

(
(vjk(x))2

|x− νj | +
(vjk(x))2

|x− νk|
)

ds(x)

≤ c(1 + ln
H

h
)||vjk||2L∞(Γjk) = c(1 + ln

H

h
) max

node x∈Γjk

(vjk(x))2

≤ c(1 + ln
H

h
)||ψn

i ||2L∞(Γjk) ≤ c(1 + ln
H

h
)||ψn

i ||2L∞(Ωi)
. (3.13)

Now, Lemma 3.2 and the substitution of (3.12), (3.13) into (3.11) imply Lemma 3.7
holds.

Lemma 3.8. Let Γij be an open edge with endpoints νi, νj. Suppose Γij =
∂Ωk ∩ ∂Ωl and w ∈ Sh(Ωk) satisfies





Ak(w, θ) = 0, ∀ θ ∈ Sh
0 (Ωk)

w(x) = 1
2ψn

l (x), ∀ node x ∈ Γij

w(x) = 0, ∀ node x ∈ ∂Ωk\Γij

then Ak(w, w) ≤ τAl(ψn
l , ψn

l ) , where τ is the same as that in Lemma 3.7 .
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Proof. Let w̃ ∈ Sh(Ωl) satisfy





Al(w̃, θ) = 0, ∀ θ ∈ Sh
0 (Ωl)

w̃(x) = 1
2ψn

l (x), ∀ node x ∈ Γij

w̃(x) = 0, ∀ node x ∈ ∂Ωl\Γij

It follows from Theorem 3 in [13] and Lemma 3.7 that

Ak(w, w) ≤ cAl(w̃, w̃) ≤ τAl(ψn
l , ψn

l ).

Therefore, the lemma holds.
With the above lemmas, we state and prove the main result of this paper as follows.
Theorem 3.9. If 0 < ρ < 2

τ , then the error sequence {εn
i }N

i=1 of Algorithm 2.1
satisfies

N∑

i=1

Ai(εn+1
i , εn+1

i ) ≤ κ(ρ)
N∑

i=1

Ai(εn
i , εn

i ), (3.14)

where κ(ρ) = 1 − 2ρ + τρ2, and τ is the same as that in Lemma 3.7. Furthermore,
we have

0 < κ(ρ) < 1, if 0 < ρ <
2
τ
,

and κ(ρopt) = 1− 1
τ = min

0<ρ< 2
τ

κ(ρ) , where ρopt = 1
τ .

Proof. For convenience, we introduce the following notations:

ξi = {k : Ωk ∈ ΩH , meas(Ωk ∩ Ωi) > 0},

ηj = {k : Ωk ∈ ΩH , νj is the vertex of Ωk}.

Let nj be the number of the elements of ηj . Suppose νj ∈ Ωi, for k ∈ ηj , let ŵk
i ∈ Sh(Ωi),

s.t. 



Ai(ŵk
i , θ) = 0, ∀ θ ∈ Sh

0 (Ωi)

ŵk
i (νj) = 1

nj
ψn

k (νj)

ŵk
i (x) = 0, ∀ node x ∈ ∂Ωi, x 6= νj

By Lemma 3.4 and Lemma 3.2, we have

Ai(ŵk
i , ŵk

i ) ≤ c|ψn
k (νj)|2

≤ c max(H−2, 1 + ln
H

h
)Ak(ψn

k , ψn
k )

.
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For k ∈ ξi, let wk
i ∈ Sh(Ωi), such that




Ai(wk
i , θ) = 0, ∀ θ ∈ Sh

0 (Ωi)

wk
i (x) = 1

2ψn
k (x), ∀ node x ∈ (∂Ωi ∩ ∂Ωk)\{νj}

wk
i (x) = 0, ∀ node x ∈ ∂Ωi(\∂Ωi ∩ ∂Ωk)

It follows from Lemma 3.7 and Lemma 3.8 that

Ai(wk
i , wk

i ) ≤ τAk(ψn
k , ψn

k ).

Furthermore, it is easy to see that

ϕn
i =

1
ρ
(εn

i − εn+1
i ) =

∑

νj∈Ωi

∑

k∈ηj

ŵk
i +

∑

k∈ξi

wk
i . (3.15)

So, with the triangle inequality, the above two inequalities, and the quasi-uniformness
of ΩH , we obtain

Ai(ϕn
i , ϕn

i ) ≤ c
{ ∑

νj∈Ωi

∑

k∈ηj

Ai(ŵk
i , ŵk

i ) +
∑

k∈ξi

Ai(wk
i , wk

i )
}

≤ τ
{ ∑

νj∈Ωi

∑

k∈ηj

Ak(ψn
k , ψn

k ) +
∑

k∈ξi

Ak(ψn
k , ψn

k )
}
,

N∑

i=1

Ai(ϕn
i , ϕn

i ) ≤ τ
N∑

i=1

Ai(ψn
i , ψn

i ). (3.16)

By Lemma 3.6, (3.16), Lemma 3.5, we see that for 0 < ρ < 2
τ

N∑

i=1

Ai(εn+1
i , εn+1

i ) =
N∑

i=1

Ai(εn
i , εn

i )− 2ρ
N∑

i=1

Ai(εn
i , ϕn

i ) + ρ2
N∑

i=1

Ai(ϕn
i , ϕn

i )

≤
N∑

i=1

Ai(εn
i , εn

i )− 2ρ
N∑

i=1

Ai(ψn
i , ψn

i ) + ρ2τ
N∑

i=1

Ai(ψn
i , ψn

i )

≤ (1− 2ρ + τρ2)
N∑

i=1

Ai(εn
i , εn

i ) ,

which completes the proof of (3.14), and hence the theorem.

4. Matrix Analysis

Section 3 gives the convergence analysis of Algorithm 2.1 by the reduction of error
energies. Now, we analyse Algorithm 2.1 from the algebraic viewpoint. (1.3) can be
written as

KU =
[

KII KIΓ

KT
IΓ KΓΓ

] [
UI

UΓ

]
=

[
FI

FΓ

]
, (4.1)



Trace Averaging Domain Decomposition Method with Nonconforming Finite Elements 51

where
K = (A(φi, φj)), FI = ((f, φI

i )), FΓ = ((f, φΓ
i )),

KII = (A(φI
i , φ

I
j )), KIΓ = (A(φI

i , φ
Γ
j )), KΓΓ = (A(φΓ

i , φΓ
j )),

{φi} represents the set of the basis functions of Sh
0 (Ω), φI

i , φ
Γ
j are a basis function of

Sh
0 (Ω) in

N⋃
k=1

Ωk and that on Γ, respectively. By the construction of the nonconforming

elements, UΓ is the vector of the node values of uh on Γ. With the block Gauss
elimination, we obtain

SUΓ = FΓ −KT
IΓK−1

II FI = F̃Γ, (4.2)

where S = KΓΓ −KT
IΓK−1

II KIΓ is the capacitance matrix of the stiff matrix K with
regard to Γ. Of course, once the solution UΓ of the capacitance equation (4.2) is
known, the solution U of (4.1) can be obtained by solving in parallel the discrete
problems on subdomains (cf. step 2 of Algorithm 2.1).

Let {θj} be the set of the basis function of Sh(Ωi). θI
j , θΓ

k represent a basis
function of Sh(Ωi) in Ωi and that on ∂Ωi\∂Ω, respectively. Denote

Kii = (Ai(θI
j , θ

I
k)), KiΓi = (Ai(θI

j , θ
Γ
k )), KΓiΓi = (Ai(θΓ

j , θΓ
k )),

Si = KΓiΓi −KT
iΓi

K−1
ii KiΓi , Ri = ((ri

0)jk, k ∈ Ii) ∈ <m×mi ,

where ri
0, Ii,mi are the same as those in Section 2. Correspondingly, Si is called the

capacitance matrix of K in Ωi concerning ∂Ωi\∂Ω. It is easy to see that Algorithm
2.1 is essentially equivalent to the following iterative method for (4.2):

λn+1 = λn − ρ
N∑

i=1

RiS
−1
i RT

i Sλn + ρ
N∑

i=1

RiS
−1
i RT

i F̃Γ. (4.3)

Obviously, (4.3) can be viewed as the simple iterative method for (4.2) preconditioned
by

Q = (ρ
N∑

i=1

RiS
−1
i RT

i )−1. (4.4)

The simple iterative method converges much more slowly than the conjugate gradient
method (CG) to solve the same symmetric positive definite algebraic equation, we
consider applying CG to (4.2) with (4.4) as preconditioner. In fact, Q is an efficient
preconditioner of the capacitance matrix S, because it can be inversed easily in parallel
and the condition number of Q−1S is bounded by O

(
(1+ln H

h )max(1+H−2, 1+ln H
h )

)
,

which is implied by the following theorem.
Theorem 4.1. Let S,Q be as defined in (4.2) and (4.4), then for arbitrary

λ ∈ <m\{0} ,

ρ ≤ (SQ−1Sλ, λ)
(Sλ, λ)

≤ cρ(1 + ln
H

h
)max(1 + H−2, 1 + ln

H

h
). (4.5)
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Proof. Let εi, ψi be generated by Algorithm 2.1 with f = 0 and λn = λ. A
more iteration gives ε̄i, ψ̄i. Denote ϕi = 1

ρ(εi − ε̄i). It is easy to see that

(Sλ, λ) =
N∑

i=1

Ai(εi, εi), (SQ−1Sλ, λ) = ρ
N∑

i=1

Ai(εi, ϕi).

So, by Lemma 3.6, Lemma 3.5, we get the left part of (4.5) .
On the other hand, it follows from Lemma 3.6 and (3.16) that

N∑

i=1

Ai(ψi, ψi) =
N∑

i=1

Ai(εi, ϕi)

≤ [
N∑

i=1

Ai(εi, εi)]
1
2 [

N∑

i=1

Ai(ϕi, ϕi)]
1
2

≤ [
N∑

i=1

Ai(εi, εi)]
1
2 [τ

N∑

i=1

Ai(ψi, ψi)]
1
2 ,

which implies the right part of (4.5) holds, and hence the theorem.
Remark 4.1. When N = 2, Algorithm 2.1 degenerates to be two-subdomain

domain decomposition method. By Theorem 3 in [13], we can prove that Algorithm
2.1 in this special case converges geometrically with its convergence factor independent
of H, h and the optimal convergence factor exists.

Remark 4.2. It follows from the properties of Q defined by (4.4) that

[
KII KIΓ

KT
IΓ Q + KT

IΓK−1
II KIΓ

]

is an efficient preconditioner of the stiff matrix in (4.1).
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