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Abstract

Some models dealing with fibers and liquid crystals can be formulated probabilistically

in terms of orientation distributions. Since the orientation of a thin object can be specified

by a point in a real projective plane this approach leads to elliptic and parabolic problems

in the real projective plane. In most previous works these kind of problems have been con-

sidered on the unit sphere which is a double cover of the real projective plane. However,

numerically this is inefficient because the resulting systems of equations are unnecessar-

ily big. We formulate the problem directly in the real projective plane using a certain

parametrization with three coordinate domains. After reducing the computations to the

coordinate domains we can then use finite elements almost in a standard way. In particular

the standard error estimates with usual Sobolev spaces remain valid in this setting. We

consider both elliptic and parabolic cases, and demonstrate the validity of our approach.
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1. Introduction

In this article we are interested in computing the solutions to elliptic and parabolic problems

in the real projective plane using finite element methods. These kind of problems arise in

various applications: dilute suspension of wood fibres [7, 19,21], liquid crystals [8, 17] and even

the analysis of images [4]. In all cases the unknown function is a probability distribution of the

orientation of the fibers or liquid crystals or other objects.1) Recall that the orientation of a

rigid body can be specified by a point in SO(3) which is diffeomorphic to the real projective

space RP3. Now in the applications described in the references cited above one may assume

that the object is in fact a very thin rod so it is reasonable to ignore its rotation around its

long axis. Hence the orientation can be specified by a point in the real projective plane RP2.

In all previous publications that we are aware of the relevant equations have been analyzed

on the unit sphere S2 instead of RP2. This is possible since S2 is the 2 sheeted covering space

of RP2. Hence one obtains correct results if one assumes that all relevant functions satisfy

f(p) = f(−p) and vector fields satisfy w(p) = −w(−p). Anyway it would appear more natural

to do the analysis directly on RP2.

There has also been some interest in the numerical solution of the models discussed above,

see for example [2,5,6,11,12] and references therein. In these numerical studies the problem has
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1) The relevant equation is sometimes called Smoluchowski equation or Fokker-Planck equation.
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also been analyzed in S2. Numerically this is not anymore equivalent to doing the computations

in RP2. In the discretization there are in this case twice as many unknowns than necessary, and

hence the numerical cost of solving the corresponding linear system is typically 4 to 8 times

more expensive. In particular in time dependent problems where a linear system must be solved

at each time step, the amount of unnecessary computation can be quite substantial.

In previous numerical studies typically S2 has been regarded as a submanifold of R3. Hence

one part of the discretiztion error is that one approximates S2 by some other structure. This

approach would be somewhat involved with RP2 because it cannot in any case be embedded

in R3. However, such an embedding is unnecessary and we will below show how to introduce

some convenient parametrizations of RP2 which allows us to do computations directly on RP2.

Note also that S2 and RP2 cannot be parametrized using a single coordinate patch. For

example using the spherical coordinates, like in [2], to parametrize S2 creates artificial singular-

ities at the poles. While it is possible to mitigate the effects of these singularities by appropriate

numerical tricks this nevertheless has an adverse influence on the stability and accuracy of the

computations. In our approach we cover RP2 with 3 coordinate patches and hence there are no

singularities due to parametrization.

The content of the article is as follows. In Section 2 we recall some background material

form Riemannian geometry and PDE theory. In Section 3 we describe the discretization of the

problem which reduces the computations to the standard finite element setting. In Sections 4

and 5 we present the numerical results in some elliptic and parabolic test cases and finally in

section 6 we give some conclusions and perspectives for future work.

2. Preliminaries

We start by recalling some facts from the theory of PDEs and differential geometry. More

details can be found in [9, 13,14,18,23].

2.1. Differential geometry

Let g be a Riemannian metric on some smooth manifold M . The components of g in the

coordinate system are denoted by gij , and the resulting matrix is G. The components of G−1

are denoted by gij . Let M be a Riemannian manifold with boundary ∂M . The canonical

volume form of M is denoted by ωM and the volume of M is thus vol(M) =
∫
M
ωM . The

induced volume form on ∂M is denoted by ω∂M . In case of nonorientable manifolds ωM is

interpreted as Riemannian density.

Then if w is some vector field on M we can define the gradient of u by the formula

g(grad(u), w) = duw = w(u).

The standard gradient (resp. divergence and Laplacian) operator in Euclidean spaces is denoted

by ∇ (resp. ∇· and ∆) as usual. In a coordinate system we can write

grad(u) = G−1∇u =

n∑
i=1

n∑
j=1

gij
∂u

∂xj

∂

∂xi
,

g(grad(u), grad(v)) = ⟨∇u,G−1∇v⟩.
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The divergence of a vector field w =
∑

i wi∂/∂xi is given in coordinates by

div(w) =
1√

det(G)

∑
i

∂

∂xi

(√
det(G) wi

)
.

Finally the Laplacian of u is given by

∆Mu = div
(
grad(u)

)
and the coordinate expression is obtained by combining the formulas for divergence and gradi-

ent. Note that the coordinate formulas for divergence and Laplacian are not in fact needed in

our computations. All these formulas as well as the following divergence theorem remain valid

also in the case of nonorientable manifold.

Theorem 2.1. Let M be a compact Riemannian manifold, w a vector field on M and ν the

outer unit normal field of the boundary ∂M . Then∫
M

div(w)ωM =

∫
∂M

g(w, ν)ω∂M .

If M is a manifold without boundary the right hand side of the above formula vanishes. The

following formulas follow immediately. If u and v are functions and w is a vector field then∫
M

v∆MuωM +

∫
M

g(grad(u), grad(v))ωM =

∫
∂M

v g(grad(u), ν)ω∂M ,

(2.1)∫
M

g(grad(u), w)ωM +

∫
M

u div(w)ωM =

∫
∂M

u g(w, ν)ω∂M .

One can define the Lp and Sobolev spaces on M using local charts and we denote the corre-

sponding spaces by Lp(M) and Hs(M) as usual.

2.2. PDE

LetM be a compact Riemannian manifold without boundary. Consider the following elliptic

PDE

−∆Mu+ w(u) + b u = f, (2.2)

where w is a vector field and b and f are some known functions. We suppose that b and the

components of w are in L∞(M) and f ∈ H−1(M). In these circumstances we have

Theorem 2.2. If w = 0 and b > 0 the problem (2.2) has a unique solution in H1(M). If w ̸= 0

the problem is Fredholm with index zero.

We will need to consider also the associated parabolic PDE{
ut −∆Mu+ w(u) + b u = f,

u(x, 0) = u0(x).
(2.3)

Here w, b and f may a priori depend on t. Let I = [0, T ] be some fixed interval. We now

suppose that b and the components of w are in L∞(M × I) and that u0 ∈ L2(M). Now we can

consider u and f as curves in suitable spaces. Let us set

V =

{
u ∈ L2(I;H1(M))

∣∣∣∣ dudt ∈ L2(I;H−1(M))

}
.
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Theorem 2.3. Suppose that f ∈ L2(I;H−1(M)). Then the problem (2.3) has a unique solution

in V .

Note that V ⊂ C(I;L2(M)) so the initial condition makes sense. Note that here we have

uniqueness even if b is negative, unlike in the elliptic case. We will also need the following

version of the parabolic maximum principle.

Theorem 2.4. Let u be the solution of (2.3).

(i) If f ≥ 0 and u0 ≥ 0 then u ≥ 0, and

(ii) if b ≥ 0 and f = 0 then ∥u∥L∞(M) ≤ ∥u0∥L∞(M).

The following simple result is essential in the application that we have in mind.

Lemma 2.1. Let u be the solution of (2.3) where f = 0 and b = div(w). Then
∫
M
uωM is

constant.

Proof. In this case we can write ut − div
(
grad(u) − uw

)
= 0 and the result follows from

Theorem 2.1. �

2.3. Variational formulation

In order to solve (2.2) and (2.3) numerically we write them as variational problems. Using

the formula (2.1) we can write the problem (2.2) as follows.

find u ∈ H1(M) such that

a(u, v) =

∫
M

f v ωM for all v ∈ H1(M), (2.4)

where a is given by

a(u, v) =

∫
M

(
g(grad(u), grad(v)) + g(w, grad(u))v + b u v

)
ωM .

Let us next write (2.3) as a variational problem. Using again the formula (2.1) we can write

for given u, v ∈ H1(M)

a(t;u, v) =

∫
M

(
g(grad(u), grad(v)) + g(w(t), grad(u))v + b(t)u v

)
ωM .

This leads to the following problem.

find u ∈ V such that u(0) = u0 ∈ L2(M) and

d

dt

∫
M

u(t) v ωM + a(t;u(t), v) =

∫
M

f(t) v ωM for all v ∈ H1(M), (2.5)

where equality is understood in the sense of distributions.

Our goal is thus to solve numerically problems (2.4) and (2.5) when M = RP2.
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3. Discrete Variational Formulation

3.1. Composition of domains

The real projective plane RP2 is a compact smooth nonorientable manifold whose Euler

characteristic is χ(RP2) = 1. Topologically one could construct RP2 by identifying appropriate

sides of the rectangle in R2 as in Fig. 3.1. However, this construction gives a “wrong” (flat)

Riemannian metric to RP2. The “right” metric in our context comes by identifying the opposite

points of the unit sphere S2. Recall that we try to model orientation of a thin object. If we

now consider orientation distribution then the appropriate area form should be uniform in all

directions. But the standard area form on the sphere has this property and the identification

of opposite points preserves this property. This construction thus induces a “round” metric on

RP2. Hence we should find some appropriate maps which parametrize RP2 and give the round

metric.

Fig. 3.1. Topological construction of the projective plane.

One possibility to proceed is as follows. Let us define D1 = (−1, 1)× (−1, 1), D2 = (1, 3)×
(−1, 1) and D3 = (−1, 1)× (1, 3). Then we define the maps φj : Dj → R3 as follows:

φ1(z) = γ
−1/2
1

 z1
z2
1

 , φ2(z) = γ
−1/2
2

 1

z2
2− z1

 , φ3(z) = γ
−1/2
3

 z1
1

2− z2

 ,(3.1)

where γ1 = 1 + |z|2, γ2 = 1 + (z1 − 2)2 + z22 and γ3 = 1 + z21 + (z2 − 2)2 .

Then we compute the components of the Riemannian metric in each subdomain:1)

Gj = dφT
j dφj , det(Gj) = γ−3

j

Let us now join the subdomains together: D = D̄1 ∪ D̄2 ∪ D̄3. Note that by construction

we have φ2(s, 1) = φ3(1, s). This gives already one identification on the boundary of D. Other

identifications are given by

φ1(−1, s) ∼ φ2(3,−s), φ1(s,−1) ∼ φ3(−s, 3),
φ2(s,−1) ∼ φ3(−1, 4− s).

The resulting structure is illustrated in Fig. 3.2. One readily verifies that this is topologically the

same as Fig. 3.1. Note that joining the maps φj together produces a certain map φ : D → S2.

1) Here and in subsequent computations we have used Maple 16. In particular the Differential Geometry

package was very convenient.
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This map is only continuous across the subdomain boundaries. This has however no effect on

the accuracy of our computations.

D

D

D
1 2

3

Fig. 3.2. Construction of the projective plane using the parametrizations given in (3.1).

The above approach could be called the composition of domains because the idea is precisely

the opposite of what is done in decomposition of domains.

Having the maps φj at our disposal we can compute the maps in (2.4) and (2.5) as follows.

Let us define the following bilinear maps:

aj(u, v) =

∫
Dj

(
⟨∇u,G−1

j ∇v⟩+ ⟨∇u,w⟩v + b u v
)
γ
−3/2
j dz1dz2.

Let u : RP2 → R be some map and let uj = u ◦ φj . Then we can write

a(u, v) =

∫
RP2

(
g(grad(u), grad(v)) + g(w, grad(u))v + b u v

)
ωRP2

= a1(u1, v1) + a2(u2, v2) + a3(u3, v3). (3.2)

Similarly if Ljv =
∫
Dj
f vγ

−3/2
j dz1dz2, then

Lv =

∫
RP2

f v ωRP2 = L1v1 + L2v2 + L3v3. (3.3)

Formulas (3.2) and (3.3) reduce all computations on RP2 to the standard computations in the

subdomains Dj .

3.2. Triangulation

Our next task is to triangulate RP2 in an appropriate way. Since we have already reduced

the computations to subdomains Dj it is thus sufficient to triangulate each Dj . Now in order

that these separate triangulations represent a global triangulation in RP2 the triangulations in

the subdomains should be compatible. This is relatively easy to achieve: we simply specify

the locations of the vertices at the subdomain boundaries in such a way that the vertices (and

hence the edges) match according to the identifications introduced above.
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nv  m+1  3nv-2m-2   3nt   

x-coordinate   y-coordinate     label   domain index  

3nv-2m-2 

Vertex 1 
Vertex 2 

3nt 

Triangle 1 
Triangle 2 

vertex 1 vertex 2 vertex 3  

End 

domain index 

Fig. 3.3. Mesh data structure.

Of course if we use the Euclidean metric in R2 the resulting mesh would not be uniform in

the round metric of RP2. This would mean that the areas of the triangles would be distorted

at most by the factor

max
z∈Dj

1√
det(Gj)

= 33/2 ≈ 5.2.

However, we can use the matrices Gj to give the information about the metric to the meshing

algorithm. This gives a nice mesh in the correct metric [15]. In Fig. 4.1 below there is an

example of such an adapted mesh. The triangles in the subdomains Dj are smaller near the

center than near the boundary in the Euclidean metric. In the round metric this triangulation

is approximately uniform.

Now there have been studies about how to triangulate directly the projective plane [1].

However, as far as we know these studies could be described as topological or combinatorial in

the sense that the metric properties of the projective plane are not taken into account. Since in

our application the correct Riemannian metric is essential we had to proceed in another way.

3.3. Data structure and implementation

To describe the algorithm, some notation will be introduced. First each subdomain Dj is

triangulated with FreeFem [3]. These triangulations must be compatible with the identifica-

tions indicated in Fig. 3.2. This means that not only the whole boundaries are identified, but

also the vertices and edges on the boundaries must be appropriately identified. This is quite

easy to arrange with FreeFem.

Let us now for simplicity of exposition assume that the triangulations of subdomains are

identical, i.e. the triangulation in a given subdomain is obtained by an appropriate translation of

the triangulation in another subdomain. Further let us suppose that each side of the subdomain

is divided into m equally sized edges. Let nv (resp. ne and nt) be the number of vertices

(resp. edges and triangles) in each subdomain Dj . Then still with FreeFem we can put these

triangulations together which gives a triangulation of D with 3nv − 2m− 2 vertices, 3ne − 2m

edges and of course 3nt triangles.

Based on this data structure we must next construct an appropriate mesh data file for D

which implements the identifications according to Fig. 3.2. It is straightforward to check that
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1 2 3 4 220 

1 2 3 4 143 

221 

220 

219 

219 

222 

221 

3nv-2m-2 . . . 

. . . 

. . . 

. . . . . . 

. . . 223 

145 I:

220 

223 

287 

143 145 

nv vertices nv vertices 

nv vertices 

287 

254 

Fig. 3.4. To make the identifications according to Fig. 3.2 the vertex indices are renumbered and saved

in the array I.

after identifications we have Nv = 3nv − 6m− 2 vertices and Ne = 3ne − 6m edges. Note that

this gives correctly

χ
(
RP2

)
= Nv −Ne +Nt = 3(nv − ne + nt)− 2 = 1.

The structure of the initial data file is shown in Fig. 3.3. Using this data file and we construct

an array I of size 3nv − 2m − 2 containing the new vertex indices after identifications. We

initialize I by assigning the original values 1, . . . , 3nv − 2m− 2 to its elements. To get the new

vertex indices, the boundary vertices must be identified according to Fig. 3.2.

Let us for example consider two purple boundaries in Fig. 3.2. We need to renumber m

vertices because the common vertex is not being renumbered. Two arrays of size m, called A2

and A3 are set to store the vertex indices on the purple boundary of D2 and D3 respectively.

The array A2 (resp. A3) is sorted in ascending order according to the z1 coordinate (resp. z2
coordinate) of the vertices. After this the vertex index A3[j] is identified with the vertex index

A2[j] and we can write

I[A3[j]] = A2[j].

Then we must update also other vertex indices of subdomain D3. For instance, let us assume

that the triangle in D3 has vertex indices 220, 223 and 287 and that the vertices of the corre-

sponding edge in D2 have indices 143 and 145. Let us suppose that the vertex 287 is renumbered

as 254 after all identifications. In this case the array I is schematically as in Fig. 3.4. All other

identifications are done in the same way. In the end the value of I[j] represents the new index

number of vertex j in the final stage.

In the case of using P2 element, we also need information about midpoints of the edges.

First the boundaries are identified and the new indices of all vertices are computed as above.

It is only at this stage that we number the midpoints (more precisely: the degrees of freedom

associated to midpoints). In other words there is no need for the initial numbering of midpoints

so they receive directly the final correct index. Hence in two different triangles there can be

midpoints with the same indices but different coordinates. This works because we only need

to associate a certain integral (associated to the midpoint) to a certain index and we do not
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need to know what are the coordinates associated to a certain index of midpoint. To number

the midpoints we set up the array E of size Ne where we store the indices of the midpoints,

starting with value Nv + 1 and increase one by one while moving from edge to edge. We have

chosen to number first the midpoints on the boundaries.

The next task is to assemble the system matrix. For simplicity of notation we describe only

the P1 case. Let us consider triangle Ts which belongs to subdomain Dj and let ksi , i = 1, 2, 3,

be the original vertex indices of Ts. Let us further denote by ψks
i
the local basis function

associated to ksi . Then we compute the local matrices Ms, 1 ≤ s ≤ 3nt whose entries are given

by

ms
iℓ =

∫
Ts

(
⟨∇ψks

i
, G−1

j ∇ψks
ℓ
⟩+ ⟨∇ψks

i
, w⟩ψks

ℓ
+ b ψks

i
ψks

ℓ

)
γ
−3/2
j dz1dz2.

We have used the Gauss-Kronrod quadrature formula which is exact for polynomials of degree

five to compute these integrals [10].

To obtain the global matrix M of size Nv × Nv we use the array I to set or update the

entries of M appropriately. We first initialize M as a zero matrix. Then for each triangle we

set

Mru :=Mru +ms
iℓ, where r = I[ksi ] and u = I[ksℓ ].

In the P2 case we also have to use the array E to get the system matrix M . Of course

practical details are a bit more complicated but the basic idea is the same as in the P1 case.

To summarize we have thus first used FreeFem to triangulate each Dj and then D. Then

using this initial mesh data file we have implemented the rest in C++. Additionally, we used

the UMFPACK2) package in our code to solve the relevant linear systems.

3.4. Error estimates

Once we have the final system matrix for the elliptic problem we can use the method of

lines in a standard way for the time dependent problems. The standard error estimates are also

valid in our context. In fact one could say that our case is easier than the traditional setting

because the projective plane has no boundary. For completeness we recall some basic estimates.

Let ue (resp. up) be the numerical approximation to the problem (2.4) (resp. (2.5)). Let δt be

the time step and k the order of the time discretization. Then under appropriate smoothness

assumptions we have the following estimates in the P1 case [13] :

∥u− ue∥L2(RP2) = O(h2), (3.4a)

∥u− ue∥H1(RP2) = O(h), (3.4b)

∥u(t)− up(t)∥L2(RP2) = O(h2 + δtk). (3.4c)

Similarly in the P2 case we have

∥u− ue∥L2(RP2) = O(h3), (3.5a)

∥u− ue∥H1(RP2) = O(h2), (3.5b)

∥u(t)− up(t)∥L2(RP2) = O(h3 + δtk). (3.5c)

2) http://www.cise.ufl.edu/research/sparse/umfpack/
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4. Validation of the Code

In the following we test our code in some simple situations where the solution is known.

We use standard P1 and P2 elements for space discretization and BDF2 method for time dis-

cretization. In each example we start the triangulation by choosing some convenient number of

edges m for each side of Dj . We then study the convergence in the standard way by splitting

each edge into k edges in a such way that each triangle is split into k2 triangles. Accordingly

in the tables below km means that the initial mesh had m edges on the side and km refers to

the mesh obtained by splitting each edge to k pieces. In this way the discretization parameter

h in (3.4) and (3.5) for a given mesh can be taken to be 1/(km). Note finally that it is natural

to compare the results with P1 elements using mesh size 2m to results with P2 elements using

the mesh size m. To visualize our results we have used medit package1) .

4.1. Elliptic case

It is perhaps more convenient to describe the test problems extrinsically using the coordi-

nates of R3.

Recall that the spherical harmonics provide eigenfunctions of the Laplacian also in the

projective spaces. One simply takes those spherical harmonics which are invariant by the map

p 7→ −p. Hence starting from Legendre polynomial

P6,2 = (1− x2)(33x4 − 18x2 + 1),

we get the associated projective harmonic which is given in ambient coordinates by

f6,2 = x1x2
(
x41 + 2x21x

2
2 + x42 + 16x43 − 16x21x

2
3 − 16x22x

2
3

)
. (4.1)

The associated eigenvalue is 42 so f6,2 is the unique solution to the problem

−∆RP2u+ u = 43f6,2.

Let us then consider the following vector field:

w(x) = Kx = k̂ × x, where K =

 0 −k3 k2
k3 0 −k1
−k2 k1 0

 and k̂ =

 k1
k2
k3

 . (4.2)

Evidently w is tangent to S2. Moreover since w(x) = −w(−x) this gives also a well defined

vector field on RP2. Let us then define the following function

f = x61 + x41x
2
2 − 16x41x

2
3 − x21x

4
2 + 16x21x

4
3 − x62 + 16x42x

2
3 − 16x22x

4
3.

Now choosing k̂ = (0, 0, 10) we compute that f6,2 is a unique solution to the problem

−∆RP2u+ w(u) + u = 43f6,2 + 10f. (4.3)

The solution is plotted in Fig. 4.2. For visualizing the solution it is convenient to plot it on S2.

In Table 4.1 we have shown the relative errors using m = 10. The L2 and H1 errors behave as

estimates (3.4) and (3.5) predict.

1) http://www.ljll.math.upmc.fr/∼frey/software.html
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Fig. 4.1. An example of mesh. Note that the triangles are not uniform in the flat metric but they are

approximately uniform in the round metric.

Fig. 4.2. Solution to (4.3) given by a projective harmonic.

Table 4.1: The relative error L2 and H1 norms for problem (4.3).

Element m 2m 4m 8m 16m

P1
H1 7.13e-2 2.03e-2 5.50e-3 1.45e-3

L2 4.64e-2 1.19e-2 3.03e-3 6.27e-4

P2
H1 5.13e-2 1.09e-2 1.90e-3 3.53e-4

L2 2.02e-2 2.06e-3 1.62e-4 1.41e-5

4.2. Parabolic case

Let w be again a rotational vector field as in (4.2) and let f6,2 be as before. Consider the

problems {
ut −

1

420
∆RP2u+ w(u) = 0,

u(x, 0) = 1 + f6,2(x),
(4.4)

{
vt −

1

420
∆RP2v = 0,

v(x, 0) = 1 + f6,2(x),
(4.5)

Obviously the solution to the problem (4.5) is given by

v(x, t) = 1 + f6,2(x)e
−t/10.

Then we have
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Lemma 4.1. The solution to the problem (4.4) is u(x, t) = v(e−Ktx, t). In particular u(t) → 1

when t→ ∞.

Proof. Note that e−Kt is orthogonal, hence it induces an isometric map to RP2. But if

ϕ : RP2 → RP2 is any isometry and q = ϕ(p), then

∆RP2u(p) = ∆RP2v(q).

On the other hand vt = ut + w(u). This gives the result. �

Now

e−Kt =
1

|k̂|2

 c123 d+312 d−231
d−312 c231 d+123
d+231 d−123 c312

 , where

cijℓ = k2i + (k2j + k2ℓ ) cos(|k̂|t) and d±ijℓ = kjkℓ(1− cos(|k̂|t))± ki|k̂| sin(|k̂|t).

We chose k̂ = (1, 0, 0) and computed the solution with various time steps. We used the

exact solution for u to get the value of u at t = δt to start BDF2. We obtained the expected

result using an appropriate mesh size and time step. Some of the results are presented in

Tables 4.2 and 4.2 for both P1 and P2 elements using m = 5. Table 4.2 shows that L2 error is

almost proportional to δt2 as expected for BDF2 method and Table 4.2 shows that L2 error is

proportional to h2 (resp. h3) using P1 (resp. P2) elements.

5. Fiber Orientation

Finally let us consider the problem which was the original motivation for our study. We

will only briefly indicate how we arrive at the relevant physical model and refer to [7,19,21,22]

for more details. In particular our article [22] is intended as a complement to the present

article. Here we give sufficient mathematical details so that the numerical results and the

implementation become clear. Hence below we consider a somewhat idealistic situation where

the relevant flow field is known. On the other hand the cases in [22] are closer to realistic

Table 4.2: The relative error in L2 norm at t = 0.2 for different time steps using P1 and P2 elements

for problem (4.4).

δt = 0.04 δt = 0.02 δt = 0.01

P1 6m 6.81e-3 1.52e-3 4.07e-4

P2 3m 6.76e-3 1.50e-3 4.04e-4

Table 4.3: The relative error in L2 norm at t = 0.2 for different mesh sizes using P1 and P2 elements

and δt = 0.01 for problem (4.4).

m 2m 4m 8m

P1 1.93e-3 4.86e-4 1.16e-4

P2 1.88e-3 2.28e-4 3.97e-5
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models in engineering applications, and there were refer to the present article for mathematical

details.

Let Ω be some 3 dimensional domain. We consider the situation where there is a fluid flow

in Ω and in this ambient fluid there are some fibers whose orientations interest us. In the

stationary case this fiber orientation distribution function can be then thought as a function

ũ : Ω × RP2 → R which is positive and whose integral over RP2 is one. Note that this is a 5

dimensional problem and as far as we know nobody has tried to solve the problem in this form.

One possibility to reduce the dimensionality of the problem is to consider streamlines. So

let v be the solution of stationary Navier-Stokes equation in Ω, let α be a streamline of v and let

u = ũ ◦ α. Hence given some streamline u is a map RP2 ×R → R for which we get a parabolic

equation of the following form.

ut − c∆RP2u+ div(wu) = 0.

Note that t is not time variable, but the parameter along the streamline. The parameter c is

some known positive constant and the vector field w represents the effect of the flow v on u.

Since u is interpreted as a probability distribution it should satisfy

(i) u(t) ≥ 0 for all t and

(ii)
∫
RP2 u(t)ωRP2 = 1 for all t.

These properties follow immediately from Theorem 2.4 and Lemma 2.1, if the initial condition

satisfies the above requirements.

To specify an appropriate vector field w we first introduce the following quantities

ε =
1

2

(
∇v + (∇v)T ), ω =

1

2

(
∇v − (∇v)T ).

Here ε is the strain rate tensor and ω is vorticity tensor. The experimental studies have

suggested the following form for w

w = ωx+ λεx− λ⟨x, εx⟩x. (5.1)

Here x ∈ S2 and 0 < λ < 1 is some parameter which in practice is very close to one. It is easy

to check that w is tangent to the unit sphere S2. Since in addition w(x) = −w(−x) this gives
a well defined vector field also on RP2.

Let us briefly analyze the nature of the vector field w. If we define A = ω+λε we can write

w as

w = Ax− ⟨x,Ax⟩x.

From the mathematical point of view one could say that as a model w is as simple as possible.

Let x ∈ S2; then the simplest vector field is of course linear, hence the term Ax. But Ax ̸∈ TxS
2

so this does not give a vector field on S2. Then the most natural thing would be to project Ax

orthogonally to TxS
2. But this is precisely the geometric meaning of the term ⟨x,Ax⟩x. It is

also evident that the equilibrium points of w are the eigenvectors (or more precisely eigenspaces)

of A, and consequently w has either 1 or 3 equilibrium points in the generic case.

Now let us consider a simple situation which however is quite relevant for the intended

application. Consider the following 2 dimensional domain

Ω =
{
y ∈ R2

∣∣ |y2| < β|y1| , β0 < y1 < β1 < 0
}
. (5.2)
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Fig. 5.1. Domain Ω in (5.2) when β0 = −10, β1 = −1 and β = tan(0.2).

In this case it is well known that there is a solution to stationary Navier-Stokes equation which

can be expressed in the polar coordinates as [16]

v = −f(θ − π)

r

∂

∂r
.

If µ is the viscosity of the fluid then f is a solution of the differential equation

µf ′′′ − 2ff ′ + 4µf ′ = 0,

with boundary conditions f(0) = f0, f
′(0) = 0 and f(θ0) = 0. With our domain Ω we have

β = tan(θ0) and then the solution is extended to negative values as an even function. There

is no closed form solution but of course this is easy to solve numerically. We have taken

θ0 = 0.2 rad ≈ 11.5◦ which is reasonable in present context. For other parameters we have

chosen c = 0.1, β0 = −10, β1 = −1, µ = 1, λ = 1 and f0 = 10 rather arbitrarily. So in this

setting the suspension is flowing from left to right in two dimensional channel as in Fig. 5.1.

In the present case the streamlines are thus straight lines converging to the origin. Now

simple computations show that

ε =
1

|y|4

(
(y21 − y22)f(θ) + y1y2f

′(θ) 4y1y2f(θ)− (y21 − y22)f
′(θ)

4y1y2f(θ)− (y21 − y22)f
′(θ) −(y21 − y22)f(θ)− y1y2f

′(θ)

)
,

ω =
1

|y|2

(
0 −f ′(θ)

f ′(θ) 0

)
.

Note that although our domain Ω is 2 dimensional we must in the formula (5.1) think of ε and

ω as 3× 3 matrices with the vector field v zero in y3 direction. Recall that by a 2 dimensional

flow one really means a 3 dimensional flow which is invariant in one direction.

In this 2 dimensional situation we compute that if δ = λ2(ε211 + ε212) − ω2
12 > 0 then the

vector field w has 3 equilibrium points and only one if δ < 0. Obviously in this 2 dimensional

case there is always the equilibrium point (0, 0, 1).

Note that since f ′(0) = 0 we have ω = 0 when y2 = 0. On the other hand f ′ is quite big

near the boundary. For test computations we have chosen 2 values of θ: θ1 = 0 and θ2 = 10◦.
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Table 5.1: The relative error of integral at t = 1 for different step sizes and for P1 elements for fiber

model.

m 2m

δt = 0.01 4.6e-6 1.4e-8

δt = 0.02 2.23e-6 6.54e-7

δt = 0.04 4.55e-6 1.51e-6

Hence f(θ1) = 10 and f ′(θ1) = 0 and

f(θ2) ≈ 2.44, f ′(θ2) ≈ −88.8.

Consequently the streamline corresponding to θ1 (denoted by α1) is in the middle of the do-

main and the streamline corresponding to θ2 (denoted by α2) is relatively near the boundary.

Consequently one expects that the solutions behave somewhat differently in both cases. To

study this let us consider the maps gj : RP2 → R given in extrinsic coordinates by

gj(x) = 17x16j , j = 1, 2, 3.

One easily checks that
∫
RP2 gj ωRP2 = 1. Hence gj can be interpreted as probability distributions,

and consequently as initial conditions for our problem. When j = 1 the fibres are thus initially

mostly oriented along the flow, while in cases j = 2 and j = 3 they are mostly orthogonal to

the flow, but in a different way. We use these as initial conditions at the inflow boundary at

y1 = −10 of our domain. We then compute the solution along the streamline until we reach the

outflow boundary at y1 = −1. The parametrization was chosen such that we reach the outflow

boundary when t = 1.

In the following computations we used m = 5 for the mesh and δt = 0.1 for the time step.

We computed with both P1 and P2 elements. However, just by looking at pictures there was

no difference. Also choosing some other m or δt did not qualitatively change the solutions. In

Table 5 we give some representative values for the error in the integral in the P1 case. The

error in the integral was almost the same for P2 elements.

So we have 6 different cases: the streamlines α1 and α2 with initial conditions gj , j = 1, 2, 3.

The results are illustrated in Figs. 5.2-5.4. To interpret the orientation of the pictures recall

that we have denoted by yi the coordinates of the physical domain and by xi the coordinates

of the extrinsic coordinates for S2 and RP2. So we think that at each point of the streamline,

and hence at each point of physical domain, we attach x coordinate system. Now we can then

identify the yj and xj directions at each point. In all following Figures the +y1 axis points out

of the page, the +y2 points to the right and the +y3 points upward.

In the case of initial condition u(x, 0) = g1(x) the fibres are concentrated along the flow

and it seems natural to suppose that they will remain so. There is not much difference in the

solutions along different streamlines. Moreover the fibres become more and more aligned when

one moves along the streamlines.

When the initial condition is given by g2 one can expect qualitatively different solutions in

the 2 cases. For α1 there are 2 symmetric ways for the fibres to align with flow and hence in

Fig. 5.2 we see that initial distribution splits into 2 parts which then eventually merge together

along the flow. For α2 the flow does not act symmetrically on the fibres and so in Fig. 5.3 the

distribution does not split.
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Fig. 5.2. The solution at t = 0.1, 0.4, 0.8, 1 on the streamline α1 with initial condition g2.

Fig. 5.3. The solution at t = 0.1, 0.4, 0.8, 1 on the streamline α2 with initial condition g2.

Finally when the initial condition is given by g3 the situation is now symmetric for both

streamlines. Hence in Fig. 5.4 we see that the distribution first splits and then merges along

the flow.
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Fig. 5.4. The solution at t = 0.1, 0.4, 0.8, 1 on the streamline α2 with initial condition g3.

6. Conclusion

We have shown above how to solve elliptic and parabolic problems in RP2 by reducing the

computations to appropriate coordinate domains. The numerical results obtained validate the

approach taken here. We implemented our method for P1 and P2 elements, but in a similar

fashion any other element could be used. In some contexts one is really interested in solving

PDEs on the sphere. Our approach works also in that case. Then it would be natural to use 6

subdomains to cover the sphere and to proceed otherwise as above with the projective plane.

The motivation for this article came from the problems related to dilute suspensions of wood

fibres. Since problems involving orientations arise also in other applications as mentioned in the

introduction the results obtained here are of interest also in other contexts. In particular our

code can also solve more general parabolic type problems and it could also be easily adapted

to solve hyperbolic, wave like problems.

Since our primary interest was to solve PDEs we did not produce an explicit data structure

for the triangulation of the projective plane. In some applications such a data structure could

be desirable. However, our data structures would still be very useful as a preliminary step in

producing these other structures.

Finally this approach can be used to study PDEs on more complicated surfaces because all

compact surfaces can be obtained from simple plane figures using appropriate identifications

[20].
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