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Abstract

This paper studies the following two problems:

Problem I. @Qiven X,B € R**™, find A € P, ,, such that AX = B, where
Ps,n = {A € SR "|z" Az > 0,Y8Tx = 0, for given S € R}*7}.

Problem II. Given A* € R**", find A € Sg, such that ||A"‘-—-ﬁ|| = inf gc5, | AT~
A|l where Sg denotes the solution set of Problem I.

'The necessary and sufficient conditions for the solvability of Problem I, the
expression of the general solution of Problem I and the solution of Problem II are
given for two cases. For the general case, the equivalent form of conditions for the
solvability of Problem I is given.

Inverse problems for real symmetric matrices and symmetric nonnegative definite
matrices have been studied in [1], [2]. The conditions for the existence of a solution the
expression of the general solution and optimal approximate solution have been given.
This paper studies the inverse problem of one kind of matrices between the above
two kinds of matrices — matrices stitiﬁe semidefinite on a subspace. The conditions
for the existence of a solution, the expression of the general solution and the optimal
approximate solution are given.

In this paper, R™*™ denotes the set of all real n x m matrices, R}*™ its subset
whose elements have rank r, SRE™*" the set of all real n x n symmetric matrices, and
SR;™™ the set of all n x n symmetric nonnegative definite matrices. I denotes the
k x k unit matrix, R(A), N(A), A" denote column space, null space and Moore-Penrose
generalized inverse matrix of matrix A respectively. || - || is Frobenius norm, and A > 0
represents that A is a symmetric nonnegative definite matrix.

Let P,,, = {A € SR""|zT Az > 0,¥STz =0, for given S € Ry,

Problem 1. Given X, B € R"*™, find A € P, , such that AX = B.
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Problem II. Given A* € R"*™, find A € Sg, such that ||4* — A| = inf 4¢g,, || A* —
All, where Sg denotes the solution set of Problem I.

We will introduce some Lemmas in 1, and give the conditions for the solvability,
the expression of the general solution of Problem I and optimal approximate solution
of Problem II for two cases respectively in 2 and 3. We will give an equivalent form
of conditions for the solvability of Problem I for the general case in 4 and suggest a
problem which is worth investigating.

1. Some Lemmas

Suppose S € R3*". We construct the orthogonal triangular decomposition for S:

§ = QT (g) = QJ1L, (1.1)

where Q7 = (Q7,Q7) is an n x n orthogonal matrix, and QT e RM*X(»P) Lisapxp
nonsingular lower triangular matrix. Then

R(S) = R(Q3), N(S") = R(QT). | (1.2)
Lemma 1. Suppose S has factorization in the form (1.1). Let
QAQT - (All AIZ) ,All = R(n—p)x(ﬂ—p)_ (13)
- \A2z1 Aax

Then A€ Ps,n & An = SROH_P)x(“-P) Agy = AL, Ape = AL

Proof. Sufficiency. Because A € P,, it is evident that Ay = A%;,Alg —
A3y, A = AT}, Vy € R®™P), Then QTy € N(ST). From A € P, ,, we get yT A1y =
(Q'{y)TA(Ql y) 20, ie A € SRgn—p)x(n—p)-

Necessity. It is evident that A = AT, and for any given z € N(S7T), there exists

y € R*P gatisfying z = Qfy, i.e. Qz = (2)-
Thus we have 27 Az = 27 QTQAQT Qz = yTAuy > 0, where A € P, ,,.
Lemma 2. Suppose X, B € R"*™, and S has factorization in the form (1.1). Write

X B
QX = (X;)a QB = (B;)s (1'4)

=X, By = 1B € R(n—p)xm! Xo =X, By = Q9B € RP*™,

If R(X) C R(S), then we have (i) X7 B = B X3 & XTB = BTX; (ii) B1 X}t X3 =
B, and Bz.X;XQ = Bz & BXTX = B.

If R(X) C N(ST), then we have (iii) XIB=Bf{X,>0e XTB=BTX > 0; (iv)
rank(X{ B;) = rank(B;) < rank(B;) = rank(XTB); (v) BiX{ X1 = By, B X7 X3 =
Bz — BX+X = 8. |

Proof. Because X7B = XTQTQB = XT B, + XTI B,, if R(X) C R(S) = R(QT),
then we have X; = 0. Therefore (i) holds. Furthermore, because X7X = X+QTQX =



