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Abstract. We propose a general framework of computing interfacial structures be-
tween two modulated phases. Specifically we propose to use a computational box
consisting of two half spaces, each occupied by a modulated phase with given posi-
tion and orientation. The boundary conditions and basis functions are chosen to be
commensurate with the bulk phases. We observe that the ordered nature of modu-
lated structures stabilizes the interface, which enables us to obtain optimal interfacial
structures by searching local minima of the free energy landscape. The framework is
applied to the Landau-Brazovskii model to investigate interfaces between modulated
phases with different relative positions and orientations. Several types of novel com-
plex interfacial structures emerge from the calculations.
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1 Introduction

Interfaces are transition regions connecting two different materials, two different phases
of the same material, or two grains of the same phase with different orientations (grain
boundaries). Interfacial regions are where the symmetries and patterns of the ordered
structures are interrupted. Frequently in these regions defects of various types emerge
[1]. The structure of interfaces greatly affects the mechanical, thermal and electrical prop-
erties of a material. In particular, the strength and conductivity of a material depend
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critically on the distribution and morphology of grain boundaries. In first-order phase
transitions, the interfacial properties play an important role in the nucleation-growth pro-
cess.

Theoretical discussions of interfaces usually start from the coexistence of two homo-
geneous phases, for which the order parameters are spatially uniform. If the contribution
of inhomogeneity is included in the free energy, the interfacial structure becomes an in-
trinsic property of the energy functional. A simple and widely-used energy functional
describing coexisting homogeneous phase is proposed by Cahn and Hilliard [2]. Since
interfaces are non-equilibrium structures with long relaxation time, two different points
of view could be held. One regards the interface as a metastable state and its morphology
is obtained as a local minimizer of the free energy under certain constraints. The mini-
mization approach is able to reach full relaxation and resolves the interfacial structure.
This approach has been applied to two-component fluid interfaces to study the thickness
and shape in various circumstances [2–6], as well as isotropic-nematic interfaces in liquid
crystals [4, 7, 8]. An alternative approach is to treat the interface as a transient state and
focuses on its dynamics, which is governed by the free energy, in some complex processes
(see [9,10] for two examples built on the Cahn-Hilliard energy). The dynamical approach
enables the study of the dynamical evolution of interfaces.

Interfaces between modulated phases have unique features. Because of spatial mod-
ulation, the interfacial profile depends on the relative position and orientation of the bulk
phases. Also interfaces may exist between two grains of the same phase, i.e. grain bound-
aries. These features make it extremely interesting to study the mechanism of how two
modulated structures are connected, which is very helpful to understanding the origin of
epitaxial relationship and the anistropic nucleation. Therefore, it is important to investi-
gate the morphology of a single interface using the minimization approach. In previous
studies, the minimization approach has been used successfully in the tilted grain bound-
aries of the lamellar phase [11–14] and the bcc phase [15], and twist grain boundaries of
several cubic phases [16]. Some works use dynamical approach [17–19], but it usually
generates several interfaces because there is limitation in choosing boundary conditions,
which we will explain later in detail. From the computational perspective, dynamical
approach is more time-consuming, while in the minimization approach fast optimization
algorithms can be used. In what follows, our discussion is limited to the minimization
approach.

To convert a non-equilibrium interface into a metastable state, we need some anchor-
ing conditions. Let us explain the anchoring conditions using a planar liquid-vapor inter-
face as an example, where the density φ can be viewed as varying only in the x-direction.
Suppose that the density of the liquid is φ1, and that of the vapor is φ2. The density far
away from the interface shall be identical to the bulk values,

φ(−∞)=φ1, φ(+∞)=φ2. (1.1)

Note that these conditions do not determine the location of the interface. If we want to
fix it, say, at x = 0, an extra constraint is needed. A possible constraint is to choose an


