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Abstract

In this paper we consider computational aspect of the matrix Padé approxi-
mants whose definitions and properties were considered in an accompanying paper.
A three-term recursive approach for the computation is established.

»
In [1] the authors have studied the general matrix Padé approximation problem.

It turned out that it is necessary to comsider not only left and right approximants, a
duality imposed by the non-commutativity of the matrix multiplication, but also type
I and type II approximants, depending on the normalization of the denominator. In
this paper, we shall consider a recursive method for computing the approximants. We
use the definitions and notations from [1].

We assume that VW € Z’”‘l and U € Zﬂ’,’“l, so that we do not have to mention
this condition every time. On the other hand, we mainly consider the computation of
type I right MPAs. The computation of the second type will be shown to be equiira.lent_
to the computation of the first type under some conditions. So the right subscript I or
IT in the notations will be deleted if there is no confusion. Consider the set

[V,U,W]={(N,M): NM~ € [V,U,W}}.
The problem we want to solve here is to compute [V, U, W] from two “previous” ones.
We shall need some normality condition for f which is different from the one we have °
defined earlier. We call the new concept I-nurmallty, defined as follows: B
Definition 1 (I-nurma.hty) If for any v,U and W whlch sat:sfy condmon -

E Wg; = E"h Z Ukjy J = 1 2,00, = (1)1

k=1
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the matriz H(V,U,W) is nonsingular, then we say that f is I-normal. -
Yor (N, M) € [V,U,W], we introduce the fellewmg notations fer the elemente of

the numerator, denominator and residual:

Nij(z) = En“‘) ko Mi(2) = Em” £ and (FM - N)._.,(z)— Zﬂ”’) .

k=0 k=0
We introduce the following metrmee.

NV, UW, V)T = [Nf"i*-”(v u,w)T ... N, u,w)T ...

N‘“’*”(V U,w)T .. N("r)(v U,w)T),
M, U,w)T =MW, T, W)T M, u,wHT

- MOV, U,W)T - MEV, U, W)T),

and ' | -
E(V,U,W,W')T = [E{“"“)(V U, W) - EMW, U, W) - Bt (v, U, W)
(wfa)(v U, W)T]
where ' -
MOV, W) = (D o - 1), MOV,OW) = () m® - ]

E(k)(V U,W) = [e(k) (k) | (k]]
The degrees V'+ 1 and orders W’ ea.tlsfy V'+ 1 & Z” Xl and V' < V, W' > Ww. It can
be seen that N (V, U, W, —1) is the coefficient matrix of N, M(V, U, W) is the coefficient
matrix of M, and E(V,U, W, 00) is the eeef[ic:ent matrix of R = fM — N. Hence, from
the definition of MPA, we have

H(V' +1,U +1,V + )M(V,U,W) = N(V,U,W, V"), (2)
HYV + LU+ 1,W+1)MV,U,W) =0, - (3)
HW+LU+1L,W +1)M(V,U,W) = E(V,U,W,W").

Lemma 1. Let f be I-normal. Then for any V,U, W satisfying (1), we have

(i) The matriz N(V 0. W,V
[zl

. temewn] o
£s nonsmgular, where .
—1<V'<V W!'>W and |V - V'I+|W' W| = m. (6)
(i1) The Ieedmg eeeﬁesent matriz ef the denommetor M ¢ g
B UZ lj)’“ - | M “_‘L)(V, v, W)T ML W)T]
is nansmgular | 5%5“ g ._
..z(ﬁ) and W” > W" nnd (V, U+1, W" .satwfymy (1),

eeeee

(iil) For | %48 W' ?;i _‘

the matriz, R
| - AHNe A% N V U + 1, W" VY |

w-') 0 -



