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#### Abstract

In this paper two dimensional elliptic interface problem with imperfect contact is considered, which is featured by the implicit jump condition imposed on the imperfect contact interface, and the jumping quantity of the unknown is related to the flux across the interface. A finite difference method is constructed for the 2D elliptic interface problems with straight and curve interface shapes. Then, the stability and convergence analysis are given for the constructed scheme. Further, in particular case, it is proved to be monotone. Numerical examples for elliptic interface problems with straight and curve interface shapes are tested to verify the performance of the scheme. The numerical results demonstrate that it obtains approximately second-order accuracy for elliptic interface equations with implicit jump condition.


Mathematics subject classification: 65N06, 65B99.
Key words: Finite difference method, Elliptic interface problem, Imperfect contact.

## 1. Introduction

We consider the elliptic interface problem with imperfect contact

$$
\begin{cases}-\nabla \cdot \beta(x, y) \nabla u(x, y)+c(x, y) u(x, y)=f(x, y), & x \in \Omega \backslash \Gamma  \tag{1.1}\\ u(x, y)=g(x, y), & x \in \partial \Omega\end{cases}
$$

together with the following implicit jump conditions across the interface $\Gamma$ :

[^0]\[

\left\{$$
\begin{array}{l}
{[u]=u^{+}-u^{-}=\lambda \beta^{+} \nabla u^{+} \cdot \vec{n}}  \tag{1.2}\\
{\left[\beta \frac{\partial u}{\partial \vec{n}}\right]=\beta^{+} \nabla u^{+} \cdot \vec{n}-\beta^{-} \nabla u^{-} \cdot \vec{n}=0}
\end{array}
$$\right.
\]

where $u^{ \pm}(x, y)=\left.u(x, y)\right|_{\Omega^{ \pm}}$and $\vec{n}$ is a unit normal to the interface pointing from $\Omega^{-}$to $\Omega^{+}$. Without loss of generality, we assume that $\Omega \subset \mathbb{R}^{2}$ is a rectangular domain, and the interface $\Gamma$ is a smooth straight or curve line which separates $\Omega$ into two sub-domains $\Omega^{-}$and $\Omega^{+}$.

The interface problem (1.1)-(1.2) arises in many important scientific and engineering applications. Examples include incompressible two-phase flow with surface tension featuring jumps in pressure and pressure gradient across the interface [29,31], temperature discontinuity between gas and cooling solid surface [13], heat conduction between materials of different heat capacity and conductivity and interface diffusion process [24,32]. It is also applied to model the conjugate heat transfer problem in thermodynamic processes between materials that are thermally coupled through non-adiabatic contacts [9], heat transfer in composite media, heat transfer in building [36], transient behavior for the thermoelastic contact of two rods of dissimilar materials [1]. Moreover, the dielectric heat conduction problem of solid spherical particles dispersed in the continuous phase [25], the calculation of temperature distribution in multi-layer thin film structures [30], e.g. X-ray lithography, laser annealing, laser processing, etc, can also be described by the elliptic interface problem.

The solution of the elliptic interface problems is often discontinuous due to discontinuous coefficients or singular sources across the interface. Various numerical methods are provided for solving these kind of problems. According to the geometric relationship between the computational grid and the material interface, the numerical methods can be generally divided into two categories:
(1) The interface fitted mesh methods $[2,5,11,20,39]$. This kind of method features by the computational mesh fits the interface, it means that an element of the underlying mesh is required to intersect with the interface only through its boundaries. This approach is beneficial for the numerical scheme to reach optimal convergence. However, when the geometry is complex, this usually leads to a nontrivial interface meshing problem. Another disadvantage of the fitted mesh is encountered when solving moving interface problems. Since the interface is moving, a new fitted mesh has to be generated at each time step and an interpolation is required to transfer the numerical solutions solved on different meshes.
(2) The interface unfitted mesh method. In this second approach, the interface is allowed to cut computational cells. One difficulty is that special treatment needs to be introduced on these elements in which the interface pass through. And the conditioning of the resulting linear system has a strong dependence on how the interface cuts the mesh cells [4]. There are many interface unfitted mesh methods, such as, the immersed interface method $[8,19,21,26,33]$, the immersed finite volume method $[3,6,23,35,40]$, and the immersed finite element method $[7,12,15,22,37]$.

To summarize, elliptic interface problem has been well-studied and can be well solved using finite difference, finite element and finite volume type methods. However, there are significant differences at the connection conditions imposed along the interface. Usually the continuity of the temperature in addition to the conservation of the conductive heat flux are imposed on the interfaces and are referred to as the continuity interface conditions [12,22] (known as perfect
contact or the homogeneous jump interface conditions, $[u]=0,[\beta \partial u / \partial \vec{n}]=0)$. Besides, the imperfect contact condition with nonhomogeneous jump conditions are frequently imposed along the interface. On this type of interface, the jumps of the temperature as well as the conductive heat flux along the interface are known explicitly $[15,21,37]$, (say $[u]=g_{1},[\beta \partial u / \partial \vec{n}]=g_{2}$, with known $g_{1}$ and $g_{2}$ ). There is another imperfect interface condition $[5,17,36]$, which has a continuous heat flux across the interface, while allowing a jump in the temperature and the temperature jump is assumed to be proportional to the average heat flux across the interface, as (1.2). When the elliptic interface problem has a implicit jump condition as in (1.2), there are comparatively few numerical methods for solving such problems.

When the jumps are implicit along the interface problems, numerically solving the governing equations becomes more challenging. It is difficult to use continuous Galerkin method directly on the global domain because of the special interface structure and variational formulation. Some special techniques should be introduced when the nonstandard FEM is used. Javili [14] developed a thermodynamically consistent theory for general imperfect interfaces and to establish a unified computational framework to model all classes of such interfaces using the finite element method. Monsurro $[10,27]$ studied the asymptotic behavior of a problem modelling the stationary diffusion in a two-component heat conductor, with a contact resistance. The flow of heat through the interface separating the two media is supposed to be proportional to the jump of the temperature field. Costa et al. [9] proposed a high-order accurate finite volume scheme in general polygonal meshes to solve conjugate heat transfer problems with arbitrary curved interfaces and imperfect thermal contacts. A generic polynomial reconstruction method is used to provide local approximations of the temperature complemented with the reconstruction for off-site data method to properly fulfill the prescribed interface conditions. Jo and Kwak [17] introduced an immersed element method for elliptic interface problems, where the jumps are related to the normal fluxes. The discontinuity of solution is handled by incorporating the implicit jump conditions into a bilinear form through enriching usual $P_{1}$ finite element space by extra degrees of freedom on each side of the interface. Kwak and Lee [18] introduced a new variational form and a new finite element method for solving second-order elliptic interface problems where the jump of primary variable is related to the normal flux. The jump conditions along the interface is satisfied by modifying the $P_{1}$-Crouzeix-Raviart element. The scheme has consistency and stability terms to compensate the inconsistency along the boundary of the interface elements. Wang [34] proposed a non-traditional finite element method with non-bodyfitting grids to solve the elliptic equations with imperfect contact in two dimensions, in which the coefficient $\beta(x)$ is a $2 \times 2$ matrix. The method was proved to be second-order accuracy in $L_{\infty}$ norm, and the condition number of the coefficient matrix grows with order $\mathcal{O}\left(h^{-2}\right)$. Jia et al. [16] proposed a domain decomposition method for the imperfect interface problem and proved that the iterative method is convergent and the iterative procedure is extremumpreserving. Cao et al. [5] presented a monotone finite volume scheme for the diffusion equation with imperfect interface which can obtain second-order accuracy solution on the body fitted quadrilateral and triangular meshes.

In this paper, we consider the stationary heat equation in the two component composite modelized by $\Omega, \Omega=\Omega_{1} \cup \Omega_{2}$, and separated by a contact surface $\Gamma$, on which the jump of primary variable is proportional to the normal flux across $\Gamma$. A finite difference method is constructed for the two dimensional elliptic equations with the imperfect contact. The stability and convergence analysis are provided for the presented scheme. In the case that the interface is straight and the diffusion coefficient is piecewise constant, the presented scheme is proved
to be monotone. The numerical results from the proposed scheme based on the unfitted-mesh method are compared with the results in [5], in which the solution is obtained by finite volume method on the body fitted quadrilateral and triangular meshes. Numerical results show that the presented scheme has roughly second-order accuracy for elliptic interface problems with imperfect contact.

The rest of this paper is organized as follows. In Section 2, we construct the scheme for elliptic equations with straight line and curve type interfaces. Section 3 is devoted to analyze the monotonicity, stability and convergent rate of the scheme. Numerical examples are carried out in Section 4 to demonstrate the accuracy and stability of the presented scheme. A conclusion remark is given in Section 5.

## 2. Construction of Difference Scheme

### 2.1. The straight line interface

For simplicity, we start with the case that the interface is a straight line. We assume that $\beta(x, y), c(x, y)$ and $f(x, y)$ are piecewise smooth functions which may have a jump at the interface $x=\alpha$, and $\beta(x, y)$ is bounded

$$
\begin{equation*}
0<\beta_{\min } \leq \beta(x, y) \leq \beta_{\max } \tag{2.1}
\end{equation*}
$$

where $\beta_{\min }$ and $\beta_{\max }$ are two constants.
Note $\beta(x, y)$ will be assumed to be piecewise constants, and $c(x, y)$ and $f(x, y)$ are continuous in the derivation of the scheme for simplicity.

Assume $x_{k}<\alpha<x_{k+1}$. Introduce a uniform grid $x_{i}=i h, y_{j}=j h, i, j=0,1, \ldots, n$ with $h=1 / n$. The finite difference scheme can be written as

$$
\begin{align*}
L_{h} u_{i, j}^{h}= & \gamma_{i, j, 1} u_{i-1, j}^{h}+\gamma_{i, j, 2} u_{i, j-1}^{h}+\gamma_{i, j, 3} u_{i, j}^{h} \\
& +\gamma_{i, j, 4} u_{i, j+1}^{h}+\gamma_{i, j, 5} u_{i+1, j}^{h}+c_{i, j} u_{i, j}^{h}=f_{i, j} \tag{2.2}
\end{align*}
$$

where $u_{i, j}^{h}=u^{h}\left(x_{i}, y_{j}\right)$ and $i, j=1,2, \ldots, n-1, i \neq k, k+1$.
That is, at a regular point, $i \neq k, k+1, L_{h}$ is the usual central (five-point) difference approximation

$$
\begin{aligned}
& \gamma_{i, j, 1}=-\frac{\beta\left(x_{i-\frac{1}{2}}, y_{j}\right)}{h^{2}}, \quad \gamma_{i, j, 2}=-\frac{\beta\left(x_{i+\frac{1}{2}}, y_{j}\right)}{h^{2}}, \\
& \gamma_{i, j, 3}=-\left(\gamma_{i, j, 1}+\gamma_{i, j, 2}+\gamma_{i, j, 4}+\gamma_{i, j, 5}\right) \\
& \gamma_{i, j, 4}=-\frac{\beta\left(x_{i}, y_{j-\frac{1}{2}}\right)}{h^{2}}, \quad \gamma_{i, j, 5}=-\frac{\beta\left(x_{i}, y_{j+\frac{1}{2}}\right)}{h^{2}}, \quad f_{i, j}=f\left(x_{i}, y_{j}\right)
\end{aligned}
$$

where

$$
x_{i-\frac{1}{2}}=\frac{x_{i}+x_{i-1}}{2}, \quad y_{i-\frac{1}{2}}=\frac{y_{i}+y_{i-1}}{2}, \quad i, j=1,2, \ldots, n .
$$

The local truncation error is $\mathcal{O}\left(h^{2}\right)$

$$
\begin{aligned}
T_{i, j}= & \gamma_{i, j, 1} u_{i-1, j}^{h}+\gamma_{i, j, 2} u_{i, j-1}^{h}+\gamma_{i, j, 3} u_{i, j}^{h}+\gamma_{i, j, 4} u_{i, j+1}^{h} \\
& +\gamma_{i, j, 5} u_{i+1, j}^{h}+c_{i, j} u_{i, j}^{h}-f_{i, j}=\mathcal{O}\left(h^{2}\right), \quad i \neq k, k+1 .
\end{aligned}
$$

At the irregular grid point $\left(x_{k}, y_{j}\right), j=1,2, \ldots, n$, we introduce the following seven-point stencil:

$$
\begin{aligned}
& \gamma_{1} u_{i-1, j}^{h}+\gamma_{2} u_{i, j-1}^{h}+\gamma_{3} u_{i, j}^{h}+\gamma_{4} u_{i, j+1}^{h}+\gamma_{5} u_{i+1, j}^{h} \\
& \quad+\gamma_{6} u_{k+1 j}^{h}+\gamma_{7} u_{k+1, j+1}^{h}+c_{k, j} u_{k, j}^{h}=f_{k, j}+R_{k, j}
\end{aligned}
$$

where the coefficients $\gamma_{s}$ should depend on $k, j$, but for simplicity of notation we drop these indices, and they will be determined as follows.

For a function $u(x, y)$, denote

$$
u_{i, j}=u\left(x_{i}, y_{j}\right), \quad u_{j}^{-}=u\left(\alpha^{-}, y_{j}\right), \quad u_{j}^{+}=u\left(\alpha^{+}, y_{j}\right)
$$

Besides, the stencil points $(k-1, j),(k, j-1),(k, j),(k, j+1),(k+1, j-1),(k+1, j),(k+1, j+1)$ are respectively denoted by $1,2,3,4,5,6,7$, respectively, see Fig. 2.1(a). Thus, the functions $u_{k-1, j}, u_{k, j-1}, u_{k, j}, u_{k+1, j-1}, u_{k, j+1}, u_{k+1, j}, u_{k+1, j+1}$ can be written as $u_{1}, u_{2}, u_{3}, u_{4}, u_{5}, u_{6}, u_{7}$, respectively.

(a)

(b)

Fig. 2.1. The stencils for the irregular points (a) $(k, j)$ and (b) $(k+1, j)$ with straight line interface.
Expand $u_{k-1, j}, u_{k, j-1}, u_{k, j}, u_{k+1, j-1}, u_{k, j+1}, u_{k+1, j}$ and $u_{k+1, j+1}$ in Taylor series about the point $\left(\alpha, y_{j}\right)$

$$
\begin{align*}
u_{m}= & u^{-}+h_{x, m} u_{x}^{-}+h_{y, m} u_{y}^{-}+\frac{h_{x, m}^{2}}{2} u_{x x}^{-}+\frac{h_{x, m} h_{y, m}}{2} u_{x y}^{-} \\
& +\frac{h_{y, m}^{2}}{2} u_{y y}^{-}+\mathcal{O}\left(h^{3}\right), \quad m \in \Omega^{-}  \tag{2.3}\\
u_{m}= & u^{+}+h_{x, m} u_{x}^{+}+h_{y, m} u_{y}^{+}+\frac{h_{x, m}^{2}}{2} u_{x x}^{+}+\frac{h_{x, m} h_{y, m}}{2} u_{x y}^{+} \\
& +\frac{h_{y, m}^{2}}{2} u_{y y}^{+}+\mathcal{O}\left(h^{3}\right), \quad m \in \Omega^{+} \tag{2.4}
\end{align*}
$$

where $h_{x, m}=x_{m}-\alpha, h_{y, m}=y_{m}-y_{i}$.
From the interface connecting condition (1.2), it follows:

$$
u^{+}=u^{-}+\lambda \beta^{-} u_{x}^{-}, \quad u_{x}^{+}=\frac{\beta^{-} u_{x}^{-}}{\beta^{+}},
$$

$$
\begin{aligned}
& u_{y}^{+}=\lambda \beta_{y}^{-} u_{x}^{-}+u_{y}^{-}+\lambda \beta^{-} u_{x y}^{-} \\
& u_{x y}^{+}=\frac{\beta_{y}^{-} \beta^{+}-\beta^{-} \beta_{y}^{+}}{\beta^{+2}} u_{x}^{-}+\frac{\beta^{-}}{\beta^{+}} u_{x y}^{-}, \\
& u_{y y}^{+}=\lambda \beta_{y y}^{-} u_{x}^{-}+2 \lambda \beta_{y}^{-} u_{x y}^{-}+u_{y y}^{-}+\lambda \beta^{-} u_{x y y}^{-}
\end{aligned}
$$

Moreover, the governing equation (1.1) yields

$$
\begin{aligned}
& -\beta^{+} u_{x x}^{+}-\beta^{+} u_{y y}^{+}-\beta_{x}^{+} u_{x}^{+}-\beta_{y}^{+} u_{y}^{+}+c^{+} u^{+}-f^{+} \\
= & -\beta^{-} u_{x x}^{-}-\beta^{-} u_{y y}^{-}-\beta_{x}^{-} u_{x}^{-}-\beta_{y}^{-} u_{y}^{-}+c^{-} u^{-}-f^{-} .
\end{aligned}
$$

Hence,

$$
\begin{aligned}
u_{x x}^{+}= & \frac{[c]}{\beta^{+}} u^{-}+\frac{1}{\beta^{+}}\left\{\frac{\beta_{x}^{-} \beta^{+}-\beta_{x}^{+} \beta^{-}}{\beta^{+}}-\lambda \beta_{y}^{+} \beta_{y}^{-}-\lambda \beta^{+} \beta_{y y}^{-}+\lambda c^{+} \beta^{-}\right\} u_{x}^{-}-\frac{\left[\beta_{y}\right]}{\beta^{+}} u_{y}^{-} \\
& +\frac{\beta^{-}}{\beta^{+}} u_{x x}^{-}-\frac{[\beta]}{\beta^{+}} u_{y y}^{-}-\frac{\lambda \beta^{-} \beta_{y}^{+}+2 \lambda \beta^{+} \beta_{y}^{-}}{\beta^{+}} u_{x y}^{-}-\lambda \beta^{-} u_{x y y}^{-}-\frac{[f]}{\beta^{+}}, \\
u_{x x}^{-}= & -\frac{[c]}{\beta^{-}} u^{+}+\frac{1}{\beta^{-}}\left\{\frac{\beta_{x}^{+} \beta^{-}-\beta_{x}^{-} \beta^{+}}{\beta^{-}}+\lambda \beta_{y}^{-} \beta_{y}^{+}+\lambda \beta^{-} \beta_{y y}^{+}-\lambda c^{-} \beta^{+}\right\} u_{x}^{+}+\frac{\left[\beta_{y}\right]}{\beta^{-}} u_{y}^{+} \\
& +\frac{\beta^{+}}{\beta^{-}} u_{x x}^{+}+\frac{[\beta]}{\beta^{-}} u_{y y}^{+}+\frac{\lambda \beta^{+} \beta_{y}^{-}+2 \lambda \beta^{-} \beta_{y}^{+}}{\beta^{-}} u_{x y}^{+}+\lambda \beta^{+} u_{x y y}^{+}+\frac{[f]}{\beta^{-}} .
\end{aligned}
$$

By representing $u^{+}$with $u^{-}$, the Taylor expression (2.3) and (2.4) can be rewritten as

$$
\begin{align*}
u_{m}= & \omega_{m, 1} u^{-}+\omega_{m, 2} u_{x}^{-}+\omega_{m, 3} u_{y}^{-}+\omega_{m, 4} u_{x x}^{-}+\omega_{m, 5} u_{x y}^{-} \\
& +\omega_{m, 6} u_{y y}^{-}+\omega_{m, 7} u_{x y y}^{-}+G_{m}+\mathcal{O}\left(h^{3}\right), \quad m=1,2, \ldots, 7, \tag{2.5}
\end{align*}
$$

where

$$
\begin{aligned}
& \omega_{1,1}=1, \quad \omega_{1,2}=h_{x, 1}, \quad \omega_{1,3}=0, \quad \omega_{1,4}=\frac{h_{x, 1}^{2}}{2} \\
& \omega_{1,5}=\omega_{1,6}=\omega_{1,7}=0, \\
& \omega_{2,1}=1, \quad \omega_{2,2}=h_{x, 2}, \quad \omega_{2,3}=-h, \quad \omega_{2,4}=\frac{h_{x, 2}^{2}}{2}, \\
& \omega_{2,5}=\frac{-h h_{x, 2}}{2}, \quad \omega_{2,6}=\frac{h^{2}}{2}, \quad \omega_{2,7}=0, \\
& \omega_{3,1}=1, \quad \omega_{3,2}=h_{x, 3}, \quad \omega_{3,3}=0, \quad \omega_{3,4}=\frac{h_{x, 3}^{2}}{2} \\
& \omega_{3,5}=\omega_{3,6}=\omega_{3,7}=0, \\
& \omega_{4,1}=1, \quad \omega_{4,2}=h_{x, 4}, \quad \omega_{4,3}=h, \quad \omega_{4,4}=\frac{h_{x, 4}^{2}}{2} \\
& \omega_{4,5}=\frac{h h_{x, 4}}{2}, \quad \omega_{4,6}=\frac{h^{2}}{2}, \quad \omega_{4,7}=0, \\
& G_{1}=G_{2}=G_{3}=G_{4}=0, \quad \omega_{5,1}=1+\frac{[c]}{\beta^{+}} \frac{h_{x, 5}^{2}}{2}, \\
& \omega_{5,2}=\lambda \beta^{-}+\frac{\beta^{-}}{\beta^{+}} h_{x, 5}-h \lambda \beta_{y}^{-}+\frac{h_{x, 5}^{2}}{2 \beta^{+}}\left\{\frac{\beta_{x}^{-} \beta^{+}-\beta_{x}^{+} \beta^{-}}{\beta^{+}}-\lambda \beta_{y}^{+} \beta_{y}^{-}-\lambda \beta^{+} \beta_{y y}^{-}+\lambda c^{+} \beta^{-}\right\}
\end{aligned}
$$

$$
\begin{aligned}
& -\frac{h_{x, 5} h}{2} \frac{\beta_{y}^{-} \beta^{+}-\beta^{-} \beta_{y}^{+}}{\beta^{+2}}+\lambda \beta_{y y}^{-} \frac{h^{2}}{2}, \\
\omega_{5,3}= & -h-\frac{h_{x, 5}^{2}}{2} \frac{\left[\beta_{y}\right]}{\beta^{+}}, \quad \omega_{5,4}=\frac{h_{x, 5}^{2}}{2} \frac{\beta^{-}}{\beta^{+}}, \\
\omega_{5,5}= & -\lambda h \beta^{-}-\frac{h_{x, 5}^{2}}{2} \frac{\lambda \beta^{-} \beta_{y}^{+}+2 \lambda \beta^{+} \beta_{y}^{-}}{\beta^{+}}-\frac{\beta^{-}}{\beta^{+}} \frac{h h_{x, 5}}{2}+\lambda h^{2} \beta_{y}^{-}, \\
\omega_{5,6}= & \frac{h^{2}}{2}-\frac{h_{x, 5}^{2}}{2} \frac{[\beta]}{\beta^{+}}, \quad \omega_{5,7}=\lambda \beta^{-} \frac{h^{2}}{2}-\lambda \beta^{-} \frac{h_{x, 5}^{2}}{2}, \\
G_{5}= & -\frac{[f]}{\beta^{+}} \frac{h_{x, 5}^{2}}{2}, \quad \omega_{6,1}=1+\frac{h_{x, 6}^{2}}{2} \frac{[c]}{\beta^{+}}, \\
\omega_{6,2}= & \lambda \beta^{-}+\frac{\beta^{-}}{\beta^{+}} h_{x, 6}+\frac{h_{x, 6}^{2}}{2 \beta^{+}}\left\{\frac{\beta_{x}^{-} \beta^{+}-\beta_{x}^{+} \beta^{-}}{\beta^{+}}-\lambda \beta_{y}^{+} \beta_{y}^{-}-\lambda \beta^{+} \beta_{y y}^{-}+\lambda c^{+} \beta^{-}\right\}, \\
\omega_{6,3}= & -\frac{h_{x, 6}^{2}}{2} \frac{\left[\beta_{y}\right]}{\beta^{+}}, \quad \omega_{6,4}=\frac{h_{x, 6}^{2}}{2} \frac{\beta^{-}}{\beta^{+}}, \quad \omega_{6,5}=-\frac{h_{x, 6}^{2}}{2} \frac{\lambda \beta^{-} \beta_{y}^{+}+2 \lambda \beta^{+} \beta_{y}^{-}}{\beta^{+}}, \\
\omega_{6,6}= & -\frac{h_{x, 6}^{2}}{2} \frac{[\beta]}{\beta^{+}}, \quad-\frac{h_{x, 6}^{2}}{2} \lambda \beta^{-}, \\
G_{6}= & -\frac{[f]}{\beta^{+}} \frac{h_{x, 6}^{2}}{2}, \quad \omega_{7,1}=1+\frac{h_{x, 7}^{2}}{2} \frac{[c]}{\beta^{+}}, \\
\omega_{7,2}= & \lambda \beta^{-}+\frac{\beta^{-}}{\beta^{+}} h_{x, 7}+\lambda h \beta_{y}^{-}+\frac{h_{x, 7}^{2}}{2 \beta^{+}}\left\{\frac{\beta_{x}^{-} \beta^{+}-\beta_{x}^{+} \beta^{-}}{\beta^{+}}-\lambda \beta_{y}^{+} \beta_{y}^{-}-\lambda \beta^{+} \beta_{y y}^{-}+\lambda c^{+} \beta^{-}\right\} \\
+ & \frac{h h_{x, 7}}{2} \frac{\beta_{y}^{-} \beta^{+}-\beta^{-} \beta_{y}^{+}}{\beta^{+2}}+\lambda \beta_{y y}^{-} \frac{h^{2}}{2}, \\
\omega_{7,3}= & h-\frac{h_{x, 7}^{2}}{2} \frac{\left[\beta_{y}\right]}{\beta^{+}}, \quad \omega_{7,4}=\frac{h_{x, 7}^{2}}{2} \frac{\beta^{-}}{\beta^{+}}, \\
\omega_{7,5}= & \lambda h \beta^{-}-\frac{h_{x, 7}^{2}}{2} \frac{\lambda \beta^{-} \beta_{y}^{+}+2 \lambda \beta^{+} \beta_{y}^{-}}{\beta^{+}}+\frac{\beta^{-}}{\beta^{+}} \frac{h h_{x, 7}}{2}+\lambda h^{2} \beta_{y}^{-}, \\
\omega_{7,6}= & \frac{h^{2}}{2}-\frac{h_{x, 7}^{2}}{2} \frac{[\beta]}{\beta^{+}}, \quad \omega_{7,7}=\lambda \beta^{-} \frac{h^{2}}{2}-\lambda \beta^{-} \frac{h_{x, 7}^{2}}{2}, \quad G_{7}=-\frac{[f]}{\beta^{+}} \frac{h_{x, 7}^{2}}{2} .
\end{aligned}
$$

Substitute these expressions into the local truncation error $T_{k, j}$, and then collect terms according to the of combination coefficients of $u^{-}, u_{x}^{-}, u_{y}^{-}, u_{x x}^{-}, u_{y y}^{-}, u_{x y}^{-}$and $u_{x y y}^{-}$. There is

$$
\begin{aligned}
T_{k, j}= & \gamma_{1} u_{1}+\gamma_{2} u_{2}+\gamma_{3} u_{3}+\gamma_{4} u_{4}+\gamma_{5} u_{5}+\gamma_{6} u_{6}+\gamma_{7} u_{7} \\
& -\left(-\beta_{x}^{-} u_{x}^{-}-\beta^{-} u_{x x}^{-}-\beta_{y}^{-} u_{y}^{-}-\beta^{-} u_{y y}^{-}\right)-R_{k, j} \\
= & \left(\gamma_{1} \omega_{1,1}+\gamma_{2} \omega_{2,1}+\gamma_{3} \omega_{3,1}+\gamma_{4} \omega_{4,1}+\gamma_{5} \omega_{5,1}+\gamma_{6} \omega_{6,1}+\gamma_{7} \omega_{7,1}\right) u^{-} \\
& +\left(\gamma_{1} \omega_{1,2}+\gamma_{2} \omega_{2,2}+\gamma_{3} \omega_{3,2}+\gamma_{4} \omega_{4,2}+\gamma_{5} \omega_{5,2}+\gamma_{6} \omega_{6,2}+\gamma_{7} \omega_{7,2}+\beta_{x}^{-}\right) u_{x}^{-} \\
& +\left(\gamma_{1} \omega_{1,3}+\gamma_{2} \omega_{2,3}+\gamma_{3} \omega_{3,3}+\gamma_{4} \omega_{4,3}+\gamma_{5} \omega_{5,3}+\gamma_{6} \omega_{6,3}+\gamma_{7} \omega_{7,3}+\beta_{y}^{-}\right) u_{y}^{-} \\
& +\left(\gamma_{1} \omega_{1,4}+\gamma_{2} \omega_{2,4}+\gamma_{3} \omega_{3,4}+\gamma_{4} \omega_{4,4}+\gamma_{5} \omega_{5,4}+\gamma_{6} \omega_{6,4}+\gamma_{7} \omega_{7,4}+\beta^{-}\right) u_{x x}^{-} \\
& +\left(\gamma_{2} \omega_{2,5}+\gamma_{4} \omega_{4,5}+\gamma_{5} \omega_{5,5}+\gamma_{6} \omega_{6,5}+\gamma_{7} \omega_{7,5}\right) u_{x y}^{-} \\
& +\left(\gamma_{2} \omega_{2,6}+\gamma_{4} \omega_{4,6}+\gamma_{5} \omega_{5,6}+\gamma_{6} \omega_{6,6}+\gamma_{7} \omega_{7,6}+\beta^{-}\right) u_{y y}^{-} \\
& +\left(\gamma_{5} \omega_{5,7}+\gamma_{6} \omega_{6,7}+\gamma_{7} \omega_{7,7}\right) u_{x y y}^{-} \\
& +\left(\gamma_{5} G_{5}+\gamma_{6} G_{6}+\gamma_{7} G_{7}-R_{k, j}\right)+\mathcal{O}(h) .
\end{aligned}
$$

To require $T_{k, j}$ being $\mathcal{O}(h)$, we get the following linear system with unknown $\gamma_{s}(1 \leq s \leq 7)$ :

$$
\left(\begin{array}{ccccccc}
\omega_{1,1} & \omega_{2,1} & \omega_{3,1} & \omega_{4,1} & \omega_{5,1} & \omega_{6,1} & \omega_{7,1}  \tag{2.6}\\
\omega_{1,2} & \omega_{2,2} & \omega_{3,2} & \omega_{4,2} & \omega_{5,2} & \omega_{6,2} & \omega_{7,2} \\
0 & -h & 0 & h & \omega_{5,3} & \omega_{6,3} & \omega_{7,3} \\
\omega_{1,4} & \omega_{2,4} & \omega_{3,4} & \omega_{4,4} & \omega_{5,4} & \omega_{6,4} & \omega_{7,4} \\
0 & -\frac{h h_{x, 1}}{2} & 0 & \frac{h h_{x, 1}}{2} & \omega_{5,5} & \omega_{6,5} & \omega_{7,5} \\
0 & \frac{h^{2}}{2} & 0 & \frac{h^{2}}{2} & \omega_{5,6} & \omega_{6,6} & \omega_{7,6} \\
0 & 0 & 0 & 0 & \omega_{5,7} & \omega_{6,7} & \omega_{7,7}
\end{array}\right)\left(\begin{array}{c}
\gamma_{1} \\
\gamma_{2} \\
\gamma_{3} \\
\gamma_{4} \\
\gamma_{5} \\
\gamma_{6} \\
\gamma_{7}
\end{array}\right)=\left(\begin{array}{c}
0 \\
-\beta_{x}^{-} \\
-\beta_{y}^{-} \\
-\beta^{-} \\
0 \\
-\beta^{+} \\
0
\end{array}\right)
$$

If $\beta_{x}^{-}=\beta_{x}^{+}=0, \beta_{y}^{-}=\beta_{y}^{+}=0$ and $c(x, y)$ is continuous, the linear system can be written as

$$
\left\{\begin{array}{l}
\gamma_{1}+\gamma_{2}+\gamma_{3}+\gamma_{4}+\gamma_{5}+\gamma_{6}+\gamma_{7}=0, \\
h_{x, 1} \gamma_{1}+h_{x, 2}\left(\gamma_{2}+\gamma_{3}+\gamma_{4}\right)+\left(\lambda \beta^{-}+\frac{\beta^{-}}{\beta^{+}} h_{x, 5}+\frac{\lambda c^{+} \beta^{-}}{\beta^{+}} \frac{h_{x, 5}^{2}}{2}\right)\left(\gamma_{5}+\gamma_{6}+\gamma_{7}\right)=0, \\
-\gamma_{2}+\gamma_{4}-\gamma_{5}+\gamma_{7}=0, \\
h_{x, 1}^{2} \gamma_{1}+h_{x, 2}^{2}\left(\gamma_{2}+\gamma_{3}+\gamma_{4}\right)+\frac{\beta^{-}}{\beta^{+}} h_{x, 5}^{2}\left(\gamma_{5}+\gamma_{6}+\gamma_{7}\right)=-2 \beta^{-}, \\
h_{x, 2}\left(-\gamma_{2}+\gamma_{4}\right)+\left(\lambda \beta^{-}+\frac{\beta^{-}}{\beta^{+}} h_{x, 5}\right)\left(-\gamma_{5}+\gamma_{7}\right)=0, \\
h^{2}\left(\gamma_{2}+\gamma_{4}\right)+\left(h^{2}-\frac{[\beta]}{\beta^{+}} h_{x, 5}^{2}\right)\left(\gamma_{5}+\gamma_{7}\right)-\frac{[\beta]}{\beta^{+}} h_{x, 5}^{2} \gamma_{6}=-2 \beta^{+}, \\
\left(h^{2}-h_{x, 5}^{2}\right)\left(\gamma_{5}+\gamma_{7}\right)-h_{x, 5}^{2} \gamma_{6}=0,
\end{array}\right.
$$

and

$$
R_{k, j}=\left(\gamma_{5}+\gamma_{6}+\gamma_{7}\right)\left(-\frac{\left(x_{k+1}-\alpha\right)^{2}}{2 \beta^{+}}[f]\right)
$$

At the irregular points $\left(x_{k+1}, y_{j}\right), j=1,2, \ldots, n$, similar finite difference scheme can be introduced, i.e.

$$
\begin{aligned}
& \bar{\gamma}_{1} u_{k+2_{j}}^{h}+\bar{\gamma}_{2} u_{k+1, j-1}^{h}+\bar{\gamma}_{3} u_{k+1, j}^{h}+\bar{\gamma}_{4} u_{k+1, j+1}^{h}+\bar{\gamma}_{5} u_{k, j-1}^{h}+\bar{\gamma}_{6} u_{k, j}^{h} \\
& \quad+\bar{\gamma}_{7} u_{h}\left(x_{k}, y_{j+1}\right)+c_{k+1, j} u_{k+1, j}^{h}=f_{k+1, j}+R_{k+1, j} .
\end{aligned}
$$

Denote the 7 points $(k+2, j),(k+1, j-1),(k+1, j),(k+1, j+1),(k, j-1),(k, j),(k, j+1)$ as $1,2,3,4,5,6,7$, respectively, see Fig. 2.1(b). Expand $u_{k+2, j}, u_{k+1, j-1}, u_{k+1, j}, u_{k+1, j+1}, u_{k, j-1}$, $u_{k, j}$ and $u_{k, j+1}$ in Taylor series at point $(\alpha, j)$. These Taylor expression can be rewritten as

$$
\begin{align*}
u_{m}= & \bar{\omega}_{m, 1} u^{+}+\bar{\omega}_{m, 2} u_{x}^{+}+\bar{\omega}_{m, 3} u_{y}^{+}+\bar{\omega}_{m, 4} u_{x x}^{+}+\bar{\omega}_{m, 5} u_{x y}^{+} \\
& +\bar{\omega}_{m, 6} u_{y y}^{+}+\bar{\omega}_{m, 7} u_{x y y}^{+}+\bar{G}_{m}+\mathcal{O}\left(h^{3}\right), \quad m=1,2, \ldots, 7, \tag{2.7}
\end{align*}
$$

where

$$
\begin{aligned}
& \bar{\omega}_{1,1}=1, \quad \bar{\omega}_{1,2}=h_{x, 1}, \quad \bar{\omega}_{1,3}=0, \quad \bar{\omega}_{1,4}=\frac{h_{x, 1}^{2}}{2} \\
& \bar{\omega}_{1,5}=\bar{\omega}_{1,6}=\bar{\omega}_{1,7}=0
\end{aligned}
$$

$$
\begin{aligned}
& \bar{\omega}_{2,1}=1, \quad \bar{\omega}_{2,2}=h_{x, 2}, \quad \bar{\omega}_{2,3}=-h, \quad \bar{\omega}_{2,4}=\frac{h_{x, 2}^{2}}{2}, \\
& \bar{\omega}_{2,5}=-\frac{h h_{x, 2}}{2}, \quad \bar{\omega}_{2,6}=\frac{h^{2}}{2}, \quad \bar{\omega}_{2,7}=0, \\
& \bar{\omega}_{3,1}=1, \quad \bar{\omega}_{3,2}=h_{x, 3}, \quad \bar{\omega}_{3,3}=0, \quad \bar{\omega}_{3,4}=\frac{h_{x, 3}^{2}}{2}, \\
& \bar{\omega}_{3,5}=\bar{\omega}_{3,6}=\bar{\omega}_{3,7}=0, \\
& \bar{\omega}_{4,1}=1, \quad \bar{\omega}_{4,2}=h_{x, 4}, \quad \bar{\omega}_{4,3}=h, \quad \bar{\omega}_{4,4}=\frac{h_{x, 4}^{2}}{2}, \\
& \bar{\omega}_{4,5}=\frac{h h_{x, 4}}{2}, \quad \bar{\omega}_{4,6}=\frac{h^{2}}{2}, \quad \bar{\omega}_{4,7}=0, \\
& \bar{G}_{1}=\bar{G}_{2}=\bar{G}_{3}=\bar{G}_{4}=0, \quad \bar{\omega}_{5,1}=1-\frac{[c]}{\beta^{-}} h_{x, 5}^{2}, \\
& \bar{\omega}_{5,2}=-\lambda \beta^{+}+\frac{\beta^{-}}{\beta^{+}} h_{x, 5}+\lambda \beta_{y}^{+} h+\frac{h_{x, 5}^{2}}{2 \beta^{-}}\left\{\frac{\beta_{x}^{+} \beta^{-}-\beta_{x}^{-} \beta^{+}}{\beta^{-}}+\lambda \beta_{y}^{-} \beta_{y}^{+}+\lambda \beta^{-} \beta_{y y}^{+}-\lambda c^{-} \beta^{+}\right\} \\
& -\frac{h h_{x, 5}}{2} \frac{\beta_{y}^{+} \beta^{-}-\beta_{y}^{-} \beta^{+}}{\beta^{-2}}-\lambda \beta_{y y}^{+} \frac{h^{2}}{2}, \\
& \bar{\omega}_{5,3}=-h+\frac{h_{x, 5}^{2}}{2} \frac{\left[\beta_{y}\right]}{\beta^{-}}, \quad \bar{\omega}_{5,4}=-\frac{h_{x, 5}^{2}}{2} \frac{\beta^{+}}{\beta^{-}}, \\
& \bar{\omega}_{5,5}=\lambda h \beta^{+}+\frac{h_{x, 5}^{2}}{2} \frac{\lambda \beta_{y}^{-} \beta^{+}+2 \lambda \beta^{-} \beta_{y}^{+}}{\beta^{-}}-\frac{\beta^{+}}{\beta^{-}} \frac{h h_{x, 5}}{2}-\lambda h^{2} \beta_{y}^{+}, \\
& \bar{\omega}_{5,6}=\frac{h^{2}}{2}+\frac{[\beta]}{\beta^{-}} \frac{h_{x, 5}^{2}}{2}, \quad \bar{\omega}_{5,7}=\lambda \beta^{+} \frac{h_{x, 5}^{2}}{2}-\lambda \beta^{+} \frac{h^{2}}{2}, \\
& \bar{G}_{5}=\frac{[f]}{\beta^{-}} \frac{h_{x, 5}^{2}}{2}, \quad \bar{\omega}_{6,1}=1-\frac{[c]}{\beta^{-}} \frac{h_{x, 6}^{2}}{2}, \\
& \bar{\omega}_{6,2}=-\lambda \beta^{+}+\frac{\beta^{+}}{\beta^{-}} h_{x, 6}+\frac{h_{x, 6}^{2}}{2 \beta^{-}}\left\{\frac{\beta_{x}^{+} \beta^{-}-\beta_{x}^{-} \beta^{+}}{\beta^{-}}+\lambda \beta_{y}^{-} \beta_{y}^{+}+\lambda \beta^{-} \beta_{y y}^{+}-\lambda c^{-} \beta^{+}\right\}, \\
& \bar{\omega}_{6,3}=\frac{h_{x, 6}^{2}}{2} \frac{\left[\beta_{y}\right]}{\beta^{-}}, \quad \quad \bar{\omega}_{6,4}=-\frac{h_{x, 6}^{2}}{2} \frac{\beta^{+}}{\beta^{-}}, \quad \bar{\omega}_{6,5}=\frac{h_{x, 6}^{2}}{2} \frac{\lambda \beta_{y}^{-} \beta^{+}+2 \lambda \beta^{-} \beta_{y}^{+}}{\beta^{-}}, \\
& \bar{\omega}_{6,6}=\frac{h_{x, 6}^{2}}{2} \frac{[\beta]}{\beta^{-}}, \quad \quad \bar{\omega}_{6,7}=\frac{h_{x, 6}^{2}}{2} \lambda \beta^{+}, \quad \bar{G}_{6}=\frac{h_{x, 6}^{2}}{2} \frac{[f]}{\beta^{-}}, \quad \bar{\omega}_{7,1}=1-\frac{[c]}{\beta^{-}} \frac{h_{x, 7}^{2}}{2}, \\
& \bar{\omega}_{7,2}=-\lambda \beta^{+}+\frac{\beta^{+}}{\beta^{-}} h_{x, 7}-\lambda h \beta_{y}^{+}+\frac{h_{x, 7}^{2}}{2 \beta^{-}}\left\{\frac{\beta_{x}^{+} \beta^{-}-\beta_{x}^{-} \beta^{+}}{\beta^{-}}+\lambda \beta_{y}^{-} \beta_{y}^{+}+\lambda \beta^{-} \beta_{y y}^{+}-\lambda c^{-} \beta^{+}\right\} \\
& +\frac{h h_{x, 7}}{2} \frac{\beta_{y}^{+} \beta^{-}-\beta^{+} \beta_{y}^{-}}{\beta^{-2}}-\lambda \beta_{y y}^{+} \frac{h^{2}}{2}, \\
& \bar{\omega}_{7,3}=h+\frac{h_{x, 7}^{2}}{2} \frac{\left[\beta_{y}\right]}{\beta^{-}}, \quad \bar{\omega}_{7,4}=-\frac{\beta^{+}}{\beta^{-}} \frac{h_{x, 7}^{2}}{2}, \\
& \bar{\omega}_{7,5}=-\lambda h \beta^{+}+\frac{h_{x, 7}^{2}}{2} \frac{\lambda \beta_{y}^{-} \beta^{+}+2 \lambda \beta^{-} \beta_{y}^{+}}{\beta^{-}}+\frac{h h_{x, 7}}{2} \frac{\beta^{+}}{\beta^{-}}-\lambda h^{2} \beta_{y}^{+}, \\
& \bar{\omega}_{7,6}=\frac{h^{2}}{2}+\frac{h_{x, 7}^{2}}{2} \frac{[\beta]}{\beta^{-}}, \quad \bar{\omega}_{7,7}=\lambda \beta^{+} \frac{h_{x, 7}^{2}}{2}-\lambda \beta^{+} \frac{h^{2}}{2}, \quad \bar{G}_{7}=\frac{h_{x, 7}^{2}}{2} \frac{[f]}{\beta^{-}} .
\end{aligned}
$$

Similarly, the coefficients of the scheme at irregular points $\left(x_{k+1}, y_{j}\right)$ are determined by the following system:

$$
\left(\begin{array}{ccccccc}
\bar{\omega}_{1,1} & \bar{\omega}_{2,1} & \bar{\omega}_{3,1} & \bar{\omega}_{4,1} & \bar{\omega}_{5,1} & \bar{\omega}_{6,1} & \bar{\omega}_{7,1}  \tag{2.8}\\
\bar{\omega}_{1,2} & \bar{\omega}_{5,2} & \bar{\omega}_{5,2} & \bar{\omega}_{5,2} & \bar{\omega}_{5,2} & \bar{\omega}_{6,2} & \bar{\omega}_{7,2} \\
0 & -h & 0 & h & \bar{\omega}_{5,3} & \bar{\omega}_{6,3} & \bar{\omega}_{7,3} \\
\bar{\omega}_{1,4} & \bar{\omega}_{2,4} & \bar{\omega}_{3,4} & \bar{\omega}_{4,4} & \bar{\omega}_{5,4} & \bar{\omega}_{6,4} & \bar{\omega}_{7,4} \\
0 & -\frac{h h_{x, 1}}{2} & 0 & \frac{h h_{x, 1}}{2} & \bar{\omega}_{5,5} & \bar{\omega}_{6,5} & \bar{\omega}_{7,5} \\
0 & \frac{h^{2}}{2} & 0 & \frac{h^{2}}{2} & \bar{\omega}_{5,6} & \bar{\omega}_{6,6} & \bar{\omega}_{7,6} \\
0 & 0 & 0 & 0 & \bar{\omega}_{5,7} & \bar{\omega}_{6,7} & \bar{\omega}_{7,7}
\end{array}\right)\left(\begin{array}{c}
\bar{\gamma}_{1} \\
\bar{\gamma}_{2} \\
\bar{\gamma}_{3} \\
\bar{\gamma}_{4} \\
\bar{\gamma}_{5} \\
\bar{\gamma}_{6} \\
\bar{\gamma}_{7}
\end{array}\right)=\left(\begin{array}{c}
0 \\
-\beta_{x}^{-} \\
-\beta_{y}^{-} \\
-\beta^{-} \\
0 \\
-\beta^{+} \\
0
\end{array}\right) .
$$

If $\beta_{x}^{-}=\beta_{x}^{+}=0, \beta_{y}^{-}=\beta_{y}^{+}=0$ and $c(x, y)$ is continuous, the linear system can be written as

$$
\left\{\begin{array}{l}
\bar{\gamma}_{1}+\bar{\gamma}_{2}+\bar{\gamma}_{3}+\bar{\gamma}_{4}+\bar{\gamma}_{5}+\bar{\gamma}_{6}+\bar{\gamma}_{7}=0, \\
h_{x, 1} \bar{\gamma}_{1}+h_{x, 2}\left(\bar{\gamma}_{2}+\bar{\gamma}_{3}+\bar{\gamma}_{4}\right)+\left(-\lambda \beta^{+}+\frac{\beta^{+}}{\beta^{-}} h_{x, 5}-\frac{\lambda c^{-} \beta^{+}}{\beta^{-}} \frac{h_{x, 5}^{2}}{2}\right)\left(\bar{\gamma}_{5}+\bar{\gamma}_{6}+\bar{\gamma}_{7}\right)=0, \\
-\bar{\gamma}_{2}+\bar{\gamma}_{4}-\bar{\gamma}_{5}+\bar{\gamma}_{7}=0, \\
h_{x, 1}^{2} \bar{\gamma}_{1}+h_{x, 2}^{2}\left(\bar{\gamma}_{2}+\bar{\gamma}_{3}+\bar{\gamma}_{4}\right)-\frac{\beta^{+}}{\beta^{-}} h_{x, 5}^{2}\left(\bar{\gamma}_{5}+\bar{\gamma}_{6}+\bar{\gamma}_{7}\right)=-2 \beta^{-}, \\
h_{x, 2}\left(-\bar{\gamma}_{2}+\bar{\gamma}_{4}\right)+\left(-\lambda \beta^{+}+\frac{\beta^{+}}{\beta^{-}} h_{x, 5}\right)\left(-\bar{\gamma}_{5}+\bar{\gamma}_{7}\right)=0, \\
h^{2}\left(\bar{\gamma}_{2}+\bar{\gamma}_{4}\right)+\left(\frac{[\beta]}{\beta^{-}} h_{x, 5}^{2}+h^{2}\right)\left(\bar{\gamma}_{5}+\bar{\gamma}_{7}\right)+\frac{[\beta]}{\beta^{-}} h_{x, 5}^{2} \gamma_{6}=-2 \beta^{+} \\
\left(h_{x, 5}^{2}-h^{2}\right)\left(\bar{\gamma}_{5}+\bar{\gamma}_{7}\right)+h_{x, 5}^{2} \bar{\gamma}_{6}=0
\end{array}\right.
$$

and

$$
R_{k+1, j}=\left(\bar{\gamma}_{5}+\bar{\gamma}_{6}+\bar{\gamma}_{7}\right)\left(\frac{\left(x_{k}-\alpha\right)^{2}}{2 \beta^{-}}[f]\right) .
$$

### 2.2. The curved interface

In this section, we consider the interface $\Gamma$ be piecewise smooth curve. Before proceeding to the construction of the numerical scheme for $u_{x x}$ or $u_{y y}$ at irregular grid points, we first rewrite the interface jump conditions as two separate conditions for $\left[u_{x}\right]_{\Gamma}$ and $\left[u_{y}\right]_{\Gamma}$. Denote $\vec{n}$ be the unit normal of the interface from $\Omega^{-}$to $\Omega^{+}, \vec{n}=\left(n_{1}, n_{2}\right)$. The tangential direction of the interface can be defined as $\vec{\tau}=\left(-n_{2}, n_{1}\right)$. Then, the interface connection condition can be given as following:

$$
\begin{align*}
& {[u]=u^{+}-u^{-}=\lambda \beta^{-} \frac{\partial u^{-}}{\partial \vec{n}}=\lambda \beta^{-}\left(u_{x}^{-} n_{1}+u_{y}^{-} n_{2}\right)}  \tag{2.9}\\
& \beta^{-} \frac{\partial u^{-}}{\partial \vec{n}}=\beta^{+} \frac{\partial u^{+}}{\partial \vec{n}} \tag{2.10}
\end{align*}
$$

Differentiating interface jump condition $[u]$ along the tangential direction of the interface, we obtain

$$
\begin{equation*}
\left[u_{\vec{\tau}}\right]=\left[u_{y}\right] n_{1}-\left[u_{x}\right] n_{2}=Q, \tag{2.11}
\end{equation*}
$$

where

$$
\begin{aligned}
Q= & \lambda\left(\beta_{y}^{-} n_{1}^{2}-\beta_{x}^{-} n_{1} n_{2}\right) u_{x}^{-}+\lambda\left(\beta_{y}^{-} n_{1} n_{2}-\beta_{x}^{-} n_{2}^{2}\right) u_{y}^{-}-\lambda \beta^{-} n_{1} n_{2} u_{x x}^{-} \\
& +\lambda \beta^{-}\left(n_{1}^{2}-n_{2}^{2}\right) u_{x y}^{-}+\lambda \beta^{-} n_{1} n_{2} u_{y y}^{-}
\end{aligned}
$$

Eq. (2.10) can be rewritten as

$$
\begin{equation*}
\beta^{+} u_{x}^{+} n_{1}+\beta^{+} u_{y}^{+} n_{2}=\beta^{-} u_{x}^{-} n_{1}+\beta^{-} u_{y}^{-} n_{2} . \tag{2.12}
\end{equation*}
$$

Moreover, we rewrite (2.11) as

$$
\begin{equation*}
u_{y}^{+} n_{1}-u_{x}^{+} n_{2}=Q+u_{y}^{-} n_{1}-u_{x}^{-} n_{2} \tag{2.13}
\end{equation*}
$$

Multiplying (2.13) by $\beta^{+}$gives

$$
\beta^{+} u_{y}^{+} n_{1}-\beta^{+} u_{x}^{+} n_{2}=\beta^{+}\left(Q+u_{y}^{-} n_{1}-u_{x}^{-} n_{2}\right)
$$

Solve the following linear system:

$$
\left\{\begin{array}{l}
\beta^{+} u_{x}^{+} n_{1}+\beta^{+} u_{y}^{+} n_{2}=\beta^{-} u_{x}^{-} n_{1}+\beta^{-} u_{y}^{-} n_{2} \\
\beta^{+} u_{y}^{+} n_{1}-\beta^{+} u_{x}^{+} n_{2}=\beta^{+}\left(Q+u_{y}^{-} n_{1}-u_{x}^{-} n_{2}\right)
\end{array}\right.
$$

The $\beta^{+} u_{x}^{+}$and $\beta^{+} u_{y}^{+}$are given as

$$
\begin{aligned}
\beta^{+} u_{x}^{+}= & \left(\beta^{-} u_{x}^{-} n_{1}+\beta^{-} u_{y}^{-} n_{2}\right) n_{1}-\left[\beta^{+}\left(Q+u_{y}^{-} n_{1}-u_{x}^{-} n_{2}\right)\right] n_{2} \\
= & \left(\beta^{-} n_{1}^{2}+\beta^{+} n_{2}^{2}\right) u_{x}^{-}+\left(\beta^{-}-\beta^{+}\right) n_{1} n_{2} u_{y}^{-}-\beta^{+} Q n_{2} \\
= & \left\{\left(\beta^{-} n_{1}^{2}+\beta^{+} n_{2}^{2}\right)-\lambda \beta^{+}\left(\beta_{y}^{-} n_{1}^{2} n_{2}-\beta_{x}^{-} n_{1} n_{2}^{2}\right)\right\} u_{x}^{-} \\
& +\left\{\left(\beta^{-}-\beta^{+}\right) n_{1} n_{2}-\lambda \beta^{+}\left(\beta_{y}^{-} n_{1} n_{2}^{2}-\beta_{x}^{-} n_{2}^{3}\right)\right\} u_{y}^{-} \\
& +\lambda \beta^{-} \beta^{+} n_{1} n_{2}^{2} u_{x x}^{-}-\lambda \beta^{-} \beta^{+}\left(n_{1}^{2}-n_{2}^{2}\right) n_{2} u_{x y}^{-}-\lambda \beta^{+} \beta^{-} n_{1} n_{2}^{2} u_{y y}^{-},
\end{aligned}
$$

and

$$
\begin{aligned}
\beta^{+} u_{y}^{+}= & {\left[\beta^{+}\left(Q+u_{y}^{-} n_{1}-u_{x}^{-} n_{2}\right)\right] n_{1}+\left(\beta^{-} u_{x}^{-} n_{1}+\beta^{-} u_{y}^{-} n_{2}\right) n_{2} } \\
= & u_{x}^{-} n_{1} n_{2}\left(\beta^{-}-\beta^{+}\right)+u_{y}^{-}\left(\beta^{+} n_{1}^{2}+\beta^{-} n_{2}^{2}\right)+\beta^{+} Q n_{1} \\
= & \left\{\left(\beta^{-}-\beta^{+}\right) n_{1} n_{2}+\lambda \beta^{+} n_{1}\left(\beta_{y}^{-} n_{1}^{2}-\beta_{x}^{-} n_{1} n_{2}\right)\right\} u_{x}^{-} \\
= & \left\{\left(\beta^{+} n_{1}^{2}+\beta^{-} n_{2}^{2}\right)+\lambda \beta^{+} n_{1}\left(\beta_{y}^{-} n_{1} n_{2}-\beta_{x}^{-} n_{2}^{2}\right)\right\} u_{y}^{-} \\
& -\lambda \beta^{-} \beta^{+} n_{1}^{2} n_{2} u_{x x}^{-}+\lambda \beta^{-} \beta^{+} n_{1}\left(n_{1}^{2}-n_{2}^{2}\right) u_{x y}^{-}+\lambda \beta^{-} \beta^{+} n_{1}^{2} n_{2} u_{y y}^{-} .
\end{aligned}
$$

For brevity, $u_{x}^{+}$and $u_{y}^{+}$can be rewritten as

$$
\begin{equation*}
u_{x}^{+}=\rho_{2} u_{x}^{-}+\rho_{3} u_{y}^{-}+\rho_{4} u_{x x}^{-}+\rho_{5} u_{x y}^{-}+\rho_{6} u_{y y}^{-} \tag{2.14}
\end{equation*}
$$

where

$$
\begin{aligned}
& \rho_{2}=\frac{\left(\beta^{-} n_{1}^{2}+\beta^{+} n_{2}^{2}\right)}{\beta^{+}}-\lambda\left(\beta_{y}^{-} n_{1}^{2} n_{2}-\beta_{x}^{-} n_{1} n_{2}^{2}\right) \\
& \rho_{3}=\frac{\left(\beta^{-}-\beta^{+}\right) n_{1} n_{2}}{\beta^{+}}-\lambda\left(\beta_{y}^{-} n_{1} n_{2}^{2}-\beta_{x}^{-} n_{2}^{3}\right) \\
& \rho_{4}=\lambda \beta^{-} n_{1} n_{2}^{2}, \quad \rho_{5}=-\lambda \beta^{-}\left(n_{1}^{2}-n_{2}^{2}\right) n_{2}, \quad \rho_{6}=-\lambda \beta^{-} n_{1} n_{2}^{2}
\end{aligned}
$$

and

$$
\begin{equation*}
u_{y}^{+}=\sigma_{2} u_{x}^{-}+\sigma_{3} u_{y}^{-}+\sigma_{4} u_{x x}^{-}+\sigma_{5} u_{x y}^{-}+\sigma_{6} u_{y y}^{-} \tag{2.15}
\end{equation*}
$$

where

$$
\begin{aligned}
& \sigma_{2}=\frac{\left(\beta^{-}-\beta^{+}\right) n_{1} n_{2}}{\beta^{+}}+\lambda n_{1}\left(\beta_{y}^{-} n_{1}^{2}-\beta_{x}^{-} n_{1} n_{2}\right) \\
& \sigma_{3}=\frac{\left(\beta^{+} n_{1}^{2}+\beta^{-} n_{2}^{2}\right)}{\beta^{+}}+\lambda n_{1}\left(\beta_{y}^{-} n_{1} n_{2}-\beta_{x}^{-} n_{2}^{2}\right) \\
& \sigma_{4}=-\lambda \beta^{-} n_{1}^{2} n_{2}, \quad \sigma_{5}=\lambda \beta^{-} n_{1}\left(n_{1}^{2}-n_{2}^{2}\right), \quad \sigma_{6}=\lambda \beta^{-} n_{1}^{2} n_{2}
\end{aligned}
$$

Taking partial derivatives of $u_{y}^{+}$and $u_{x}^{+}$in $y$ yields

$$
\begin{align*}
u_{y y}^{+}= & \left(\sigma_{2}\right)_{y} u_{x}^{-}+\left(\sigma_{3}\right)_{y} u_{y}^{-}+\left(\sigma_{4}\right)_{y} u_{x x}^{-}+\left(\sigma_{2}+\left(\sigma_{5}\right)_{y}\right) u_{x y}^{-}+\left(\sigma_{3}+\left(\sigma_{6}\right)_{y}\right) u_{y y}^{-} \\
& +\sigma_{4} u_{x x y}^{-}+\sigma_{5} u_{x y y}^{-}+\sigma_{6} u_{y y y}^{-} \\
= & \phi_{2} u_{x}^{-}+\phi_{3} u_{y}^{-}+\phi_{4} u_{x x}^{-}+\phi_{5} u_{x y}^{-}+\phi_{6} u_{y y}^{-}+\phi_{7} u_{x x y}^{-}+\phi_{8} u_{x y y}^{-}+\phi_{9} u_{y y y}^{-}  \tag{2.16}\\
u_{x y}^{+}= & \left(\rho_{2}\right)_{y} u_{x}^{-}+\left(\rho_{3}\right)_{y} u_{y}^{-}+\left(\rho_{4}\right)_{y} u_{x x}^{-}+\left(\rho_{2}+\left(\rho_{5}\right)_{y}\right) u_{x y}^{-}+\left(\rho_{3}+\left(\rho_{6}\right)_{y}\right) u_{y y}^{-} \\
& +\rho_{4} u_{x x y}^{-}+\rho_{5} u_{x y y}^{-}+\rho_{6} u_{y y y}^{-} \\
= & \psi_{2} u_{x}^{-}+\psi_{3} u_{y}^{-}+\psi_{4} u_{x x}^{-}+\psi_{5} u_{x y}^{-}+\psi_{6} u_{y y}^{-}+\psi_{7} u_{x x y}^{-}+\psi_{8} u_{x y y}^{-}+\psi_{9} u_{y y y}^{-} \tag{2.17}
\end{align*}
$$

According to the governing equation

$$
\begin{aligned}
& -\beta_{x}^{+} u_{x}^{+}-\beta^{+} u_{x x}^{+}-\beta_{y}^{+} u_{y}^{+}-\beta^{+} u_{y y}^{+}+c^{+} u^{+}-f^{+} \\
= & -\beta_{x}^{-} u_{x}^{-}-\beta^{-} u_{x x}^{-}-\beta_{y}^{-} u_{y}^{-}-\beta^{-} u_{y y}^{-}+c^{-} u^{-}-f^{-},
\end{aligned}
$$

and so

$$
\begin{aligned}
\beta^{+} u_{x x}^{+}= & \beta^{-} u_{x x}^{-}+\beta_{x}^{-} u_{x}^{-}-\beta_{x}^{+} u_{x}^{+}+\beta_{y}^{-} u_{y}^{-}-\beta_{y}^{+} u_{y}^{+} \\
& +\beta^{-} u_{y y}^{-}-\beta^{+} u_{y y}^{+}+c^{+} u^{+}-c^{-} u^{-}-[f] .
\end{aligned}
$$

Replacing the $u^{+}, u_{x}^{+}, u_{y}^{+}, u_{x y}^{+}, u_{y y}^{+}$in above formula by (2.9) and (2.14)-(2.16), then $\beta^{+} u_{x x}^{+}$can be rewritten as

$$
\begin{align*}
u_{x x}^{+}= & \theta_{1} u^{-}+\theta_{2} u_{x}^{-}+\theta_{3} u_{y}^{-}+\theta_{4} u_{x x}^{-}+\theta_{5} u_{x y}^{-}+\theta_{6} u_{y y}^{-} \\
& +\theta_{7} u_{x x y}^{-}+\theta_{8} u_{x y y}^{-}+\theta_{9} u_{y y y}^{-}-\frac{[f]}{\beta^{+}} \tag{2.18}
\end{align*}
$$

where

$$
\begin{aligned}
& \theta_{1}=\frac{[c]}{\beta^{+}}, \quad \theta_{2}=\frac{\left(\beta_{x}^{-}-\beta_{x}^{+} \rho_{2}-\beta_{y}^{+} \sigma_{2}-\beta^{+} \phi_{2}+\lambda c^{+} \beta^{-} n_{1}\right)}{\beta^{+}} \\
& \theta_{3}=\frac{\left(\beta_{y}^{-}-\beta_{x}^{+} \rho_{3}-\beta_{y}^{+} \sigma_{3}-\beta^{+} \phi_{3}+\lambda c^{+} \beta^{-} n_{1}\right)}{\beta^{+}} \\
& \theta_{4}=\frac{\left(\beta^{-}-\beta_{x}^{+} \rho_{4}-\beta_{y}^{+} \sigma_{4}-\beta^{+} \phi_{4}\right)}{\beta^{+}}, \quad \theta_{5}=-\frac{\left(\beta_{x}^{+} \rho_{5}+\beta_{y}^{+} \sigma_{5}+\beta^{+} \phi_{5}\right)}{\beta^{+}} \\
& \theta_{6}=\frac{\left(\beta^{-}-\beta_{x}^{+} \rho_{6}-\beta_{y}^{+} \sigma_{6}-\beta^{+} \phi_{6}\right)}{\beta^{+}}, \quad \theta_{7}=-\phi_{7}, \quad \theta_{8}=-\phi_{8}, \quad \theta_{9}=-\phi_{9}
\end{aligned}
$$

To develop a finite difference scheme for the irregular points, following the same approach as in the line shape interface. First, it should find the 7 -point stencil of the irregular point $(i, j)$, and then expand the 7 points $\left(u_{i+i_{k}, j+j_{k}}\right)$ in the stencil by Taylor series about the interface point $\left(x_{i}^{*}, y_{j}^{*}\right)$. In view of the interface curve is continuous and arbitrarily cut through the computational mesh, we flexibly choose the stencil points of the irregular point $\left(x_{i}, y_{j}\right)$. The stencils for the irregular points is shown in Fig. 2.2. The stencil consists of 7 points, which including five standard points and two auxiliary points. The auxiliary points are flexible and choosing the closest points to the interface point $\left(x_{i}^{*}, y_{j}^{*}\right)$. Using the superscript - and + to denote the limiting values of a function from one side or the other.


Fig. 2.2. The three kinds of stencils for the irregular point $(k, j)$ for the curved interface.
When the point $m$ in the stencil of irregular point $\left(x_{i}, y_{j}\right)$ is located in $\Omega^{-}$, the Taylor series of $u_{m}$ at interface point $\left(x_{i}^{*}, y_{j}^{*}\right)$ can be given as

$$
\begin{align*}
u_{m}= & u^{-}+h_{x, m} u_{x}^{-}+h_{y, m} u_{y}^{-}+\frac{h_{x, m}^{2}}{2} u_{x x}^{-}+\frac{h_{x, m} h_{y, m}}{2} u_{x y}^{-} \\
& +\frac{h_{y, m}^{2}}{2} u_{y y}^{-}+\mathcal{O}\left(h^{3}\right), \quad m \in \Omega^{-}, \tag{2.19}
\end{align*}
$$

where $h_{x, m}=x_{m}-\alpha, h_{y, m}=y_{m}-y_{i}$. For convenience of expression, it can be further written as

$$
\begin{aligned}
u_{m}= & \omega_{m, 1} u^{-}+\omega_{m, 2} u_{x}^{-}+\omega_{m, 3} u_{y}^{-}+\omega_{m, 4} u_{x x}^{-}+\omega_{m, 5} u_{x y}^{-}+\omega_{m, 6} u_{y y}^{-} \\
& +\omega_{m, 7} u_{x x y}^{-}+\omega_{m, 8} u_{x y y}^{-}+G_{m}+\mathcal{O}\left(h^{3}\right), \quad m \in \Omega^{-},
\end{aligned}
$$

where

$$
\begin{array}{lll}
\omega_{m, 1}=1, & \omega_{m, 2}=h_{x, m}, & \omega_{m, 3}=h_{y, m} \\
\omega_{m, 4}=\frac{h_{x, m}^{2}}{2}, \quad \omega_{m, 5}=\frac{h_{x, m} h_{y, m}}{2}, & \omega_{m, 6}=\frac{h_{y, m}^{2}}{2} \\
\omega_{m, 7}=\omega_{m, 8}=\omega_{m, 9}=G_{m}=0 &
\end{array}
$$

Similarly, when the point $m$ in the stencil of irregular point $\left(x_{i}, y_{j}\right)$ is locates in $\Omega^{+}$, the Taylor series can be given as

$$
\begin{align*}
u_{m}= & u^{+}+h_{x, m} u_{x}^{+}+h_{y, m} u_{y}^{+}+\frac{h_{x, m}^{2}}{2} u_{x x}^{+}+\frac{h_{x, m} h_{y, m}}{2} u_{x y}^{+} \\
& +\frac{h_{y, m}^{2}}{2} u_{y y}^{+}+\mathcal{O}\left(h^{3}\right), \quad m \in \Omega^{+} . \tag{2.20}
\end{align*}
$$

Substitute the Eq. (2.9) and (2.14)-(2.18) into (2.20) and replace $u^{+}, u_{x}^{+}, u_{y}^{+}, u_{x x}^{+}, u_{x y}^{+}$and $u_{y y}^{+}$, there is

$$
\begin{align*}
u_{m}= & \omega_{m, 1} u^{-}+\omega_{m, 2} u_{x}^{-}+\omega_{m, 3} u_{y}^{-}+\omega_{m, 4} u_{x x}^{-}+\omega_{m, 5} u_{x y}^{-} \\
& +\omega_{m, 6} u_{y y}^{-}+\omega_{m, 7} u_{x x y}^{-}+\omega_{m, 8} u_{x y y}^{-}+G_{m}+\mathcal{O}\left(h^{3}\right), \quad m \in \Omega^{+} \tag{2.21}
\end{align*}
$$

where

$$
\begin{aligned}
& \omega_{m, 1}=1+\frac{h_{x, m}^{2}}{2} \theta_{1}, \\
& \omega_{m, 2}=\lambda \beta^{-} n_{1}+h_{x, m} \rho_{2}+h_{y, m} \sigma_{2}+\frac{h_{x, m}^{2}}{2} \theta_{2}+\frac{h_{x, m} h_{y, m}}{2} \psi_{2}+\frac{h_{y, m}^{2}}{2} \phi_{2}, \\
& \omega_{m, 3}=\lambda \beta^{-} n_{2}+h_{x, m} \rho_{3}+h_{y, m} \sigma_{3}+\frac{h_{x, m}^{2}}{2} \theta_{3}+\frac{h_{x, m} h_{y, m}}{2} \psi_{3}+\frac{h_{y, m}^{2}}{2} \phi_{3}, \\
& \omega_{m, 4}=h_{x, m} \rho_{4}+h_{y, m} \sigma_{4}+\frac{h_{x, m}^{2}}{2} \theta_{4}+\frac{h_{x, m} h_{y, m}}{2} \psi_{4}+\frac{h_{y, m}^{2}}{2} \phi_{4}, \\
& \omega_{m, 5}=h_{x, m} \rho_{5}+h_{y, m} \sigma_{5}+\frac{h_{x, m}^{2}}{2} \theta_{5}+\frac{h_{x, m} h_{y, m}}{2} \psi_{5}+\frac{h_{y, m}^{2}}{2} \phi_{5}, \\
& \omega_{m, 6}=h_{x, m} \rho_{6}+h_{y, m} \sigma_{6}+\frac{h_{x, m}^{2}}{2} \theta_{6}+\frac{h_{x, m} h_{y, m}}{2} \psi_{6}+\frac{h_{y, m}^{2}}{2} \phi_{6}, \\
& \omega_{m, 7}=\frac{h_{x, m}^{2}}{2} \theta_{7}+\frac{h_{x, m} h_{y, m}}{2} \psi_{7}+\frac{h_{y, m}^{2}}{2} \phi_{7}, \\
& \omega_{m, 8}=\frac{h_{x, m}^{2}}{2} \theta_{8}+\frac{h_{x, m} h_{y, m}}{2} \psi_{8}+\frac{h_{y, m}^{2}}{2} \phi_{8}, \\
& \omega_{m, 9}=\frac{h_{x, m}^{2}}{2} \theta_{9}+\frac{h_{x, m} h_{y, m}}{2} \psi_{9}+\frac{h_{y, m}^{2}}{2} \phi_{9}, \\
& G_{m}=-\frac{h_{x, m}^{2}}{2} \frac{[f]}{\beta^{+}} .
\end{aligned}
$$

Suppose the seven points FD scheme of irregular point $\left(x_{i}, y_{j}\right)$ is given in following form:

$$
\gamma_{1} u_{1}+\gamma_{2} u_{2}+\gamma_{3} u_{3}+\gamma_{4} u_{4}+\gamma_{5} u_{5}+\gamma_{6} u_{6}+\gamma_{7} u_{7}+c_{k, j} u_{i, j}^{h}=f_{i, j}+R_{i, j}
$$

To require the truncation error being $\mathcal{O}(h)$, we get the following linear system with unknown $\gamma_{s}(1 \leq s \leq 7)$ :

$$
\left(\begin{array}{lllllll}
\omega_{1,1} & \omega_{2,1} & \omega_{3,1} & \omega_{4,1} & \omega_{5,1} & \omega_{6,1} & \omega_{7,1}  \tag{2.22}\\
\omega_{1,2} & \omega_{2,2} & \omega_{3,2} & \omega_{4,2} & \omega_{5,2} & \omega_{6,2} & \omega_{7,2} \\
\omega_{1,3} & \omega_{2,3} & \omega_{3,3} & \omega_{4,3} & \omega_{5,3} & \omega_{6,3} & \omega_{7,3} \\
\omega_{1,4} & \omega_{2,4} & \omega_{3,4} & \omega_{4,4} & \omega_{5,4} & \omega_{6,4} & \omega_{7,4} \\
\omega_{1,5} & \omega_{2,5} & \omega_{3,5} & \omega_{4,5} & \omega_{5,5} & \omega_{6,5} & \omega_{7,5} \\
\omega_{1,6} & \omega_{2,6} & \omega_{3,6} & \omega_{4,6} & \omega_{5,6} & \omega_{6,6} & \omega_{7,6} \\
\omega_{1,7} & \omega_{2,7} & \omega_{3,7} & \omega_{4,7} & \omega_{5,7} & \omega_{6,7} & \omega_{7,7}
\end{array}\right)\left(\begin{array}{c}
\gamma_{1} \\
\gamma_{2} \\
\gamma_{3} \\
\gamma_{4} \\
\gamma_{5} \\
\gamma_{6} \\
\gamma_{7}
\end{array}\right)=\left(\begin{array}{c}
0 \\
-\beta_{x}^{-} \\
-\beta_{y}^{-} \\
-\beta^{-} \\
0 \\
-\beta^{+} \\
0
\end{array}\right),
$$

and

$$
R_{i, j}=-\sum_{p} \gamma_{p} \frac{h_{x, p}^{2}}{2} \frac{[f]}{\beta^{+}}, \quad p \in\left\{\Omega^{+} \cap(1 \leq p \leq 7)\right\} .
$$

## 3. Monotonicity, Stability and Convergence

Theorem 3.1. The solution of two dimensional elliptic interface problems (1.1) with imperfect contact and the implicit jump conditions (1.2), satisfies the maximum modulus estimation

$$
\|u\|_{\infty} \leq\|g\|_{\infty}+C\|f\|_{\infty}
$$

where the constant $C$ is a constant that depends on the spatial dimension and the diameter of the region $\Omega$.

### 3.1. Stability

For the two dimensional elliptical interface problem (1.1) with imperfect contact and the implicit jump conditions (1.2), assume the reaction term $c(x, y) \geq 0$, then the unified finite difference scheme is

$$
\begin{equation*}
L_{h} u_{i, j}^{h}=\gamma_{i, j, 0} u_{i, j, 0}^{h}-\sum_{s=1}^{6} \gamma_{i, j, s} u_{i, j, s}^{h}=f_{i, j}, \tag{3.1}
\end{equation*}
$$

where

$$
u_{i, j, s}^{h}\left\{\begin{array}{llll}
=u_{i, j}^{h}, & & s=0 \\
\in\left\{\begin{array}{llll}
u_{i, j}^{h}, & u_{i+1, j}^{h}, & u_{i, j-1}^{h}, & u_{i, j+1}^{h}, \\
u_{i-1, j-1}^{h}, & u_{i+1, j-1}^{h}, & u_{i-1, j+1}^{h}, & u_{i+1, j+1}^{h}
\end{array}\right\}, & s=1,2,3,4,5,6
\end{array}\right.
$$

and the number of points $s$ as well as the coefficients $\gamma$ for regular and irregular points are determined in above section. Notice that the local truncation error at the regular point is $T_{i, j}=\mathcal{O}\left(h^{2}\right)$, and the local truncation error at the non-regular point is $\tilde{T}_{i, j}=\mathcal{O}(h)$, where $h$ is the grid size, $h=\operatorname{diam}(\mathcal{T})$.

Theorem 3.2. When the coefficient of the reaction term $c(x, y) \geq 0$ and the coefficient of the discrete format (3.1) meets the following conditions [28]:

$$
\gamma_{i, j, s}>0, \quad \sum_{s=1}^{6} \gamma_{i, j, s} \leq \gamma_{i, j, 0}
$$

the discrete format has the following estimate:

$$
\left\|u^{h}\right\|_{\infty} \leq\|g\|_{\infty}+C\left\|f_{i, j}\right\|_{\infty}
$$

### 3.2. Convergence analysis

Define $e_{i, j}=u_{i, j}-u_{i, j}^{h}$, the error equation is as follows:

$$
L_{h} e_{i, j}=T_{i, j}
$$

noticed that on the boundary $e_{i, j}=0$.

Theorem 3.3. When the coefficients of the reaction term $c(x, y) \geq 0$ and the coefficient of the discrete format (3.1) meet the following conditions:

$$
\gamma_{i, j, s}>0, \quad \sum_{s=1}^{6} \gamma_{i, j, s} \leq \gamma_{i, j, 0}
$$

the error estimate of the numerical solution of the discrete format is as follows:

$$
\left\|e_{h}\right\|_{\infty} \leq C h
$$

Proof. According to the construction process of the finite difference scheme

$$
\left\|T_{i, j}\right\|_{\infty}<C h^{2}, \quad\|\tilde{T}\|_{\infty}<C h
$$

Applying the stability theorem to the error equation, then

$$
\left\|e_{h}\right\|_{\infty} \leq C \max \left\{\left\|T_{i, j}\right\|_{\infty},\|\tilde{T}\|_{\infty}\right\} \leq C h
$$

The proof is complete.

### 3.3. Monotonicity

Theorem 3.4. Assume the elliptic problems (1.1), (1.2) satisfy $u \in C^{1}\left(\overline{\Omega^{ \pm}} \cup \Gamma\right) \cap C^{2}\left(\Omega^{ \pm} \cup \Gamma\right)$, $c \in C\left(\overline{\Omega^{+}} \cup \overline{\Omega^{-}}\right)$and the interface $\Gamma$ is smooth [5]. Let $c \geq 0, \lambda>0, f \geq 0$ and $g \geq 0$, then $u \geq 0$ in $\Omega$.

Theorem 3.4 states that the solution of elliptic problems (1.1) with imperfect contact and jumping connecting condition (1.2) is positivity-preserving. We will analysis the presented scheme is monotone in particular case, where the interface is straight, and the diffusion coefficient is constant, etc.

When the interface is straight, the diffusion coefficient $\beta$ is constant and the coefficient of the reaction term $c(x, y)=0, \lambda>0$, the linear system (2.6) at the irregular point $\left(x_{k}, y_{j}\right)$ can be rewritten as

$$
\begin{equation*}
\mathbf{H} \gamma=\mathbf{b} \tag{3.2}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathbf{H} & =\left(\begin{array}{ccccccc}
1 & 1 & 1 & 1 & 1 & 1 & 1 \\
h_{x, 1} & h_{x, 2} & h_{x, 2} & h_{x, 2} & \chi_{1} & \chi_{1} & \chi_{1} \\
0 & -1 & 0 & 1 & -1 & 0 & 1 \\
h_{x, 1}^{2} & h_{x, 2}^{2} & h_{x, 2}^{2} & h_{x, 2}^{2} & \chi_{2} & \chi_{2} & \chi_{2} \\
0 & -h_{x, 2} & 0 & h_{x, 2} & -\chi_{1} & 0 & \chi_{1} \\
0 & h^{2} & 0 & h^{2} & h^{2}-\chi_{3} & -\chi_{3} & h^{2}-\chi_{3} \\
0 & 0 & 0 & 0 & h^{2}-h_{x, 5}^{2} & -h_{x, 5}^{2} & h^{2}-h_{x, 5}^{2}
\end{array}\right), \\
\gamma & =\left[\gamma_{1}, \gamma_{2}, \gamma_{3}, \gamma_{4}, \gamma_{5}, \gamma_{6}, \gamma_{7}\right]^{T}, \quad \mathbf{b}=\left[0,0,0,-2 \beta^{-}, 0,-2 \beta^{+}, 0\right]^{T},
\end{aligned}
$$

and

$$
\chi_{1}=\lambda \beta^{-}+\frac{\beta^{-}}{\beta^{+}} h_{x, 5}, \quad \chi_{2}=\frac{\beta^{-}}{\beta^{+}} h_{x, 5}^{2}, \quad \chi_{3}=\frac{[\beta]}{\beta^{+}} h_{x, 5}^{2} .
$$

Solve the above linear system (3.2), there is

$$
\gamma_{i}=\frac{D_{i}}{D}, \quad i=1,2, \ldots, 7
$$

where

$$
D=\lambda \beta^{-}\left(h_{x, 1}+h_{x, 2}\right)-h_{x, 1} h_{x, 2}+\frac{\beta^{-}}{\beta^{+}}\left(h_{x, 1}+h_{x, 2}-h_{x, 5}\right),
$$

$$
D_{1}=\frac{2 \beta^{-}}{h}\left(\lambda \beta^{-}+\frac{\beta^{-}}{\beta^{+}} h_{x, 5}-h_{x, 2}\right),
$$

$$
D_{2}=D_{4}=\left(2 h^{2}\left(-2 \beta^{-}\left(h_{x, 1}+h_{x, 2}\right)\left(\lambda \beta^{+}+h_{x, 5}\right)+2 \beta^{+} h_{x, 1} h_{x, 2}+2 \frac{\beta^{-}}{\beta^{+}}[\beta] h_{x, 5}^{2}\right)\right)^{-1}
$$

$$
D_{3}=-\frac{1}{h^{3}}\left(\frac{\beta^{-}[\beta]}{\beta^{+}} h h_{x, 5}^{2}+\frac{2 \beta^{-}}{\beta^{+}} h^{2} h_{x, 5}+2 \beta^{+} h h_{x, 1} h_{x, 2}-2 \lambda \beta^{-} \beta^{+} h\left(h_{x, 1}+h_{x, 2}\right)+2 \lambda \beta^{-2} h^{2}\right)
$$

$$
D_{5}=D_{7}=\frac{1}{4 h^{2} h_{x, 5}^{2} \beta^{-}}, \quad D_{6}=\frac{2 \beta^{-}\left(h^{2}-h_{x, 5}^{2}\right)}{h^{2}}
$$

Noticing, $h_{x, 1}<0, h_{x, 2}<0, h_{x, 5}>0, \beta^{-}>0, \beta^{+}>0,[\beta]>0$, then $D<0, D_{1}>0$, $D_{2}=D_{4}>0, D_{3}<0, D_{5}=D_{7}>0$. Thus, we can get that

$$
\gamma_{1}<0, \quad \gamma_{2}=\gamma_{4}<0, \quad \gamma_{3}>0, \quad \gamma_{5}=\gamma_{7}<0
$$

Similarly, when the diffusion coefficient $\beta$ is constant and the coefficient of the reaction term $c(x, y)=0$, the linear system (2.8) of the irregular point $\left(x_{k+1}, y_{j}\right)$ can be rewritten as

$$
\begin{equation*}
\overline{\mathbf{H}} \bar{\gamma}=\mathbf{b} \tag{3.3}
\end{equation*}
$$

where

$$
\begin{aligned}
& \overline{\mathbf{H}}=\left(\begin{array}{ccccccc}
1 & 1 & 1 & 1 & 1 & 1 & 1 \\
h_{x, 1} & h_{x, 2} & h_{x, 2} & h_{x, 2} & \bar{\chi}_{1} & \bar{\chi}_{1} & \bar{\chi}_{1} \\
0 & -1 & 0 & 1 & -1 & 0 & 1 \\
h_{x, 1}^{2} & h_{x, 2}^{2} & h_{x, 2}^{2} & h_{x, 2}^{2} & \bar{\chi}_{2} & \bar{\chi}_{2} & \bar{\chi}_{2} \\
0 & -h_{x, 2} & 0 & h_{x, 2} & -\bar{\chi}_{1} & 0 & \bar{\chi}_{1} \\
0 & h^{2} & 0 & h^{2} & h^{2}-\bar{\chi}_{3} & -\bar{\chi}_{3} & h^{2}-\bar{\chi}_{3} \\
0 & 0 & 0 & 0 & h^{2}-h_{x, 5}^{2} & -h_{x, 5}^{2} & h^{2}-h_{x, 5}^{2}
\end{array}\right), \\
& \bar{\gamma}=\left[\bar{\gamma}_{1}, \bar{\gamma}_{2}, \bar{\gamma}_{3}, \bar{\gamma}_{4}, \bar{\gamma}_{5}, \bar{\gamma}_{6}, \bar{\gamma}_{7}\right]^{T},
\end{aligned}
$$

and

$$
\bar{\chi}_{1}=-\lambda \beta^{+}+\frac{\beta^{+}}{\beta^{-}} h_{x, 5}, \quad \bar{\chi}_{2}=-\frac{\beta^{+}}{\beta^{-}} h_{x, 5}^{2}, \quad \bar{\chi}_{3}=\frac{[\beta]}{\beta^{-}} h_{x, 5}^{2} .
$$

Solve the above linear system (3.3), there is

$$
\bar{\gamma}_{i}=\frac{\bar{D}_{i}}{\bar{D}}, \quad i=1,2, \ldots, 7
$$

where
$\bar{D}=-\lambda \beta^{+}\left(h_{x, 1}+h_{x, 2}\right)-h_{x, 1} h_{x, 2}+\frac{\beta^{+}}{\beta^{-}} h_{x, 5}\left(h_{x, 1}+h_{x, 2}+h_{x, 5}\right)$,

$$
\begin{aligned}
& \bar{D}_{1}= \frac{1}{h}\left(2 \lambda \beta^{-} \beta^{+}-2 \beta^{+} h_{x, 5}+2 \beta^{-} h_{x, 2}\right) \\
& \bar{D}_{2}= \bar{D}_{4}=\left(2 h^{2}\left(2 \lambda \beta^{+2}\left(h_{x, 1}+h_{x, 2}\right)+2 \beta^{+}\left(h_{x, 1} h_{x, 2}-h_{x, 5}^{2}\right)-2 \frac{\beta^{+^{2}}}{\beta^{-}} h_{x, 5}\left(h_{x, 1}+h_{x, 2}+h_{x, 5}\right)\right)\right)^{-1}, \\
& \bar{D}_{3}= \frac{1}{h^{3}}\left(-2 \beta^{-} h^{2}\left(\lambda \beta^{+}+h_{x, 1}\right)-2 \beta^{+} h h_{x, 1} h_{x, 2}+2 \beta^{+} h h_{x, 5}\left(h-h_{x, 5}\right)\right. \\
&\left.\quad-2 \lambda \beta^{-} \beta^{+} h\left(h_{x, 1}+h_{x, 2}\right)+2 \frac{\beta^{+2}}{\beta^{-}} h h_{x, 5}\left(h_{x, 1}+h_{x, 2}-h_{x, 5}\right)\right) \\
& \\
& \bar{D}_{5}= \bar{D}_{7}=\frac{1}{4 h^{2} h_{x, 5}^{2} \beta^{-}}, \quad \bar{D}_{6}=\frac{2 \beta^{-}\left(h^{2}-h_{x, 5}^{2}\right)}{h^{2}} .
\end{aligned}
$$

Owing to $h_{x, 1}>0, h_{x, 2}>0, h_{x, 5}<0, \beta^{-}>0, \beta^{+}>0,[\beta]>0$, then $\bar{D}<0, \bar{D}_{1}>0$, $\bar{D}_{2}=\bar{D}_{4}>0, \bar{D}_{3}<0, \bar{D}_{5}=\bar{D}_{7}>0$. Thus, we can get that

$$
\bar{\gamma}_{1}<0, \quad \bar{\gamma}_{2}=\bar{\gamma}_{4}<0, \quad \bar{\gamma}_{3}>0, \quad \bar{\gamma}_{5}=\bar{\gamma}_{7}<0 .
$$

Theorem 3.5. For the elliptic problems (1.1) with imperfect contact (1.2) and the interface is straight. Let $\beta$ is contact, $c \geq 0, \lambda>0, f \geq 0$ and $g \geq 0$, the linear algebraic system $(A X=b)$ resulted from the difference scheme satisfying $a_{i i}>0(1 \leq i \leq n)$ and $a_{i j} \leq 0(1 \leq i, j \leq n, i \neq j)$. Then matrix $A$ is $M$ matrix and the scheme is monotone.

Proof. From the above analysis, it is clear that the matrix $A=\left(a_{i j}\right)_{n \times n}$ satisfying $a_{i i}>0$ $(1 \leq i \leq n)$ and $a_{i j} \leq 0(1 \leq i, j \leq n, i \neq j)$, when $\beta$ is contact, $c \geq 0, \lambda>0, f \geq 0$ and $g \geq 0$. Considering the matrix $A$ is reversible, thus it is a $M$-matrix. We can prove that our new scheme is monotone, more details can be refereed in [38].

## 4. Numerical Experiments

In this section, we use several numerical experiments to demonstrate the performance of the discrete schemes.

Example 4.1. Consider the two-dimensional problem with computational domain $\Omega=[0,1] \times$ $[0,1]$, and the solution separated into two parts by the interface at $x=\alpha, \alpha=0.534$, as shown in Fig. 4.1. The analytical solution of this problem is given by

$$
u(x, y)= \begin{cases}e^{x} \cos m y, & (x, y) \in(0, \alpha) \times[0,1] \\ \kappa e^{x} \cos m y, & (x, y) \in(\alpha, 1) \times[0,1]\end{cases}
$$

The diffusion coefficient is defined as follows:

$$
\beta= \begin{cases}\kappa, & (x, y) \in(0, \alpha) \times[0,1] \\ 1, & (x, y) \in(\alpha, 1) \times[0,1]\end{cases}
$$

The conservation of the flux on interface is satisfied

$$
\left[\beta \frac{\partial u}{\partial x}\right]=\beta^{+} \frac{\partial u^{+}}{\partial x}-\beta^{-} \frac{\partial u^{-}}{\partial x}=\kappa e^{x} \cos 3 y-\kappa e^{x} \cos 3 y=0 \quad \text { on } \Gamma \text {. }
$$



Fig. 4.1. The computational mesh.

The coefficient $\lambda$ is given as

$$
\lambda=\frac{1-\kappa}{\kappa} .
$$

Tables 4.1 and 4.2 give the $L_{2}$ and $L_{\infty}$ errors and convergence rate under different grid numbers at $\kappa=2,10,100$ and $\kappa=1000$, respectively. From these tables it can be seen that the $L_{2}$ and $L_{\infty}$ errors are decreasing as the number of cells increased. The convergence rate of the two kinds of errors is approximate to second-order accuracy.

Fig. 4.2 shows the surface and contour of numerical solution with the cells number is $40 \times 40$ at $\kappa=100$. There is a sharp jump along both sides of material interface. The presented numerical scheme is able to capture the discontinuity of solution and achieve sufficient accuracy.

Fig. 4.3 compares errors of the numerical solutions at different ratio of diffusion coefficient $\kappa=10$ and $\kappa=1000$. We can see that the errors of the numerical solution increases with the increase of the diffusion coefficient ratio $\kappa$.

Table 4.1: The comparison of $L_{2}$ and $L_{\infty}$ errors by present FDM scheme at $\kappa=2,10$, Example 4.1.

| Mesh | $\kappa=2$ |  |  |  | $\kappa=10$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $L_{2}$ | Rate | $L_{\infty}$ | Rate | $L_{2}$ | Rate | $L_{\infty}$ | Rate |
| $21 \times 21$ | $7.84 \mathrm{e}-3$ |  | $2.58 \mathrm{e}-2$ |  | $6.72 \mathrm{e}-3$ |  | $1.44 \mathrm{e}-2$ |  |
| $41 \times 41$ | $2.14 \mathrm{e}-3$ | 1.87 | $9.57 \mathrm{e}-3$ | 1.48 | $2.10 \mathrm{e}-3$ | 1.83 | $4.40 \mathrm{e}-3$ | 1.71 |
| $81 \times 81$ | $6.38 \mathrm{e}-4$ | 1.75 | $3.30 \mathrm{e}-3$ | 1.54 | $5.21 \mathrm{e}-4$ | 2.01 | $1.38 \mathrm{e}-3$ | 1.67 |
| $161 \times 161$ | $1.70 \mathrm{e}-4$ | 1.91 | $9.01 \mathrm{e}-4$ | 1.87 | $1.31 \mathrm{e}-4$ | 1.98 | $4.13 \mathrm{e}-4$ | 1.74 |
| $321 \times 321$ | $4.74 \mathrm{e}-5$ | 1.84 | $2.40 \mathrm{e}-4$ | 1.91 | $3.60 \mathrm{e}-5$ | 1.86 | $1.46 \mathrm{e}-4$ | 1.53 |

Table 4.2: The comparison of $L_{2}$ and $L_{\infty}$ errors by present FDM scheme at $\kappa=100,1000$, Example 4.1.

| Mesh | $\kappa=100$ |  |  |  | $\kappa=1000$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $L_{2}$ | Rate | $L_{\infty}$ | Rate | $L_{2}$ | Rate | $L_{\infty}$ | Rate |
| $41 \times 41$ | $6.66 \mathrm{e}-3$ |  | $1.84 \mathrm{e}-2$ |  | $6.29 \mathrm{e}-2$ |  | $1.54 \mathrm{e}-1$ |  |
| $81 \times 81$ | $1.68 \mathrm{e}-3$ | 1.99 | $4.88 \mathrm{e}-3$ | 1.91 | $1.52 \mathrm{e}-2$ | 2.05 | $3.77 \mathrm{e}-2$ | 2.03 |
| $161 \times 161$ | $4.83 \mathrm{e}-4$ | 1.80 | $1.47 \mathrm{e}-3$ | 1.73 | $4.05 \mathrm{e}-3$ | 1.81 | $1.11 \mathrm{e}-2$ | 1.76 |
| $321 \times 321$ | $1.16 \mathrm{e}-4$ | 2.05 | $3.69 \mathrm{e}-4$ | 1.99 | $9.51 \mathrm{e}-4$ | 2.09 | $2.73 \mathrm{e}-3$ | 2.02 |



Fig. 4.2. The surface and contour for Example 4.1 with $\kappa=100$, the number of cells is $40 \times 40$.


Fig. 4.3. The errors of Example 4.1 with $\kappa=10,1000$, the number of cells is $40 \times 40$.

Example 4.2. Consider the computational domain $\Omega=[0,1] \times[0,1]$, and the solution is separated into two parts by the interface at $x=0.5$. The analytical solution of this problem is given by

$$
u(x, y)= \begin{cases}x+\sin y, & (x, y) \in(0, \alpha) \times[0,1] \\ \kappa(x+\sin y), & (x, y) \in(\alpha, 1) \times[0,1]\end{cases}
$$

The diffusion coefficient is defined as follows:

$$
\beta(x, y)= \begin{cases}\kappa, & (x, y) \in(0, \alpha) \times[0,1] \\ 1, & (x, y) \in(\alpha, 1) \times[0,1]\end{cases}
$$

The conservation of the flux at interface is satisfied

$$
\left[\kappa \frac{\partial u}{\partial \vec{n}}\right]=\kappa^{+} \frac{\partial u^{+}}{\partial \overrightarrow{n^{-}}}-\kappa^{-} \frac{\partial u^{-}}{\partial \overrightarrow{n^{-}}}=0 \quad \text { on } \Gamma .
$$

The coefficient $\lambda$ in (1.2) is given as

$$
\lambda=\frac{\kappa-1}{\kappa}\left(\frac{1}{2}+\sin y\right) .
$$

Tables 4.3 and 4.4 compare the $L_{2}$ and $L_{\infty}$ errors between the present finite difference method and the monotone finite volume method in [5]. We can see that the $L_{2}$ and $L_{\infty}$ errors decrease as the number of cells increase and the convergence rate is almost achieve second-order accuracy. However, the errors of the presented FDM is larger than that in [5] under the same grid number.

Fig. 4.4 shows the surface and contour of numerical solution with the cells number is $40 \times 40$ $\kappa=10$. The errors with $\kappa=100$ is shown in Fig. 4.5.

Table 4.3: The comparison of $L_{2}$ and $L_{\infty}$ errors by present FDM scheme and monotone FVM in [5] for Example 4.2, $\mathrm{k}=10$.

| Mesh | Present FDM |  |  |  | Monotone FVM [5] |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $L_{2}$ | Rate | $L_{\infty}$ | Rate | $L_{2}$ | Rate | $L_{\infty}$ | Rate |
| $13 \times 13$ | $6.58 \mathrm{e}-2$ |  | $1.90 \mathrm{e}-1$ |  | $1.73 \mathrm{e}-3$ |  | $6.59 \mathrm{e}-3$ |  |
| $25 \times 25$ | $1.94 \mathrm{e}-2$ | 1.76 | $5.25 \mathrm{e}-2$ | 1.86 | $4.43 \mathrm{e}-4$ | 1.97 | $2.10 \mathrm{e}-3$ | 1.65 |
| $49 \times 49$ | $4.93 \mathrm{e}-3$ | 1.97 | $1.45 \mathrm{e}-2$ | 1.85 | $1.13 \mathrm{e}-4$ | 1.97 | $6.27 \mathrm{e}-4$ | 1.74 |
| $97 \times 97$ | $1.36 \mathrm{e}-3$ | 1.86 | $3.52 \mathrm{e}-3$ | 2.04 | $2.92 \mathrm{e}-5$ | 1.95 | $1.62 \mathrm{e}-4$ | 1.96 |
| $193 \times 193$ | $4.20 \mathrm{e}-4$ | 1.70 | $9.84 \mathrm{e}-4$ | 1.84 | $7.17 \mathrm{e}-6$ | 2.02 | $4.44 \mathrm{e}-5$ | 1.87 |
| $385 \times 385$ | $1.20 \mathrm{e}-4$ | 1.81 | $2.67 \mathrm{e}-4$ | 1.88 | $1.78 \mathrm{e}-6$ | 2.01 | $1.20 \mathrm{e}-5$ | 1.90 |

Table 4.4: The comparison of $L_{2}$ and $L_{\infty}$ errors by present FDM scheme and monotone FVM in [5] for Example 4.2, k=100.

| Mesh | Present FDM |  |  |  | Monotone FVM [5] |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $L_{2}$ | Rate | $L_{\infty}$ | Rate | $L_{2}$ | Rate | $L_{\infty}$ | Rate |
| $13 \times 13$ | $6.81 \mathrm{e}-1$ |  | 1.696 |  | $1.72 \mathrm{e}-2$ |  | $6.58 \mathrm{e}-2$ |  |
| $25 \times 25$ | $2.07 \mathrm{e}-1$ | 1.71 | $4.92 \mathrm{e}-1$ | 1.78 | $4.40 \mathrm{e}-3$ | 1.97 | $2.10 \mathrm{e}-2$ | 1.65 |
| $49 \times 49$ | $5.42 \mathrm{e}-2$ | 1.93 | $1.44 \mathrm{e}-1$ | 1.77 | $1.12 \mathrm{e}-3$ | 1.97 | $6.27 \mathrm{e}-3$ | 1.74 |
| $97 \times 97$ | $1.45 \mathrm{e}-2$ | 1.90 | $4.33 \mathrm{e}-2$ | 1.73 | $2.89 \mathrm{e}-4$ | 1.95 | $1.61 \mathrm{e}-3$ | 1.96 |
| $193 \times 193$ | $4.23 \mathrm{e}-3$ | 1.78 | $1.60 \mathrm{e}-2$ | 1.45 | $7.10 \mathrm{e}-5$ | 2.02 | $4.44 \mathrm{e}-4$ | 1.86 |
| $385 \times 385$ | $1.30 \mathrm{e}-3$ | 1.71 | $4.31 \mathrm{e}-3$ | 1.89 | $1.80 \mathrm{e}-5$ | 1.98 | $1.20 \mathrm{e}-4$ | 1.90 |



Fig. 4.4. The surface and contour of numerical solutions for Example 4.2 with $\kappa=10$, the number of cells is $40 \times 40$.


Fig. 4.5. The errors for Example 4.2 with $\kappa=100$, the number of cells is $40 \times 40$.

Example 4.3. Consider the two dimensional problem with curved interface in computational domain $\Omega=[0,1] \times[0,1]$, and the solution is separated into two parts by the interface. The analytical solution of this problem is given by

$$
u(x, y)= \begin{cases}\frac{x^{2}+y^{2}}{\kappa}+1.0, & x^{2}+y^{2} \leq 0.5^{2} \\ x^{2}+y^{2}, & \text { otherwise }\end{cases}
$$

The diffusion coefficient is defined as follows:

$$
\beta= \begin{cases}\kappa, & x^{2}+y^{2} \leq 0.5^{2} \\ 1, & \text { otherwise }\end{cases}
$$

The conservation of the flux on interface is satisfied

$$
\left[\beta \frac{\partial u}{\partial x}\right]=\beta^{+} \frac{\partial u^{+}}{\partial x}-\beta^{-} \frac{\partial u^{-}}{\partial x}=0 \quad \text { on } \Gamma \text {. }
$$

The coefficient $\lambda$ in this test case is

$$
\lambda=\frac{-(3 \kappa+1)}{4 \kappa} .
$$

Tables 4.5 and 4.6 compare the $L_{2}$ and $L_{\infty}$ errors and convergence rate by present FDM scheme and monotone FVM in [5], under different grid numbers for $\kappa=2,100$, respectively. It

Table 4.5: The comparison of $L_{2}$ and $L_{\infty}$ errors by present FDM scheme and monotone FVM in [5] for Example 4.3, $\kappa=2$.

| Mesh | Present FDM |  |  |  | Cells | Monotone FVM [5] |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $L_{2}$ | Rate | $L_{\infty}$ | Rate |  | $L_{2}$ | Rate | $L_{\infty}$ | Rate |
| $41 \times 41$ | $1.88 \mathrm{e}-4$ |  | $4.33 \mathrm{e}-4$ |  |  | $2.09 \mathrm{e}-1$ |  | $5.77 \mathrm{e}-1$ |  |
| $81 \times 81$ | $4.61 \mathrm{e}-5$ | 2.02 | $1.10 \mathrm{e}-4$ | 1.97 |  | $5.27 \mathrm{e}-2$ | 1.98 | $2.97 \mathrm{e}-1$ | 0.96 |
| $161 \times 161$ | $1.29 \mathrm{e}-5$ | 1.85 | $2.86 \mathrm{e}-5$ | 1.94 | 2738 | $1.28 \mathrm{e}-2$ | 2.03 | $1.46 \mathrm{e}-1$ | 1.02 |
| $321 \times 321$ | $2.97 \mathrm{e}-6$ | 2.11 | $7.25 \mathrm{e}-6$ | 1.98 | 4862 | $3.21 \mathrm{e}-3$ | 1.99 | $7.43 \mathrm{e}-2$ | 0.97 |

Table 4.6: The comparison of $L_{2}$ and $L_{\infty}$ errors by present FDM scheme and monotone FVM in [5] for Example 4.3, $\kappa=100$.

| Mesh | Present FDM |  |  |  | Cells | Monotone FVM [5] |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $L_{2}$ | Rate | $L_{\infty}$ | Rate |  | $L_{2}$ | Rate | $L_{\infty}$ | Rate |
| $41 \times 41$ | $5.40 \mathrm{e}-3$ |  | $8.82 \mathrm{e}-3$ |  |  | $2.09 \mathrm{e}-1$ |  | $5.77 \mathrm{e}-1$ |  |
| $81 \times 81$ | $1.09 \mathrm{e}-3$ | 2.30 | $1.86 \mathrm{e}-3$ | 2.25 |  | $5.27 \mathrm{e}-2$ | 1.98 | $2.97 \mathrm{e}-1$ | 0.96 |
| $161 \times 161$ | $2.62 \mathrm{e}-4$ | 2.06 | $4.67 \mathrm{e}-4$ | 1.99 | 2738 | $1.28 \mathrm{e}-2$ | 2.03 | $1.46 \mathrm{e}-1$ | 1.02 |
| $321 \times 321$ | $6.87 \mathrm{e}-5$ | 1.93 | $1.19 \mathrm{e}-4$ | 1.97 | 4862 | $3.21 \mathrm{e}-3$ | 1.99 | $7.43 \mathrm{e}-2$ | 0.97 |

Table 4.7: The $L_{2}$ and $L_{\infty}$ errors for Example 4.3, $\kappa=1000$.

| Mesh | $L_{2}^{u}$ | Rate | $L_{\infty}^{u}$ | Rate |
| :---: | :---: | :---: | :---: | :---: |
| $21 \times 21$ | $1.75 \mathrm{e}-1$ |  | $2.72 \mathrm{e}-1$ |  |
| $41 \times 41$ | $5.35 \mathrm{e}-2$ | 1.71 | $8.80 \mathrm{e}-2$ | 1.63 |
| $81 \times 81$ | $1.07 \mathrm{e}-2$ | 2.32 | $1.84 \mathrm{e}-2$ | 2.26 |
| $161 \times 161$ | $2.64 \mathrm{e}-3$ | 2.02 | $4.76 \mathrm{e}-3$ | 1.95 |
| $321 \times 321$ | $6.63 \mathrm{e}-4$ | 1.99 | $1.15 \mathrm{e}-3$ | 2.05 |

can be seen that the convergent rate of the two kinds of errors is about second order. In this test example, the computational errors of the presented FDM is much smaller than the monotone FVM method in [5]. This means that the presented method can achieve more accurate numerical results.

Table 4.7 presents the $L_{2}$ and $L_{\infty}$ errors and convergence rate for $\kappa=1000$. It can be seen that when the ratio of diffusion coefficients $\kappa$ on both sides of the interface is large, the convergence rate of the numerical scheme can still maintain approximate second-order accuracy.

Fig. 4.6 shows the non-body fitted computational mesh with circular interface.
Fig. 4.7 displays the surface and contour of numerical solution for Example 4.3 with $40 \times 40$ cells.

Fig. 4.8 gives the errors of Example 4.3 with $\kappa=10$ and $\kappa=1000$, respectively.


Fig. 4.6. The computational mesh.


Fig. 4.7. The surface and contour under $40 \times 40$ cells for Example 4.3 with $\kappa=10$.


Fig. 4.8. The errors for Example 4.3 with $\kappa=10,1000$, the number of cells is $80 \times 80$.

Example 4.4. In this case, we exchange the two sub-zones $\Omega^{-}$and $\Omega^{+}$, i.e.

$$
\left.\Omega^{+}=\left\{(x, y) \mid x^{2}+y^{2} \leq 0.5^{2}\right)\right\}, \quad \Omega^{-}=\Omega \backslash \Omega^{+}
$$

The computational zone, the analytic solution, the location of interface and other parameters are the same as those in Example 4.3.

Table 4.8 presents the $L_{2}$ and $L_{\infty}$ errors and convergence rate of the presented FDM and the monotone FVM in [5]. It can be seen that the results of the both methods can be approximated to second-order accuracy. Meanwhile, the numerical errors of the presented method is far smaller than that of the FVM method, and a better accuracy is achieved.

Table 4.8: The comparison of $L_{2}$ and $L_{\infty}$ errors by present FDM scheme and monotone FVM in [5] for Example 4.4, $\kappa=100$.

| Mesh | Present FDM |  |  |  | Cells | Monotone FVM [5] |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $L_{2}$ | Rate | $L_{\infty}$ | Rate |  | $L_{2}$ | Rate | $L_{\infty}$ | Rate |
| $41 \times 41$ | $3.38 \mathrm{e}-5$ |  | $9.96 \mathrm{e}-5$ |  |  | $2.09 \mathrm{e}-1$ |  | $5.77 \mathrm{e}-1$ |  |
| $81 \times 81$ | $1.09 \mathrm{e}-5$ | 1.63 | $3.20 \mathrm{e}-5$ | 1.64 |  | $5.27 \mathrm{e}-2$ | 1.98 | $2.97 \mathrm{e}-1$ | 0.96 |
| $161 \times 161$ | $2.61 \mathrm{e}-6$ | 2.06 | $7.52 \mathrm{e}-6$ | 2.09 | 2738 | $1.28 \mathrm{e}-2$ | 2.03 | $1.46 \mathrm{e}-1$ | 1.02 |
| $321 \times 321$ | $6.82 \mathrm{e}-7$ | 1.96 | $1.92 \mathrm{e}-6$ | 1.97 | 4862 | $3.21 \mathrm{e}-3$ | 1.99 | $7.43 \mathrm{e}-2$ | 0.97 |

Table 4.9 displays the $L_{2}$ and $L_{\infty}$ errors and convergence rate for $\kappa=1000$. It can be seen that when the $\kappa$ is large, the numerical result is still relatively stable, and it can approximately achieve second-order accuracy.

Fig. 4.9 displays the surface and contour of the numerical solution with $\kappa=100$ for Example 4.4.

Fig. 4.10 gives errors of Example 4.4 with $\kappa=2$. It can be seen that the calculation error decreases significantly as the number of cells is increased.

Table 4.9: The $L_{2}$ and $L_{\infty}$ errors for Example 4.4, $\kappa=1000$.

| Mesh | $L_{2}^{u}$ | Rate | $L_{\infty}^{u}$ | Rate |
| :---: | :---: | :---: | :---: | :---: |
| $21 \times 21$ | $1.66 \mathrm{e}-4$ |  | $5.27 \mathrm{e}-4$ |  |
| $41 \times 41$ | $4.32 \mathrm{e}-5$ | 1.94 | $1.40 \mathrm{e}-4$ | 1.91 |
| $81 \times 81$ | $1.07 \mathrm{e}-5$ | 2.01 | $3.22 \mathrm{e}-5$ | 2.12 |
| $161 \times 161$ | $2.56 \mathrm{e}-6$ | 2.06 | $7.33 \mathrm{e}-6$ | 2.13 |
| $321 \times 321$ | $6.88 \mathrm{e}-7$ | 1.90 | $1.96 \mathrm{e}-6$ | 1.90 |



Fig. 4.9. The surface and contour of Example 4.4 with $\kappa=100$, the number of cells is $40 \times 40$.


Fig. 4.10. The errors of Example 4.4 with $\kappa=2$ on different number of cells.

Example 4.5. Consider the two dimensional problem in computational domain $\Omega=[-1,1] \times$ $[-1,1]$, and the solution is separated in two parts by curve interface. The analytical solution of this problem is given by

$$
u(x, y)= \begin{cases}\frac{\sin \left(x^{2}+y^{2}\right)}{\kappa}+1.0, & x^{2}+y^{2} \leq 0.5^{2} \\ \sin \left(x^{2}+y^{2}\right), & \text { otherwise }\end{cases}
$$

The diffusion coefficient is defined as follows:

$$
\beta= \begin{cases}\kappa, & x^{2}+y^{2} \leq 0.5^{2} \\ 1, & \text { otherwise }\end{cases}
$$

The conservation of the flux on interface is satisfied

$$
\left[\beta \frac{\partial u}{\partial x}\right]=\beta^{+} \frac{\partial u^{+}}{\partial x}-\beta^{-} \frac{\partial u^{-}}{\partial x}=0 \quad \text { on } \Gamma \text {. }
$$

The coefficient $\lambda$ in this case is

$$
\lambda=\frac{(\kappa-1) \sin (1 / 4)-\kappa}{\kappa \cos (1 / 4)}
$$


(a) Surface

(b) Contour

Fig. 4.11. The surface and contour of Example 4.5 with $\kappa=10$, the number of cells is $40 \times 40$.


Fig. 4.12. The errors for Example 4.5 with $\kappa=2$ on different mesh.

Table 4.10: The comparison of $L_{2}$ and $L_{\infty}$ errors by present FDM scheme of Example 4.5 at $\kappa=10,100$.

| Mesh | $\kappa=10$ |  |  |  |  | $\kappa=100$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $L_{2}$ | Rate | $L_{\infty}$ | Rate | $L_{2}$ | Rate | $L_{\infty}$ | Rate |  |
| $21 \times 21$ | $2.08 \mathrm{e}-3$ |  | $2.92 \mathrm{e}-3$ |  | $2.00 \mathrm{e}-3$ |  | $2.78 \mathrm{e}-3$ |  |  |
| $41 \times 41$ | $5.38 \mathrm{e}-4$ | 1.95 | $7.52 \mathrm{e}-4$ | 1.96 | $5.21 \mathrm{e}-4$ | 1.94 | $7.33 \mathrm{e}-4$ | 1.92 |  |
| $81 \times 81$ | $1.42 \mathrm{e}-4$ | 1.92 | $2.13 \mathrm{e}-4$ | 1.82 | $1.68 \mathrm{e}-4$ | 1.82 | $2.09 \mathrm{e}-4$ | 1.81 |  |
| $161 \times 161$ | $3.76 \mathrm{e}-5$ | 1.92 | $4.71 \mathrm{e}-5$ | 2.11 | $4.25 \mathrm{e}-5$ | 1.80 | $4.28 \mathrm{e}-5$ | 2.12 |  |
| $321 \times 321$ | $1.03 \mathrm{e}-5$ | 1.87 | $1.58 \mathrm{e}-5$ | 1.83 | $1.00 \mathrm{e}-5$ | 2.08 | $1.22 \mathrm{e}-5$ | 1.81 |  |

Table 4.10 shows the $L_{2}$ and $L_{\infty}$ errors and convergence rate for $\kappa=10,100$. It can be seen that the error decreases as the number of cells increased. For different $\kappa$ value, the convergence rates can be approximated to second-order accuracy.

Fig. 4.11 presents the surface and contour of the numerical solution for Example 4.5 with $\kappa=10$, the number of cells is $40 \times 40$.

Fig. 4.12 gives errors under different number of grids for Example 4.5 with $\kappa=2$. It can be seen that the computational error decreases significantly as the number of grids is increased.

## 5. Conclusion

A finite difference method for 2D elliptic interface equations with imperfect contact is presented. The key feature of the imperfect connection condition is that the jump qualities of the solution is unknown and related with the flux across the interface. For the shapes of the straight and curved interface, an efficient finite difference method is constructed. The stability and convergence property is analyzed for the schemes of 2D linear problems. Further, the monotonicity of the scheme is proved in particular case. Numerical results show that the presented scheme approximately achieves second-order accuracy.
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