
Journal of Computational Mathematics

Vol.xx, No.x, 2023, 1–20.

http://www.global-sci.org/jcm

doi:10.4208/jcm.2304-m2022-0185
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Abstract

We consider a numerical algorithm for the two-dimensional time-harmonic elastic wave

scattering by unbounded rough surfaces with Dirichlet boundary condition. A Nyström

method is proposed for the scattering problem based on the integral equation method.

Convergence of the Nyström method is established with convergence rate depending on

the smoothness of the rough surfaces. In doing so, a crucial role is played by analyzing

the singularities of the kernels of the relevant boundary integral operators. Numerical

experiments are presented to demonstrate the effectiveness of the method.

Mathematics subject classification: 35P25, 45P05.
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1. Introduction

We consider the two-dimensional time-harmonic elastic scattering problem for unbounded

rough surfaces with Dirichlet boundary condition. This kind of problem has attracted much

attention since it has a wide range of applications in diverse scientific areas such as seismology

and non-destructive testing.

Given the incident wave and the rough surface, the direct scattering problem is to deter-

mine the distribution of the scattered wave and develop an efficient algorithm to simulate the

scattered wave. The well-posedness of the acoustic scattering problems by unbounded rough

surfaces have been extensively studied via either a variational approach [5,8–10] or the integral

equation method [11,12,26,27,29] based on the classical Fredholm theory [15,22] or the gener-

alized Fredholm theory [13]. When applying the integral equation method, the direct scattering
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problem can be transformed to an equivalent second-kind integral equation with logarithmic

singular periodic kernels. One of the most efficient method for the numerical solution to this

kind of integral equation is the Nyström method, which was first applied to the acoustic scat-

tering by sound-soft obstacles [14], and has been extended to acoustic scattering by sound-hard

obstacles [19]. Compared with the second-kind integral equation defined on a finite interval,

a non-trivial extension of the Nyström method is the work [25], which has extended it to deal

with the second-kind integral equation defined on the real line. Thus, it enables us to obtain the

numerical solution of the acoustic scattering problems by unbounded rough surfaces, see [20,25]

for the sound-soft case and [21] for the penetrable case.

Although a large number of results have been obtained for the acoustic case, there are few

available results for elastic scattering by unbounded rough surfaces, especially for the computa-

tional aspect. The unique solvability of the elastic scattering by rough surfaces with Dirichlet

boundary conditions has been established in [2], while the existence result was given in [3]

using the boundary integral equation method (see also [1] for a comprehensive discussion). The

authors in [18] studied the well-posedness of the elastic scattering problem by unbounded rough

surfaces via the variational approach. Some numerical algorithms are proposed to solve elas-

tic scattering problems while the scatterers are bounded obstacles, such as boundary element

method [6,7], spectral algorithm [17,23] and Nyström method [16,28]. However, to the best of

our knowledge, few numerical algorithms are presented for elastic wave scattering by unbounded

rough surfaces.

The purpose of this paper is to develop the Nyström method for two-dimensional time-

harmonic elastic scattering problem for unbounded rough surfaces with Dirichlet boundary

condition. Our method is based on the integral equation formulations given in [1, 3], which

can be reduced to a class of integral equations on the real line. A crucial role of our method

is played by a thorough analysis on the singularities of the kernels in the relevant integral

equations, which involves the Green tensor for Navier equation in the half-space. By splitting

off the logarithmic singularity in the related kernels and using the asymptotic behaviour of

the Bessel functions, we obtain the convergence of the Nyström method with convergence rate

depending on the smoothness of the rough surfaces. Several numerical examples are presented

to verify our theoretical results and show the effectiveness of our method.

The paper is organized as follows. In Section 2, we give a brief introduction to a mathe-

matical model of the scattering problem and present the existed well-posedness result using the

integral equation method. Section 3 is devoted to analyzing the singularities for the relevant

kernels included in the integral expression of the solution. In Section 4, we establish the con-

vergence of the Nyström method. Numerical experiments are given to show the effectiveness of

the proposed method in Section 5. Finally, we give a conclusion in Section 6.

2. The Well-Posedness of the Scattering Problem

In this section, we present the existed results for the well-posedness of the two-dimensional

elastic wave scattering problem by unbounded rough surfaces. First, we introduce some nota-

tions and function spaces used throughout this paper. We will use bold lowercase letters to

denote all vectors and vector fields, and use bold capital letters to denote matrices or matrix

functions. For a vector a = (a1, a2)
⊤, we define a⊥ = (a2,−a1)

⊤ which is orthogonal to a, and

unless otherwise stated, we use |a| to denote its Euclidean norm. For any b ∈ R, we define the
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half-space Ub and its boundary Γb as

Ub :=
{
x ∈ R

2 : x2 > b
}
, Γb :=

{
x ∈ R

2 : x2 = b
}
.

The notations Jn and Yn are Bessel functions and Neumann functions of order n, respectively.

The linear combination

H(1)
n := Jn + iYn

is known as the Hankel function of the first kind of order n. Finally, we introduce some function

spaces. For V ⊂ Rm,m = 1, 2, let BC(V ) represent the set of bounded and continuous complex-

valued functions on V under the norm ‖ϕ‖∞,V := sup
x∈V |ϕ(x)|. We denote by BCn(Rm) the

set of all functions whose derivatives up to order n are bounded and continuous on Rm with

the norm

‖ϕ‖BCn(Rm) := max
j=0,1,...,n

max
|α|=j

∥∥∂α
x
ϕ
∥∥
∞,Rm ,

where α = (α1, α2, · · · , αm) and |α| :=
∑m

i=1 αi. Let H1(V ) and H1/2(∂V ) be the standard

Sobolev spaces for any open set V ⊂ Rm provided the boundary of V is smooth enough. The

notations H1
loc(V ) and H

1/2
loc (V ) stand for the set of functions which are elements of H1(V) and

H1/2(V) for any V ⊂⊂ V , respectively. Here the notation V ⊂⊂ V denotes that the closure

of V is a compact subset of V .

For theoretical analysis in Sections 2-4, without loss of generality, we assume that the rough

surface Γ lies above the x1-axis and can be described as

Γ :=
{
(x1, x2) ∈ R

2 : x2 = f(x1)
}
,

where f ∈ B
(n)
c1,c2 with

B(n)
c1,c2 :=

{
f ∈ BCn(R) : ‖f‖BCn(R) ≤ c1 and inf

x1∈R

f(x1) ≥ c2

}

for some non-negative integer n, some constants c1 > 0 and c2 > 0. The whole space is

separated by Γ into two unbounded half-spaces and the upper one is denoted by

Ω :=
{
(x1, x2) ∈ R

2 : x2 > f(x1)
}
.

Throughout the paper, we set h ∈ R such that h < infx1∈R f(x1). For y = (y1, y2) ∈ Uh, its

image under a reflection with respect to Γh is defined by y′ := (y1, 2h − y2). See Fig. 2.1 for

the problem geometry.

Fig. 2.1. Physical configuration of the scattering problem by a rough surface.
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Suppose an incoming field uinc = (uinc
1 , uinc

2 ) is incident on the infinite surface Γ from the

upper region Ω. Then the scattering of uinc by the infinite rough surface Γ can be modelled by

the two-dimensional Navier equation

µ∆usc + (λ+ µ)∇∇ · usc + ω2usc = 0 in Ω, (2.1)

where usc = (usc
1 , usc

2 ) is the scattered field, ω > 0 represents the angular frequency, and λ

and µ are the Lamé constants satisfying µ > 0 and λ + 2µ > 0, which leads to that the

second-order partial differential operator ∆∗ := µ∆+ (λ + µ)∇∇ is strongly elliptic [24]. Let

u := uinc + usc denote the total field consisting of the incident field and the scattered field.

Further, the Dirichlet boundary condition is imposed on Γ, that is

usc = −uinc on Γ. (2.2)

Since the Navier equation (2.1) is imposed in the unbounded region Ω, an appropriate

radiation condition is needed for the considered scattering problem. To this end, we first

introduce the generalized stress vector P which is defined on a curve Λ ∈ R2 with ν being the

unit normal on Λ. For a vector ϕ, Pϕ is also a vector defined by

Pϕ := (µ+ µ̃)
∂ϕ

∂ν
+ λ̃νdivϕ− µ̃ν⊥div⊥ϕ (2.3)

with λ̃, µ̃ ∈ R satisfying λ̃+ µ̃ = λ+ µ and

div⊥ϕ :=
∂ϕ1

∂x2
−

∂ϕ2

∂x1
, ϕ = (ϕ1, ϕ2)

⊤.

For a matrix M ,PM is also a matrix whose element is defined by

(PM)jk =
(
P (Mj·)

⊤
)
k
, j, k = 1, 2.

In this paper, the scattered wave is assumed to satisfy the following upwards propagating

radiation condition (UPRC) [3]:

usc(x) =

∫

ΓH

ΠH(x,y)φ(y)ds(y), x ∈ UH (2.4)

for some φ ∈ [L∞(ΓH)]2 with H > supx1∈R
f(x1), where the kernelΠH(x,y) in (2.4) is a matrix

function given by

ΠH(x,y) = P (y)GH(x,y) (2.5)

with ν in (2.5) being the upward unit normal on ΓH and GH being the Green’s tensor of the

Navier equation (2.1) in UH with Dirichlet boundary condition on ΓH , which is given by

GH(x,y) := Ψ(x,y)−Ψ(x,y′) +U(x,y), x,y ∈ UH , x 6= y. (2.6)

Here, Ψ is the Green’s tensor for the Navier equation (2.1) in free space R2, which is defined

by

Ψ(x,y) =
1

µ
Φ(x,y, κs)I +

1

ω2
∇x∇

⊤
x

(
Φ(x,y, κs)− Φ(x,y, κp)

)
, x,y ∈ R

2, x 6= y (2.7)

with κs and κp being the shear and compressional wavenumbers defined by

κs := csω, κp := cpω, cs := µ− 1
2 , cp := (λ+ 2µ)−

1
2 ,
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and

Φ(x,y, κ) :=
i

4
H

(1)
0 (κ|x− y|)

being the fundamental solution for the two-dimensional Helmholtz equation with H
(1)
0 to be the

Hankel function of the first kind of order 0. And U(x,y) in (2.6) is a matrix function defined by

U(x,y) = −
i

2πω2

∫

R

[Mp(τ, γp, γs; x2, y2) +Ms(τ, γp, γs; x2, y2)]e
−i(x1−y1)τdτ,

where

γp :=
√
κ2
p − τ2, γs :=

√
κ2
s − τ2,

and

Mp(τ, γp, γs; x2, y2) :=
eiγp(x2+y2−2H) − ei(γp(x2−H)+γs(y2−H))

γpγs + τ2

[
−τ2γs τ3

τγpγs −τ2γp

]
,

Ms(τ, γp, γs; x2, y2) :=
eiγs(x2+y2−2H) − ei(γs(x2−H)+γp(y2−H))

γpγs + τ2

[
−τ2γs −τγpγs
−τ3 −τ2γp

]
.

With the aid of [3, Theorem 2.1], we have U(x,y) ∈ [C∞(UH)∩C1(UH)]2×2, which will be used

in the analysis on the convergence of the Nyström method. We refer to [1,2] for more properties

of the UPRC, and its relation to the Rayleigh expansion radiation condition for diffraction

grating and the Kupradze’s radiation condition for the scattering by bounded obstacles.

To ensure the uniqueness of the scattering problem, we also need the following vertical

growth rate condition:

sup
x∈Ω

|x2|
β |usc(x)| < ∞ for some β ∈ R. (2.8)

In summary, the scattering problem (2.1)-(2.4) and (2.8) can be described by the following

boundary value problem with g = −uinc|Γ.

Dirichlet Problem (DP): Given g ∈ [BC(Γ) ∩ H
1/2
loc (Γ)]

2, find usc ∈
[
C2(Ω) ∩ C(Ω)

∩H1
loc(Ω)

]2
such that

1. usc is a solution of the Navier equation (2.1) in Ω.

2. usc satisfies the Dirichlet boundary condition usc = g on Γ.

3. usc satisfies the UPRC (2.4).

4. usc satisfies the vertical growth rate condition (2.8).

The following uniqueness result has been proved in [2, Theorem 4.6] for the problem (DP).

Theorem 2.1 ([2, Theorem 4.6]). The problem (DP) has at most one solution.

The existence of the solution to the problem (DP) has been investigated in [3] by integral

equation method. The main idea is to seek for a solution in the form of a combined single- and

double-layer potential

usc(x) =

∫

Γ

[
Πh(x,y)− iηGh(x,y)

]
ψ(y)ds(y), x ∈ Ω, (2.9)
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where Πh(x,y) is defined similar as ΠH(x,y) in (2.4) with h < inf x1 ∈ Rf(x1) and ν being

the unit normal on Γ pointing to Ω, Gh(x,y) is defined similar as GH(x,y) in (2.6), and for

simplicity, we will write Π(x,y) and G(x,y) for Πh(x,y) and Gh(x,y), respectively, if there

is no misleading, ψ ∈ [BC(Γ) ∩ H
1/2
loc (Γ)]

2 and η is a complex number satisfying Re(η) > 0.

Throughout this paper, to ensure that Π(x,y) has a weak singularity while |x − y| → 0 for

x,y ∈ Γ, µ̃ and λ̃ in (2.3) are chosen to be

µ̃ =
µ(λ + µ)

λ+ 3µ
, λ̃ =

(λ+ µ)(λ + 2µ)

λ+ 3µ
. (2.10)

Thus, it follows from [3, Theorems 2.6, 2.7, Lemma 2.8] that usc given by (2.9) satisfies usc ∈

[C2(Ω) ∩ C(Ω) ∩ H1
loc(Ω)]

2. By [3, Theorems 2.4, 3.2], it can be deduced that usc given by

(2.9) satisfies the Navier equation (2.1) and the UPRC (2.4). Further, as a consequence of [3,

Theorems 2.1, 2.3], usc given by (2.9) satisfies the vertical growth rate condition (2.8) with

β = −1/2.

According to the jump relations for elastic single- and double-layer potentials shown in [3,

Theorems 2.6, 2.7], it is easy to see that usc given by (2.9) is a solution to the problem (DP)

provided ψ is a solution to the following integral equation:

1

2
ψ(x) +

∫

Γ

[
Π(x,y)− iηG(x,y)

]
ψ(y)ds(y) = g(x), x ∈ Γ, (2.11)

which can be rewritten in the operator form

(I +DΓ − iηSΓ)ψ = 2g on Γ, (2.12)

where DΓ and SΓ are the elastic double-layer and single-layer operators given by

(DΓψ)(x) := 2

∫

Γ

Π(x,y)ψ(y)ds(y), x ∈ Γ,

(SΓψ)(x) := 2

∫

Γ

G(x,y)ψ(y)ds(y), x ∈ Γ.

For x,y ∈ Γ, we denote

x = x(s) =
(
s, f(s)

)
, y = y(t) =

(
t, f(t)

)
, ψ̃(t) := ψ

(
y(t)

)
, g̃(s) := g

(
x(s)

)
.

By changing the variables, we rewrite DΓ and SΓ as the following operators:

(Dψ̃)(s) := 2

∫

R

Π
(
x(s),y(t)

)
ψ̃(t)

√
1 + f ′(t)2dt, s ∈ R, (2.13)

(Sψ̃)(s) := 2

∫

R

G
(
x(s),y(t)

)
ψ̃(t)

√
1 + f ′(t)2dt, s ∈ R. (2.14)

Then the solvability of (2.12) in [BC(Γ)]2 is equivalent to finding the solution ψ̃ to the integral

equation

(I +D − iηS) ψ̃ = 2g̃ (2.15)

in [BC(R)]2, which is given in the following theorem.

Theorem 2.2 ([3, Corollary 5.12, Theorem 5.13]). For any f ∈ B
(2)
c1,c2, the integral oper-

ator I +D − iηS : [BC(R)]2 → [BC(R)]2 is bijective (and so boundedly invertible) with

sup
f∈B

(2)
c1,c2

∥∥(I +D − iηS)−1
∥∥
[BC(R)]2→[BC(R)]2

< ∞.
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Thus, the integral equations (2.11) and (2.15) have exactly one solution for every f ∈ B
(2)
c1,c2 .

Moreover, we have

|usc(x)| ≤ C(x2 − h)
1
2 ‖g‖∞,Γ, x ∈ Ω

for some constants C > 0 depending only on B
(2)
c1,c2 and ω.

Remark 2.1. By Theorems 2.1 and 2.2, the problem (DP) has a unique solution.

3. The Singularity for the Kernel of D − iηS

This section is devoted to analyzing the singularity of the boundary integral equation (2.15),

which will be used for the further investigation on the Nyström method in Section 4. The main

idea is to write the kernel A(s, t) of the integral operator D − iηS in (2.15) in the following

form:

A(s, t) =
1

2π
B(s, t) ln

(
4 sin2

s− t

2

)
+C(s, t), s, t ∈ R, s 6= t (3.1)

with smooth matrix functions B(s, t) ∈ [Cn
0,π(R

2)]2×2 and C(s, t) ∈ [BCn
p (R

2)]2×2, where

Cn
0,π(R

2) and BCn
p (R

2) are defined as

Cn
0,π(R

2) :=
{
a(s, t) ∈ BCn(R2) : a(s, t) = 0 for |s− t| ≥ π

}
,

BCn
p (R

2) :=
{
a(s, t) ∈ BCn(R2) : ‖a‖BCn

p (R2) < ∞
}

with the norm

‖a‖BCn
p (R2) := sup

j,k=0,...,n,

j+k≤n

∥∥∥∥w̃p(s, t)
∂j+ka(s, t)

∂js∂kt

∥∥∥∥
∞

,

and the weight w̃p(s, t) := (1+ |s− t|)p for some p > 1, which are closed subspaces of BCn(R2).

According to (2.5), (2.6), (2.13) and (2.14), the operatorsD and S can be decomposed into

two parts as follows:

D = D1 −D2, S = S1 − S2,

where

(D1ψ̃)(s) := 2

∫

R

Π1

(
x(s),y(t)

)
ψ̃(t)

√
1 + f ′(t)2dt, s ∈ R, (3.2)

(D2ψ̃)(s) := 2

∫

R

Π2

(
x(s),y(t)

)
ψ̃(t)

√
1 + f ′(t)2dt, s ∈ R, (3.3)

(S1ψ̃)(s) := 2

∫

R

Ψ
(
x(s),y(t)

)
ψ̃(t)

√
1 + f ′(t)2dt, s ∈ R, (3.4)

(S2ψ̃)(s) := 2

∫

R

[
Ψ
(
x(s),y′(t)

)
−U

(
x(s),y(t)

)]
ψ̃(t)

√
1 + f ′(t)2dt, s ∈ R (3.5)

with the components of Π1(x,y) and Π2(x,y) given by

Π1(x,y) := P
(y)Ψ(x,y), Π2(x,y) := P

(y)
(
Ψ(x,y′)−U(x,y)

)
. (3.6)

Hence, the integral equation (2.15) can be rewritten as

[I +D1 − iηS1 − (D2 − iηS2)]ψ̃ = 2g̃ on R.

The remaining part of this section consists of three subsections, which focuses on the singularity

analysis of the kernels in the integral operators S1,D1, and D2 − iηS2, respectively.
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3.1. Separating the logarithmic part of S1

This subsection is devoted to separating the logarithmic part of the operator S1. We first

introduce some notations which will be used later. For x(s),y(t) ∈ Γ, we define the distance

between x(s) and y(t) as

r = r(s, t) := |x(s)− y(t)|,

and define the upward unit normal at x(s) and y(t) as

ν(s) =
(
ν1(s), ν2(s)

)⊤
, ν1(s) = −

f ′(s)√
1 + f ′(s)2

, ν2(s) =
1√

1 + f ′(s)2
,

ν(t) =
(
ν1(t), ν2(t)

)⊤
, ν1(t) = −

f ′(t)√
1 + f ′(t)2

, ν2(t) =
1√

1 + f ′(t)2
.

Then for convenience, we define the vectors l and l⊥ as

l(s) =
√
1 + f ′(s)2ν(s), l⊥(s) =

√
1 + f ′(s)2ν⊥(s),

l(t) =
√
1 + f ′(t)2ν(t), l⊥(t) =

√
1 + f ′(t)2ν⊥(t).

In terms of (2.7), a direct calculation shows that the Green’s tensor Ψ can be represented as

Ψ
(
x(s),y(t)

)
=

[
i

4µ
H

(1)
0 (κsr)−

i

4ω2

κsH
(1)
1 (κsr) − κpH

(1)
1 (κpr)

r

]
I

+
i

4ω2

κ2
sH

(1)
2 (κsr) − κ2

pH
(1)
2 (κpr)

r2
J
(
x(s)− y(t)

)
, (3.7)

where I is the identity matrix and J(z) := zz⊤ for z = (z1, z2)
⊤. Thus, the operator S1 can be

rewritten as

(S1ψ̃)(s) =

∫

R

A1(s, t)ψ̃(t)dt, s ∈ R

with the element of the matrix A1(s, t) given by

A1(s, t) = 2Ψ
(
x(s), y(t)

)√
1 + f ′(t)2.

Based on the singularity of A1(s, t), we can separate the logarithmic part and decompose

A1(s, t) as

A1(s, t) = B1(s, t) ln |s− t|+C1(s, t),

where

B1(s, t) =
1

π

{[
−

1

µ
J0(κsr) +

1

ω2

κsJ1(κsr)− κpJ1(κpr)

r

]
I

−
1

ω2

κ2
sJ2(κsr) − κ2

pJ2(κpr)

r2
J
(
x(s)− y(t)

)
}
√
1 + f ′(t)2, (3.8)

C1(s, t) = A1(s, t)−B1(s, t) ln |s− t|. (3.9)

To get the exact expressions of B1(s, t) and C1(s, t) while s = t for numerical computation,

we need to introduce the definitions of Bessel functions Jn and Neumann functions Yn (see [14,
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Eqs. (3.97), (3.98)]), which are given by

Jn(r) :=
∞∑

p=0

(−1)p

p!(n+ p)!

( r
2

)n+2p

, (3.10)

Yn(r) :=
2

π

{
ln

r

2
+ CE

}
Jn(r) −

1

π

n−1∑

p=0

(n− 1− p)!

p!

(
2

r

)n−2p

−
1

π

∞∑

p=0

(−1)p

p!(n+ p)!

(r
2

)n+2p

{φ(p+ n) + φ(p)} (3.11)

for n = 0, 1, 2, . . . , and r ∈ (0,∞). Here, CE denotes Euler’s constant, and for n = 0 the finite

sum in (3.11) is set equal to zero, and the function φ is defined by

φ(0) = 0 and φ(p) :=

p∑

m=1

1

m
, p = 1, 2, . . . .

Let

Ln(r) := H(1)
n (r) −

2i

π
Jn(r) ln(r)

for n = 0, 1, 2, . . . , then with the aid of H
(1)
n (r) = Jn(r) + iYn(r) and (3.10)-(3.11), we can

derive the following limits:

lim
r→0

L0(κsr) = α1, (3.12)

lim
r→0

{
κs

r
L1(κsr) +

2i

πr2

}
=

1

2
κ2
s

(
α1 −

i

π

)
, (3.13)

lim
r→0

κsL1(κsr) − κpL1(κpr)

r
=

1

2
α2

(
α1 −

i

π

)
, (3.14)

lim
r→0

{
κ2
sL2(κsr)− κ2

pL2(κpr)

r2
+

iα2

πr2

}
=

1

8
α3

(
α1 −

3i

2π

)
, (3.15)

lim
r→0

{
κ3
sL3(κsr)− κ3

pL3(κpr)

r3
+

2iα2

πr4
+

iα3

4πr2

}
=

1

48
α4

(
α1 −

11i

6π

)
, (3.16)

where the constants αj , j = 1, 2, 3, 4, are defined by

α1 := 1 +
2i

π
(CE − ln 2), α2 := κ2

s − κ2
p, α3 := κ4

s − κ4
p, α4 := κ6

s − κ6
p.

With the help of (3.12)-(3.15), we can derive the diagonal terms

B1(s, s) =
1

π

(
−
1

µ
+

α5

2

)√
1 + f ′(s)2I, (3.17)

C1(s, s) =

{[
i

4
α1α6−

α5

4π
−

1

2π

(
c2s ln

(
κs

√
1 + f ′(s)2

)
+ c2p ln

(
κp

√
1 + f ′(s)2

)) ]
I

+
α5

2π

J
(
l⊥(s)

)

1 + f ′(s)2

}
√
1 + f ′(s)2, (3.18)

where the constants αj , j = 5, 6, are defined by α5 := c2s − c2p and α6 := c2s + c2p.
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3.2. Separating the logarithmic part of D1

The purpose of this subsection is to separate the logarithmic part of the operator D1. Due

to (3.2), (3.6), (2.3) and (3.7), we can write D1 as

(D1ψ̃)(s) =

∫

R

A2(s, t)ψ̃(t)dt, s ∈ R.

Here, a direct calculation shows that the matrix A2(s, t) is given by

A2(s, t) = (µ+ µ̃)

{[
−

i

2µ

κsH
(1)
1 (κsr)

r
+

i

2ω2

κ2
sH

(1)
2 (κsr)− κ2

pH
(1)
2 (κpr)

r2

]
I

−
i

2ω2

κ3
sH

(1)
3 (κsr)−κ3

pH
(1)
3 (κpr)

r3
J
(
x(s)−y(t)

)
}
[
(s−t)f ′(t)+f(t)−f(s)

]

− (µ+ µ̃)
i

2ω2

κ2
sH

(1)
2 (κsr)− κ2

pH
(1)
2 (κpr)

r2
M1(s, t)

+ λ̃

[
i

2µ

κsH
(1)
1 (κsr)

r
−

2i

ω2

κ2
sH

(1)
2 (κsr)− κ2

pH
(1)
2 (κpr)

r2

+
i

2ω2

κ3
sH

(1)
3 (κsr)− κ3

pH
(1)
3 (κpr)

r

]
M2(s, t)− µ̃

i

2µ

κsH
(1)
1 (κsr)

r
M3(s, t)

with

M1(s, t) :=
(
x(s)− y(t)

)
l(t)⊤ + l(t)

(
x(s)− y(t)

)⊤
,

M2(s, t) :=
(
x(s)− y(t)

)
l(t)⊤,

M3(s, t) :=
(
x(s)− y(t)

)⊥
l⊥(t)⊤.

Based on the singularity of A2(s, t), we can separate the logarithmic part of A2(s, t) as

A2(s, t) = B2(s, t) ln |s− t|+C2(s, t),

where

B2(s, t) := (µ+ µ̃)

{[
1

πµ

κsJ1(κsr)

r
−

1

πω2

κ2
sJ2(κsr) − κ2

pJ2(κpr)

r2

]
I

+
1

πω2

κ3
sJ3(κsr)− κ3

pJ3(κpr)

r3
J
(
x(s)− y(t)

)
}
[
(s− t)f ′(t) + f(t)− f(s)

]

+ (µ+ µ̃)
1

πω2

κ2
sJ2(κsr) − κ2

pJ2(κpr)

r2
M1(s, t)

+ λ̃

[
−

1

πµ

κsJ1(κsr)

r
+

4

πω2

κ2
sJ2(κsr) − κ2

pJ2(κpr)

r2

−
1

πω2

κ3
sJ3(κsr) − κ3

pJ3(κpr)

r

]
M2(s, t) + µ̃

1

πµ

κsJ1(κsr)

r
M3(s, t), (3.19)

C2(s, t) := A2(s, t)−B2(s, t) ln |s− t|. (3.20)
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Similar to the previous subsection, we need to get the exact expressions of B2(s, t) and C2(s, t)

while s = t for numerical computation. Using Eqs. (3.13), (3.15) and (3.16), choosing µ̃ as in

(2.10) and by a direct but lengthy calculation we obtain the diagonal terms

B2(s, s) = 0, (3.21)

C2(s, s) = −
1

2π

f ′′(s)

1 + f ′(s)2

{[
−1 +

µ+ µ̃

2
α5

]
I − α5(µ+ µ̃)

J
(
l⊥(s)

)

1 + f ′(s)2

}
. (3.22)

3.3. The computation of D2 − iηS2

Observing from (3.3), (3.5), and (3.6), the kernel of the integral operatorD2−iηS2 is related

to Ψ(x,y′) and U(x,y) with x = (s, f(s)) ∈ Γ, y = (t, f(t)) ∈ Γ, and y′ = (t, 2h− f(t)). Due

to h < infx1∈R f(x1), it is readily seen that there is a positive distance between x and y′,

which leads to that Ψ(x,y′) is smooth, and by [3, Theorem 2.1], we have U(x,y) ∈ [C∞(Uh)∩

C1(Uh)]
2×2. It follows from (3.3), (3.5), (3.6), (2.3), (2.7) and a direct but lengthy calculation

that the integral operator D2 − iηS2 can be rewritten as integral on the real line, which reads

[
(D2 − iηS2)ψ̃

]
(s) =

∫

R

A3(s, t)ψ̃(t)dt, s ∈ R,

where

A3(s, t) = A4(s, t)−A5(s, t) (3.23)

with

A4(s, t) := 2
[
P (y)Ψ(x,y′)− iηΨ(x,y′)

]√
1 + f ′(t)2

=: A41 +A42 +A43 +A44,

A5(s, t) := 2
[
P (y)U(x,y)− iηU(x,y)

]√
1 + f ′(t)2.

Here, A4j , j = 1, 2, 3, 4, are defined by

A41 = (µ+ µ̃)

{[
−

i

2µ

κsH
(1)
1 (κsr

′)

r′
I +

i

2ω2

κ2
sH

(1)
2 (κsr

′)− κ2
pH

(1)
2 (κpr

′)

r′2
I

−
i

2ω2

κ3
sH

(1)
3 (κsr

′)− κ3
pH

(1)
3 (κpr

′)

r′3
J
(
x(s)− y′(t)

)
]

× [(s− t)f ′(t) + f(t) + f(s)− 2h]

+
i

2ω2

κ2
sH

(1)
2 (κsr

′)− κ2
pH

(1)
2 (κpr

′)

r′2
M4(s, t)

}
,

A42 = λ̃

{[
−

i

2µ

κsH
(1)
1 (κsr

′)

r′
+

i

ω2

κ2
sH

(1)
2 (κsr

′)− κ2
pH

(1)
2 (κpr

′)

r′2

]
Q

+
i

2ω2

κ3
sH

(1)
3 (κsr

′)− κ3
pH

(1)
3 (κpr

′)

r′3
[
(t− s)2 −

(
f(t) + f(s)− 2h

)2]
I

}
M5(s, t),

A43 = −µ̃

{[
−

i

2µ

κsH
(1)
1 (κsr

′)

r′
+

i

ω2

κ2
sH

(1)
2 (κsr

′)− κ2
pH

(1)
2 (κpr

′)

r′2

]
M6(s, t)
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−
i

ω2

κ3
sH

(1)
3 (κsr

′)− κ3
pH

(1)
3 (κpr

′)

r′3
(s− t)

(
f(s) + f(t)− 2h

)
M7(s, t)

}
,

A44 = η

{[
1

2µ
H

(1)
0 (κsr

′)−
1

2ω2

κsH
(1)
1 (κsr

′)− κpH
(1)
1 (κpr

′)

r′

]
I

+
1

2ω2

κ2
sH

(1)
2 (κsr

′)− κ2
pH

(1)
2 (κpr

′)

r′2
J
(
x(s)− y′(t)

)
}
√
1 + f ′(t)2,

where r′ = r′(s, t) := |x(s)−y′(t)| denotes the distance between x and y′, Q = diag(−1, 1) and

M4,jk(s, t) :=
(
xk(s)− y′k(t)

)
qj lj(t) +

(
xj(s)− y′j(t)

)
qklk(t),

M5(s, t) :=
(
x(s)− y′(t)

)
l(t)⊤,

M6,jk(s, t) :=
[
(s− t)δj2 +

(
f(s) + f(t)− 2h

)
δj1
]
l⊥k (t),

M7(s, t) :=
(
x(s)− y′(t)

)
l⊥(t)⊤

with the vector q = (−1, 1)⊤ and δjk being the Kronecker delta function satisfying δjk = 1 for

j = k and δjk = 0 for j 6= k.

According to the above three subsections on the analysis of S1,D1, and D2 − iηS2, the

integral operator D − iηS can be rewritten in the following form:

[
(D − iηS)ψ̃

]
(s) =

∫

R

A(s, t)ψ̃(t)dt (3.24)

with

A(s, t) = −iηA1(s, t) +A2(s, t)−A3(s, t) := B
∗(s, t) ln |s− t|+C∗(s, t),

where B∗(s, t) and C∗(s, t) are

B∗(s, t) := −iηB1(s, t) +B2(s, t), (3.25)

C∗(s, t) := −iηC1(s, t) +C2(s, t)−A3(s, t). (3.26)

In order to employ the Nyström method, we follow the ideas of [25, Theorem 2.1] and rewrite

the integral kernel A(s, t) in the form (3.1) with B(s, t) and C(s, t) given by

B(s, t) := πB∗(s, t)χ(s− t), (3.27)

C(s, t) := B∗(s, t)

[
(
1− χ(s− t)

)
ln |s− t| − χ(s− t) ln

(
sin
(
(s− t)/2

)

(s− t)/2

)]
+C∗(s, t) (3.28)

for s 6= t, where χ ∈ C∞
0 (R) is a cut-off function defined by

χ(s) =





1, |s| ≤ 1,[
1 + exp

(
1

π − |s|
+

1

1− |s|

)]−1

, 1 < |s| < π,

0, π ≤ |s|.

Finally, with the help of (3.17), (3.18), (3.21), (3.22), (3.27) and (3.28), we obtain that

B(s, s) := π[−iηB1(s, s) +B2(s, s)],

C(s, s) := −iηC1(s, s) +C2(s, s)−A3(s, s).
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4. Convergence Analysis of the Nyström Method

The goal of this section is to establish the convergence result of the Nyström method for the

boundary integral equation (2.15). In views of (3.24), (2.15) can be rewritten in the following

form:

ψ̃(s) +
1

2π

∫ +∞

−∞

ln

(
4 sin2

s− t

2

)
B(s, t)ψ̃(t)dt +

∫ +∞

−∞

C(s, t)ψ̃(t)dt = 2g̃(s), s ∈ R. (4.1)

To get the numerical solution of (4.1), we truncate the infinite interval (−∞,+∞) into a finite in-

terval (−R,R), and choose an equidistant set of knots tj := −R+jπ/N for j = 0, 1, . . . , 2NR/π.

If B(s, t) ∈ Cn
0,π(R

2) and C(s, t) ∈ BCn
p (R

2) for some p > 1 and some positive integer n, it

follows from [25] that the two integrals in (4.1) can be approximated by

1

2π

∫ +∞

−∞

ln

(
4 sin2

s− t

2

)
B(s, t)ψ̃(t)dt ≈

∑

j∈Z

R
(N)
j (s)B(s, tj)ψ̃(tj), s ∈ R,

∫ +∞

−∞

C(s, t)ψ̃(t)dt ≈
π

N

∑

j∈Z

C(s, tj)ψ̃(tj), s ∈ R

with the quadrature weights given by

R
(N)
j (s) := −

1

N

[
N−1∑

m=1

1

m
cosm(s− tj) +

1

2N
cosN(s− tj)

]
.

Therefore, an approximated form of (4.1) is

ψ̃N(s) +
∑

j∈Z

α
(N)
j (s)ψ̃N (tj) = 2g̃(s), s ∈ R (4.2)

with

α
(N)
j (s) := R

(N)
j (s)B(s, tj) +

π

N
C(s, tj).

The remaining part of this section is to study the convergence result for ‖ψ̃ − ψ̃N‖[L∞(R)]2 ,

which is presented in the following theorem.

Theorem 4.1. Let f ∈ B
(n+2)
c1,c2 and g̃ ∈ [BCn(R)]2 for some n ∈ N and c1, c2 > 0. There

exists N0 ∈ N such that (4.2) admits a uniquely determined numerical solution ψ̃N and

∥∥ψ̃ − ψ̃N

∥∥
[L∞(R)]2

. N−n‖g̃‖[BCn(R)]2

for N > N0, where ψ̃ is the unique solution of (2.15).

Proof. According to Theorem 2.2, the integral equation (2.15) has exactly one solution

ψ̃ ∈ [BC(R)]2 for every g̃ ∈ [BC(R)]2 and there exists C0 > 0 such that ‖(I+D−iηS)−1‖ ≤ C0.

Then by [25, Theorem 3.13], the statement of this theorem holds if B(s, t) ∈ [Cn
0,π(R

2)]2×2 and

C(s, t) ∈ [BCn
p (R

2)]2×2 for some p > 1. With the help of [25, Theorem 2.1], it is equivalent to

showing the following three conditions: For all j, k ∈ N with j + k ≤ n, there exists constants

C > 0 and p > 1 such that
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C1.

∣∣∣∣
∂j+kB∗(s, t)

∂sj∂tk

∣∣∣∣ ≤ C, s, t ∈ R, |s− t| ≤ π,

C2.

∣∣∣∣
∂j+kC∗(s, t)

∂sj∂tk

∣∣∣∣ ≤ C, s, t ∈ R, |s− t| ≤ π,

C3.

∣∣∣∣
∂j+kA(s, t)

∂sj∂tk

∣∣∣∣ ≤ C (1 + |s− t|)−p , s, t ∈ R, |s− t| ≥ π,

where B∗(s, t) and C∗(s, t) are defined by (3.25) and (3.26), respectively. Thus, it suffices to

show that C1-C3 hold.

For the condition C1, we recall that

B∗(s, t) = −iηB1(s, t) +B2(s, t),

where B1(s, t) and B2(s, t) are defined by (3.8) and (3.19), respectively. By (3.10) and the

fact that Jn(r) is analytic for all r ∈ R, we obtain that Jn(r)/r
n is also analytic for all r ∈ R.

Since f ∈ B
(n+2)
c1,c2 , it follows from (3.8) and (3.19) that B1(s, t) ∈ [BCn(R2)]2×2 and B2(s, t) ∈

[BCn(R2)]2×2, which implies that C1 holds.

For the condition C2, we recall that

C∗(s, t) = −iηC1(s, t) +C2(s, t)−A3(s, t),

where C1(s, t),C2(s, t), and A3(s, t) are defined by (3.9), (3.20), and (3.23), respectively. To

prove this condition, we first introduce the following notations:

ρn(κ, s, t) := H(1)
n (κr) −

2i

π
Jn(κr) ln |s− t|,

γ1(s, t) :=
1

r

(
κsρ1(κs, s, t)− κpρ1(κp, s, t)

)
,

γ2(s, t) := κ2
sρ2(κs, s, t)− κ2

pρ2(κp, s, t),

γ3(s, t) := r
[
κ3
sρ3(κs, s, t)− κ3

pρ3(κp, s, t)
]
,

ξ(s, t) :=
1

r2
(
(s− t)f ′(t) + f(t)− f(s)

)
,

F (κ, s, t) := 1 +
2i

π
CE +

2i

π
ln

κr

2|s− t|
,

and

Z1(s, t) :=
J
(
x(s)− y(t)

)

r2
,

Z2(s, t) := −(µ+ µ̃)
i

2ω2

γ2(s, t)

r2
M1(s, t)− µ̃

i

2µ

κs

r
ρ1(κs, s, t)M3(s, t)

+ λ̃

[
i

2µ

κs

r
ρ1(κs, s, t)−

2i

ω2

γ2(s, t)

r2
+

i

2ω2

γ3(s, t)

r2

]
M2(s, t).

Using these notations and (3.26), (3.9) and (3.20), we can rewrite the elements of C∗(s, t) as

C∗(s, t) = −iη

{[
i

2µ
ρ0(κs, s, t)−

i

2ω2
γ1(s, t)

]
I +

i

2ω2
γ2(s, t)Z1(s, t)

}√
1 + f ′(t)2

+ (µ+ µ̃)

{[
−

i

2µ
κsrρ1(κs, s, t) +

i

2ω2
γ2(s, t)

]
I −

i

2ω2
γ3(s, t)Z1(s, t)

}
ξ(s, t)

+Z2(s, t)−A3(s, t). (4.3)
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With the help of H
(1)
n (z) = Jn(z) + iYn(z) and (3.10)-(3.11), we obtain that

ρ0(κ, s, t) = F (κ, s, t)J0(κr)−
2i

π

+∞∑

p=0

(−1)p

(p!)2

(κr
2

)2p
φ(p), (4.4)

κsrρ1(κs, s, t) = F (κs, s, t)κsrJ1(κsr) −
2i

π

−
2i

π

+∞∑

p=0

(−1)p

p!(p+ 1)!

(κsr

2

)2+2p (
φ(p+ 1) + φ(p)

)
, (4.5)

γ1(s, t) = κsF (κs, s, t)
J1(κsr)

r
− κpF (κp, s, t)

J1(κpr)

r

−
i

2π

+∞∑

p=0

(−1)p

p!(p+ 1)!

( r
2

)2p (
κ2+2p
s − κ2+2p

p

)(
φ(p) + φ(p+ 1)

)
, (4.6)

γ2(s, t) = κ2
sF (κs, s, t)J2(κsr) − κ2

pF (κp, s, t)J2(κpr) −
i

π
α2

−
i

π

+∞∑

p=0

(−1)p

p!(p+ 2)!

(r
2

)2+2p (
κ4+2p
s − κ4+2p

p

)(
φ(p) + φ(p+ 2)

)
, (4.7)

γ3(s, t) = κ3
srF (κs, s, t)J3(κsr)− κ3

prF (κp, s, t)J3(κpr)−
2i

π
α2 −

ir2

4π
α3

−
ir

π

+∞∑

p=0

(−1)p

p!(p+ 3)!

( r
2

)3+2p (
κ6+2p
s − κ6+2p

p

)(
φ(p) + φ(p+ 3)

)
, (4.8)

and

Z2(s, t) =
1

π

λ+ µ

λ+ 3µ
ξ(s, t)I +

i

2µ

{
λ̃M2(s, t)− µ̃M3(s, t)

}
(4.9)

×

{
κsF (κs, s, t)

J1(κsr)

r
−

iκ2
s

2π

+∞∑

p=0

(−1)p

p!(p+ 1)!

(κsr

2

)2p (
φ(p) + φ(p+ 1)

)
}

−
i

2ω2

{
(µ+ µ̃)M1(s, t) + 4λ̃M2(s, t)

}

×

{
κ2
sF (κs, s, t)

J2(κsr)

r2
− κ2

pF (κp, s, t)
J2(κpr)

r2

−
i

4π

+∞∑

p=0

(−1)p

p!(p+ 2)!

(r
2

)2p (
κ4+2p
s − κ4+2p

p

)(
φ(p) + φ(p+ 2)

)
}

+
iλ̃

2ω2

M2(s, t)

r
×

{
κ3
sF (κs, s, t)J3(κsr)− κ3

pF (κp, s, t)J3(κpr) −
ir

4π
α3

−
i

π

+∞∑

p=0

(−1)p

p!(p+3)!

(r
2

)3+2p (
κ6+2p
s −κ6+2p

p

)(
φ(p)+φ(p+3)

)
}
.

By a straightforward calculation and [4, Section 7.1.3], we have

r

|s− t|
∈ BCn(R2),

√
1 + f ′(t)2 ∈ BCn(R),

Z1(s, t) ∈ [BCn(R2)]2×2, ξ(s, t) ∈ BCn(R2).
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Thus, using (4.4)-(4.8), we conclude that

ρ0(κ, s, t) ∈ BCn(R2), κsrρ1(κs, s, t) ∈ BCn(R2),

γ1(s, t) ∈ BCn(R2), γ2(s, t) ∈ BCn(R2), γ3(s, t) ∈ BCn(R2).

By a careful observation from (4.9), we have Z2(s, t) ∈ [BCn(R2)]2×2. Since

A3(s, t) = A4(s, t)−A5(s, t),

it follows from the smoothness of Ψ(x,y′) and U(x,y) for x,y ∈ Uh that A3(s, t) is smooth.

These, together with (4.3), imply that C∗(s, t) ∈ [BCn(R2)]2×2. Thus, the condition C2 holds.

For the condition C3, it follows from [3, Theorem 2.1(c), Theorem 2.3(a)] that the elements

of G and Π satisfy

max
j,k=1,2

|Gjk(x,y)| .
1 + (x2 − h)(y2 − h)

|x1 − y1|3/2
, (4.10)

max
j,k=1,2

|Πjk(x,y)| .
1 + (x2 − h)(y2 − h)

|x1 − y1|3/2
(4.11)

for any x,y ∈ Uh with |x1 − y1| ≥ ε > 0. Since the columns of G(·,y) and the columns of

Π(·,y) are solutions to Navier equation in Uh\{y} (see [3, Theorem 2.3(c)]), a direct application

of [1, Lemma 2.5] implies that the estimates (4.10) and (4.11) actually hold for partial derivatives

of G(x,y) and Π(x,y) of any order. Note that A(s, t) is related to G(x,y), Π(x,y) and their

derivatives, thus the condition C3 holds with p = 3/2 and C > 0 only depends on c1. The

proof is complete. �

Remark 4.1. From the proof of Theorem 4.1, it easily follows that B(s, t) ∈ Cn
0,π(R

2) and

C(s, t) ∈ BCn
p (R

2) with p = 3/2 if f ∈ B
(n+2)
c1,c2 .

5. Numerical Results

The purpose of this section is to illustrate the feasibility of the Nyström method by several

numerical examples. As presented in (2.6), the expression of GH(x,y) involves the matrix

function U(x,y) which is smooth on the boundary Γ. However, U(x,y) is given in terms of

an improper integral on the infinite interval which is difficult to compute numerically. Thus

in the numerical experiments, we replace GH(x,y) arising in (2.11) by Ψ(x,y) −Ψ(x,y′) to

avoid the complicated computation of U(x,y). It is shown that the numerical experiments are

indeed satisfactory by using this replacement.

In the following examples, we assume that the Lamé constants λ = 1, µ = 1. For the

Nyström method of the integral equation (4.1), we truncate the infinite interval (−∞,+∞)

into a finite interval (−R,R). Setting s = tj for j = 0, 1, 2, . . . , 2NR/π in (4.2) gives a linear

system of equations which can be solved to obtain the density ψ̃N , and then we can calculate the

solution usc through (2.9). In each example, we compute the scattered field at random points

zi, i = 1, . . . , Nb in the region [−2.5, 2.5]× [0.5, 1.5], where the number of random points Nb =

101. See the blue points in Fig. 5.1 for the geometry profile. To investigate the performance of

our algorithm, we will compute the following relative error:

E(usc) :=

[∑Nb
i=1 |u

sc(zi)− u
sc,app(zi)|

2
]1/2

[∑Nb
i=1 |u

sc(zi)|2
]1/2 ,
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(a) flat plane (b) periodic surface (c) rough surface

Fig. 5.1. The solid lines in (a)-(c) represent the profile of the scattering interface for Examples 5.1-5.3,

respectively, and the scattered field is computed on the blue random points in the region [−2.5, 2.5]×

[0.5, 1.5].

where usc,app(zi) denotes the approximate value of usc(zi) which is computed by our Nyström

method.

Example 5.1. We consider the elastic scattering by a planar f(x1) = 0 with an incident plane

wave. The profile of the flat surface is given in Fig. 5.1(a). In general, an elastic plane wave

can be written as a linear combination of a compressional plane wave uinc
p (x; θ) and a shear

plane wave uinc
s (x; θ), that is

uinc(x; θ) = αuinc
p (x; θ) + βuinc

s (x; θ), α, β ∈ C, (5.1)

where uinc
p (x; θ) = θeiκpx·θ and uinc

s (x; θ) = θ⊥eiκsx·θ with θ ∈ S := {x ∈ R2 : |x| = 1}

being an incident direction. In this example, we choose θ = (0,−1)⊤. We consider the case

(α, β) = (1, 1) in (5.1), then the corresponding incident wave is

uinc
1 (x) = (−e−iκsx2 ,−e−iκpx2)⊤.

Since the rough surface is given by a planar f(x1) = 0, it is easily seen that the corresponding

scattered fields can be written explicitly as

usc
1 (x) = (eiκsx2 , eiκpx2)⊤. (5.2)

Table 5.1 presents the relative error E(usc
1 ) for the case R = 10π, ω = 10, h = −10 and the case

R = 20π, ω = 10, h = −10, where R is the truncation index, ω is the frequency, and h is the

index in (2.9). It can be seen from Table 5.1 that the relative error converges as N increases

and as expected, a larger R will lead to faster convergence.

Table 5.1: Relative error against N for Example 5.1 with a planar surface.

N
R = 10π, ω = 10, h = −10 R = 20π, ω = 10, h = −10

E(usc
1 ) E(usc

1 )

16 0.0227189017 0.0143637141

32 0.0131962110 0.0081907240

64 0.0075534247 0.0045372560

128 0.0044238280 0.0024815277
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Example 5.2. We consider the elastic scattering by a periodic unbounded rough surface with

the periodic surface given by

f(x1) = 0.084 sin(0.6πx1) + 0.084 sin(0.24πx1) + 0.03 sin
(
1.5π(x1 − 1)

)
.

See the profile of this periodic surface in Fig. 5.1(b). The incident wave is chosen to be

uinc
2 (x) = Ψ(x, z)d (5.3)

with the point z = (0,−3) and the polarization direction d = (0.6, 0.8)⊤. Due to the fact that

the point z is below the surface Γ, it follows from the well-posedness of the problem (DP) that

the corresponding scattered field has the explicit expression

usc
2 (x) = −Ψ(x, z)d, x ∈ Ω. (5.4)

Table 5.2 presents the relative error E(usc
2 ) against N for the case R = 20π, ω = 5, h = −10

and the case R = 20π, ω = 10, h = −10. It can be observed from Table 5.2 that the Nyström

method can provide satisfactory numerical results for the considered two cases, and compared

with the low frequency ω = 5, the convergence is slower at the high frequency ω = 10.

Table 5.2: Relative error against N for Example 5.2 with a periodic surface.

N
R = 20π, ω = 5, h = −10 R = 20π, ω = 10, h = −10

E(usc
2 ) E(usc

2 )

16 0.0011482973 0.0033226157

32 0.0006254735 0.0017469835

64 0.0003292870 0.0009710596

128 0.0001721390 0.0005278299

Example 5.3. We consider the elastic scattering by a non-periodic unbounded rough surface

given by

f(x1) = 0.1 cos
(
0.1x21

)
e− sin(x1).

See the profile of this rough surface in Fig. 5.1(c). We choose the same incident wave uinc
3 (x)

as in (5.3). Similar as in Example 5.2, the corresponding scattered field usc
3 has the form (5.4).

Table 5.3 presents the relative error E(usc
3 ) against N for the case R = 20π, ω = 5, h = −10

and the case R = 20π, ω = 5, h = −50. As shown in Table 5.3, the relative error converges as

N increases and the case h = −10 can provide faster convergence than the case h = −50.

Table 5.3: Relative error against N for Example 5.3 with a non-periodic surface.

N
R = 20π, ω = 5, h = −10 R = 20π, ω = 5, h = −50

E(usc
3 ) E(usc

3 )

16 0.0012602860 0.0021020358

32 0.0006790257 0.0011670703

64 0.0003618276 0.0006383604

128 0.0001863967 0.0003486776
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6. Conclusion

In this paper, we present a Nyström method for the two-dimensional time-harmonic elas-

tic scattering by unbounded rough surfaces with Dirichlet boundary condition. With the aid

of the ascending series expansions of the Bessel functions, we analyze the singularities of the

relevant integral kernels. Based on this, we obtain the superalgebraic convergence rate of the

Nyström method depending on the smoothness of the rough surfaces. Several numerical ex-

amples demonstrate that the numerical solution converges when the number of quadrature

points N on the rough surface increases, and the convergence speed is related to the step

length π/N , the truncation index R, the frequency ω, and the index h. It should be pointed

out that the numerical results presented in Tables 5.1-5.3 do not fully support the superalge-

braic convergence established in Theorem 4.1. We think a possible reason is the existence of

truncation error and machine accuracy. A possible continuation is to extend the present work

to the case of impedance boundary condition or the case of penetrable interface, which will be

our future work.

Acknowledgments. This work was partially supported by the National Key R&D Program of

China (Grant 2018YFA0702502), by the Beijing Natural Science Foundation (Grant Z210001),

by the NNSF of China (Grants 12171057, 12271515, 12201023), by the Youth Innovation Promo-

tion Association CAS, by the Education Department of Hunan Province (Grant 21B0299), by

the Fundamental Research Funds for the Central Universities (Grant YWF-23-Q-1026, YWF-

22-T-204).

References

[1] T. Arens, The Scattering of Elastic Waves by Rough Surfaces, PhD Thesis, Brunel University,

2000.

[2] T. Arens, Uniqueness for elastic wave scattering by rough surfaces, SIAM J. Math. Anal., 33

(2001), 461–476.

[3] T. Arens, Existence of solution in elastic wave scattering by unbounded rough surface, Math.

Meth. Appl. Sci., 25 (2002), 507–528.

[4] K. Atkinson, The Numerical Solution of Integral Equations of the Second Kind, Cambridge Uni-

versity Press, 1997.

[5] G. Bao and J. Lin, Imaging of local surface displacement on an infinite ground plane: The multiple

frequency case, SIAM J. Appl. Math., 71 (2011), 1733–1752.

[6] G. Bao, L. Xu, and T. Yin, An accurate boundary element method for the exterior elastic scat-

tering problem in two dimensions, J. Comput. Phys., 384 (2017), 343–363.

[7] S. Chaillat, M. Bonnet, and J.F. Semblat, A multi-level fast multipole BEM for 3-D elastodynamics

in the frequency domain, Comput. Methods Appl. Mech. Engrg., 197 (2008), 4233–4249.

[8] S.N. Chandler-Wilde and J. Elschner, Variational approach in weighted Sobolev spaces to scat-

tering by unbounded rough surfaces, SIAM J. Math. Anal., 42 (2010), 2554–2580.

[9] S.N. Chandler-Wilde and P. Monk, Existence, uniqueness, and variational methods for scattering

by unbounded rough surfaces, SIAM J. Math. Anal., 37 (2005), 598–618.

[10] S.N. Chandler-Wilde and P. Monk, The PML for rough surface scattering, Appl. Numer. Math.,

59 (2009), 2131–2154.

[11] S.N. Chandler-Wilde and C.R. Ross, Scattering by rough surfaces: The Dirichlet problem for the

Helmholtz equation in a non-locally perturbed half-plane, Math. Methods Appl. Sci., 19 (1996),

959–976.



20 J.L. LI, X.L. LIU, B. ZHANG AND H.W. ZHANG

[12] S.N. Chandler-Wilde, C.R. Ross, and B. Zhang, Scattering by infinite one-dimensional rough

surfaces, Proc. Math. Phys. Eng. Sci., 455 (1999), 3767–3787.

[13] S.N. Chandler-Wilde, B. Zhang, and C.R. Ross, On the solvability of second kind integral equations

on the real line, J. Math. Anal. Appl., 245 (2000), 28–51.

[14] D. Colton and R. Kress, Inverse Acoustic and Electromagnetic Scattering Theory, Springer, 2019.

[15] M. Ding, J. Li, K. Liu, and J. Yang, Imaging of locally rough surfaces by the linear sampling

method with the near-field data, SIAM J. Imaging Sci., 10 (2017), 1579–1602.

[16] H. Dong, J. Lai, and P. Li, A highly accurate boundary integral method for the elastic obstacle

scattering problem, Math. Comp., 90 (2021), 2785–2814.

[17] H. Dong, J. Lai, and P. Li, A spectral boundary integral method for the elastic obstacle scattering

problem in three dimensions, J. Comput. Phys., 469 (2022), 111546.

[18] J. Elschner and G. Hu, Elastic scattering by unbounded rough surfaces, SIAM J. Math. Anal.,

44 (2012), 4101–4127.

[19] R. Kress, On the numerical solution of a hypersingular integral equation in scattering theory,

J. Comput. Appl. Math., 61 (1995), 345–360.

[20] J. Li and G. Sun, A nonlinear integral equation method for the inverse scattering problem by

sound-soft rough surfaces, Inverse Probl. Sci. Eng., 23 (2015), 557–577.

[21] J. Li, G. Sun, and R. Zhang, The numerical solution of scattering by infinite rough interfaces

based on the integral equation method, Comput. Math. Appl., 71 (2016), 1491–1502.

[22] J. Li, J. Yang, and B. Zhang, A linear sampling method for inverse acoustic scattering by a locally

rough interface, Inverse Probl. Imaging, 15 (2021), 1247–1267.
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