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Abstract. In this paper, we implement and analyse a spectral element method (SEM) on hybrid
triangular and quadrilateral element meshes, where the elemental transformation between the
triangular element and the reference element is based on the mapping in [17]. We introduce the

notion of “quasi-interpolation” to glue the hybrid elements which can build in the singularity of
the elemental mapping, and only affects one coefficient of the tensorial nodal basis expansion.
Therefore, the hybrid method can be implemented as efficiently as the usual quadrilateral SEM.

We also rigorously analyse the “quasi-interpolation” error and the convergence of the hybrid SEM,
which show the spectral accuracy can be kept.
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1. Introduction

The spectral element method, which enjoys both high accuracy of the spec-
tral method and geometric flexibility of the finite element method, has become
a powerful tool, perhaps the method of choice, for challenging simulations with
stringent accuracy and storage requirement (see, e.g., [19, 5, 13, 2]). The quadri-
lateral/hexahedral spectral element method (QSEM) has been studied and docu-
mented well in literature. We particularly highlight that Guo and Jia [12, 8] con-
ducted a very delicate analysis of the quadrilateral SEM, where the error estimates
were featured with the explicit dependence of the geometric parameters of the ele-
ments, and where the so-called “quasi-orthogonal projections” played an important
part in the analysis. The results therein could provide deep insights into how the
quality of the mesh affects the accuracy of spectral element approximations.

It is known that the triangular/tetrahedral spectral element method (TSEM) on
unstructured meshes has more flexibility for complex computational domains and
adaptivity techniques. Considerable efforts have been devoted to these approaches
along the lines: (i) nodal TSEM based on high-order polynomial interpolation on
special interpolation points [3, 11, 26]; (ii) modal TSEM based on the Koornwinder-
Dubiner (KD) polynomials [14, 6, 13, 15, 21]; and (iii) approximation by non-
polynomial functions [23, 16, 4]. It is noteworthy that due to lacking of tensorial
structure, these approaches are much more complicated in implementation than
QSEM.

One of the main purposes of this work is to further the study of Guo and Jia [7, 8]
by considering the scenario when some of the quadrilateral elements deform into
triangular elements. Indeed, using hybrid triangular and quadrilateral elements,
one can handle more complex domains with more regular meshes, e.g., by tiling the
triangular elements along the boundaries of complex obstacles. In practice, one also
wishes the implementation of such a hybridisation can inherit the tensorial structure
of the QSEM. It is noted that the constants in the error estimates depend on the
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lower bound of 1/J (J is the Jacobian of the mapping from a quadrilateral element
to the reference square, see [12, (2.9)]). Thus, the constants in the upper bounds
become infinity when one of the interior angles is close to π, i.e., the quadrilateral
element deforms into a triangular element. This brings about an interesting issue:
How to effectively treat singular deformations in implementation without loss of
accuracy and rigorously analyse the approach?

The tackle of the issue essentially relies on the triangle-rectangle transformation
reported in [17]. The mapping pulls one side (at the middle point) of the triangle to
two sides of the rectangle, and results in desirable distributions of the grids, com-
pared with the Duffy mapping [6]. Samson et al [20] proposed a modal approach
based on the inspection that the product of any continuous function and 1/J is inte-
grable over the reference square, so the singularity of the elemental transformation
can be perfectly removed. However, much care is needed for the implementation.
Indeed, the nodal basis is more preferable in practice.

In this paper, we introduce the so-called “quasi-interpolation” to glue the neigh-
bouring triangles and rectangles in C0-sense. Different from the usual tensorial in-
terpolation, this interpolation builds in the “pole” condition of the singular transfor-
mation. This however only affects one interpolation coefficients which should be pre-
determined by some other coefficients. Therefore, we can incorporate this “known”
equation in the implementation leading to a minimal amendment of usual QSEM
codes. It is noteworthy that this notion is different from the “quasi-orthogonal
projection” [12], which was essentially intended to glue and analyse the modal ap-
proach for QSEM by separating interior, boundary and vertex modes. We also
conduct error analysis of the “quasi-interpolation” and hybrid SEM, and derive the
estimates following the spirit of Guo and Jia [12] in terms of showing the explicit
dependence of some important parameters.

The rest of the paper is organised as follows. In Section 2, we start with the
elemental transformations between quadrilaterals, and the triangle-rectangle map-
ping. More importantly, we study the situation when one quadrilateral element
gradually deforms into a triangular element, and examine how the accuracy is de-
teriorated and conditioning of the system unpleasantly grows. In Section 3, we
introduce the “quasi-interpolation” and derive its interpolation error estimate. In
Section 4, we implement the hybrid SEM for elliptic and Stokes problems, conduct
some related analysis, and provide various numerical results to show the accuracy.

2. Preliminaries

In this section, we first present the transformation F� , which transforms the
reference square to a convex quadrilateral. Then we test the changes in effect
of applying the standard QSEM to elliptic problems when a convex quadrilateral
deforms to a triangle gradually. At last, we present the limited transformation F△,
which transforms the reference square to a triangle, and find out what makes the
standard QSEM out of operation when handling the triangular element.

2.1. Elemental transformation between quadrilaterals. Let (ξ, η) be the
coordinate system related to the reference square � := Λξ × Λη = (−1, 1)2 = Λ2.

Denote by Q a generic convex quadrilateral with vertices
{
Qj : (xj , yj)

}4

j=1
in

(x, y)-coordinates. For clarity of presentation, we use boldface letters to denote
vectors or vector-valued functions throughout this paper, e.g.,

(1) x = (x, y), xj = (xj , yj), aj = (aj , bj), 1 ≤ j ≤ 4.
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Figure 1. Left pair: elemental transformation between Q and �.
Right pair: elemental transformation between △ and �.

Recall the bilinear transformation F� : � → Q given by

x = x(ξ, η) = F�(ξ, η) :=
4∑

j=1

xjσj(ξ, η) = a1 + a2ξ + a3η + a4ξη,(2)

for all (ξ, η) ∈ �, where

σ1 =
1

4
(1 + ξ)(1− η), σ2 =

1

4
(1− ξ)(1− η),

σ3 =
1

4
(1− ξ)(1 + η), σ4 =

1

4
(1 + ξ)(1 + η),

(3)

and

(4)
a1 = (x1 + x2 + x3 + x4)/4, a2 = (x1 − x2 − x3 + x4)/4,
a3 = (−x1 − x2 + x3 + x4)/4, a4 = (−x1 + x2 − x3 + x4)/4.

The correspondence between the vertices of Q and � is illustrated in Fig. 1 (e.g.,
Q1 ↔ (1,−1)). Note that if Q is a rectangle, then a4 = 0 and F� simplifies to the
linear transformation:

x = x(ξ, η) = a1 + a2ξ + a3η.(5)

The Jacobian matrix of the transformation and its inverse are

(6) J� =

[
∂ξx
∂ηx

]
=

[
a2 + a4η
a3 + a4ξ

]
, J−1

� =
1

J�

[
b3 + b4ξ −(b2 + b4η)

−(a3 + a4ξ) a2 + a4η

]
,

where J� = det(J�) is the Jacobian determinant. Note that J� is a linear function
in ξ, η, and it attains its extremum at four vertices of � (see [25, 7]):

Jmin
� := min

(ξ,η)∈�
J�(ξ, η) = min

{
J�(−1,−1), J�(1,−1), J�(−1, 1), J�(1, 1)

}
,

Jmax
� := max

(ξ,η)∈�
J�(ξ, η) = max

{
J�(−1,−1), J�(1,−1), J�(−1, 1), J�(1, 1)

}
,

(7)

where the values of J� at four vertices can be evaluated explicitly. In particular,

(8) J�(1, 1) =
{
(x3 − x4)y1 + (x1 − x3)y4 + (x4 − x1)y3

}
/4.

Moreover, we have (see [25]):

J�(1,−1) = l1l4 sin θ1, J�(−1,−1) = l1l2 sin θ2,

J�(−1, 1) = l2l3 sin θ3, J�(1, 1) = l3l4 sin θ4.
(9)
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Note that for a convex quadrilateral Q, we have θj ∈ (0, π) for 1 ≤ j ≤ 4. Therefore,
J� is positive and

(10) 0 < Jmin
� ≤ J�(ξ, η) ≤ Jmax

� , ∀ (ξ, η) ∈ �.
Given any u(x, y) on Q, we define the transformed counterpart on � as ũ(ξ, η) =

(u ◦ F�)(ξ, η). Let ∇ = (∂x, ∂y)
t and ∇̃ = (∂ξ, ∂η)

t be the gradient operators. It is
clear that we have

(11) ∇̃ũ = J� ∇u, ∇u = J−1
� ∇̃ũ,

For notational convenience, we introduce the differential operators

∇̃a = −(a3 + a4)∂ξ + (a2 + a4)∂η, ∇̃b = (b3 + b4)∂ξ − (b2 + b4)∂η,

∇̃∗ = (1− ξ)∂ξ − (1− η)∂η.
(12)

Thus, the gradient operator on Q can be rewritten as

(13) ∇u =
1

J�

(
∇̃b − b4∇̃∗, ∇̃a + a4∇̃∗

)t
ũ := ∇̂ũ.

Accordingly, for any u, v ∈ H1(Q), we have

(∇u,∇v)Q =

∫∫
�
∇̂ũ · ∇̂ṽ J� dξdη =

∫∫
�
J−1

�

(
∇̃aũ ∇̃aṽ + ∇̃bũ ∇̃bṽ

)
dξdη

+

∫∫
�
J−1

�

(
a4∇̃∗ũ ∇̃aṽ + a4∇̃∗ṽ ∇̃aũ− b4∇̃∗ũ ∇̃bṽ − b4∇̃∗ṽ ∇̃bũ

)
dξdη

+

∫∫
�
J−1

� (a24 + b24)∇̃∗ũ ∇̃∗ṽ dξdη,

(14)

and

(15) (u, v)Q = (ũ, J� ṽ)� =

∫∫
�
ũ ṽ J� dξdη.

2.2. An illustration of singularity of a deformed quadrilateral element.
To motivate our algorithm development in next section, we examine the perfor-
mance of C0-quadrilateral spectral element method for a model elliptic problem,
when one quadrilateral element gradually deforms to a triangular element. Consider

(16) −∇ · (a∇u) + bu = f in Ω; u|∂Ω = g,

where a, b, f, g are given smooth functions, and a ≥ a0 > 0 for some constant
a0. To fix the idea, we take Ω to be the polygon in Fig. 2 (leftmost), which is
partitioned into three non-overlapping quadrilateral elements. We are concerned
with the scenario when the quadrilateral element AGDE gradually degenerates into
a triangular element as G moves towards O along FO (see Fig. 2 (middle)).

In the computation, we set the coordinate of the vertex G to be (−10−m, 0) with
m = 3k, for k = 1, · · · , 5, and take the variable coefficients and exact solution to
be

(17) a(x, y) = x+2, b(x, y) = x+y, u(x, y) = cos(πx) sin
(
3y

(
y−x

√
3/2+

√
3/4

))
.

We depict in Fig. 3 the growth of the condition number of the spectral element
system and maximum point-wise errors for various N (i.e., N2 points in each el-
ement) and different m. Observe that the condition number grows dramatically
as m increases, and the accuracy of the spectral element approximation degrades
rapidly when the vertex G → O. Indeed, the resulted linear system from spectral
element discretization becomes nearly singular when G is very close to O.
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Figure 2. Left: domain Ω and its partition; Middle: deformation
of a quadrilateral element, where the coordinate of G is (10−m, 0)
with m = 3k, k = 1, · · · , 5; Right: Ω is divided by the mixture of
quadrilaterals and triangle.
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Figure 3. Left: variation of condition number of the spectral
element system with m; Right: variation of maximum point-wise
error with m for the deforming.

Remark 2.1. It is important to point out that [7, Thm. 7.1] provided a delicate
error estimate with explicit dependance of the errors on the geometric parameters
of elements for C0-quadrilateral spectral elements for elliptic problems. The error
bounds therein contain the powers of 1/Jmin

� in (10), which tend to infinity in the
above limiting process. Therefore, it is necessary to avoid the use of such “bad”
elements in practice.

It is of practical interest to study the extreme case when a quadrilateral element
completely reduces to a triangular element (see Fig. 2 (rightmost)). As already
mentioned (also see [20]), allowing for some elements to be triangular can lead
to much regular mesh and stable spectral element algorithms. Moreover, such a
flexibility can facilitate the adaptivity of spectral element methods. Accordingly,
it is necessary to develop an algorithm that can handle the singularity with a
minimum modification of the standard quadrilateral spectral element codes. This
is the theme of our following discussions.
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2.3. Triangle-rectangle transformation and analysis of singularity. Sup-
pose that θ4 = π and l3 = l4 in Fig. 1 (right), i.e.,

(18) x4 =
x1 + x3

2
, y4 =

y1 + y3
2

.

ThenQ deforms to the triangle△ := △Q1Q2Q3, and the transformation (2) reduces
to F△ : � → △ given by

(19) x = x1
(1 + ξ)(3− η)

8
+ x2

(1− ξ)(1− η)

4
+ x3

(3− ξ)(1 + η)

8
, (ξ, η) ∈ �.

With (18), we can further simplify the related geometric quantities. Firstly, the
constants in (4) become

(20)
a1 = (3x1 + 2x2 + 3x3)/8, a2 = (3x1 − 2x2 − x3)/8,
a3 = (−x1 − 2x2 + 3x3)/8, a4 = (−x1 + 2x2 − x3)/8.

In this case, we denote the Jacobian and inverse Jacobi matrices in (6) by J△ and

J−1
△ , respectively. Note that the Jacobian determinant becomes

(21) J△(ξ, η) =
S

8
(2− ξ − η), where S =

1

2

∣∣∣∣∣∣
1 1 1
x3 x2 x1
y3 y2 y1

∣∣∣∣∣∣ > 0.

In contrast to (10), we have min
(ξ,η)∈�

J△(ξ, η) = J△(1, 1) = 0. In addition, we have

a3 + a4 = −(a2 + a4),

so the operators ∇̃a and ∇̃b can be simplified to

∇̃a = α(∂ξ + ∂η) := α∇̃+, ∇̃b = β(∂ξ + ∂η) := β∇̃+,
with α = (x1 − x3)/4 and β = (y3 − y1)/4.

For any u(x, y) on △, we define

(22) ũ(ξ, η) = (u ◦ F△)(ξ, η), (ξ, η) ∈ �,
and then

(23) ∇̃ũ = J△ ∇u, ∇u = J−1
△ ∇̃ũ.

Corresponding to (13), the gradient operator in this context can be written as

(24) ∇u = ∇̂ũ = J−1
△

(
β ∇̃+ − b4 ∇̃∗, α ∇̃+ + a4 ∇̃∗

)t
ũ,

Following the principle of deriving the so-called “pole” condition related to the
singular mapping in e.g., [17], we require that for u ∈ C1(△), ∇u should be well-
defined on � after transformation. Also notice that for all (ξ, η) ∈ �,

(25) 0 <
1− ξ

2− ξ − η
< 1, 0 <

1− η

2− ξ − η
< 1.

In view of these, we derive the essential “pole” condition associated with (19):

(26) ∇̃+ũ(1, 1) =
(
∂ξũ+ ∂ηũ

)
(1, 1) = 0.

Accordingly, for any u, v ∈ H1(△), we have

(∇u,∇v)△ =

∫∫
�
∇̂ũ · ∇̂ṽ J△ dξdη =

8(α2 + β2)

S

∫∫
�

∇̃+ũ ∇̃+ṽ
2− ξ − η

dξdη

− 8(βb4 − αa4)

S

∫∫
�

∇̃+ũ ∇̃∗ṽ + ∇̃∗ũ ∇̃+ṽ
2− ξ − η

dξdη +
8(a24 + b24)

S

∫∫
�

∇̃∗ũ ∇̃∗ṽ
2− ξ − η

dξdη,

(27)
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and

(28) (u, v)△ = (ũ, J△ṽ)� =
S

8

∫∫
�
ũ ṽ (2− ξ − η) dξdη.

In spectral element discretization, the L2-inner product (28) can be computed
accurately by usual tensorial Gauss-Lobatto quadrature. However, as demonstrated
in Subsection 2.2, the naive approach by the Gaussian quadrature (to avoid sam-
pling the point (1, 1)) for (27) significantly degrades the expected spectral accuracy.
In this sense, we call point x = x(1, 1)(or the counterpart (ξ, η) = (1, 1)) the singu-
lar point, and call the edge of △ on which locating the singular point as the singular
edge. With an observation of

(29)

∫∫
�

1

2− ξ − η
dξdη = 4 ln 2,

Samson et al [20] developed the spectral element method using modal basis function,
which was essential based upon an accurate, recursive formula for evaluating∫∫

�

Pn(ξ)Pm(η)

2− ξ − η
dξdη,

where Pn is the Legendre polynomial of degree n. However, it is more computa-
tionally efficient to use nodal basis and numerical integration (27) by the tensorial
LGL quadrature.

Thanks to the observation([17, Lemma 1]) that for any functions u, v in space

V△
N := {v : ṽ ∈ [PN ]2, ∇̃+ṽ(1, 1) = 0},

the value of the integrand (∇̂ũ·∇̂ṽ)J△ in (27) is zero at singular point (ξ, η) = (1, 1),
where PN was the polynomial space of at most degree N on Λ, a possible way to

remove the singularity is choosing V△
N as the approximation space, and counting the

contribution from the singular point to be zero in the numerical integration of (27)
by tensorial LGL quadrature. Certainly, if it is feasible, an approximation function
with very good approximation property and easy to extend to hybrid meshs in
continuous way must be able to be constructed in this space, which is the theme we
will discuss in the next section, i.e., the so-called quasi-interpolation approximation.

3. Quasi-interpolation approximation on triangle

In this section, we first introduce the quasi-interpolation operator I△
N on △, and

then provide the L2-error estimate of this interpolation.

3.1. Quasi-interpolation on triangle. Let {ξj = ηj}Nj=0 (with ξ0 = −ξN = −1)

be the Legendre-Gauss-Lobatto (LGL) points on Λ = [−1, 1], and {hj}Nj=0 be the
corresponding Lagrange interpolating basis polynomials.

Definition 3.1. For any u ∈ C(△) and for △ with the vertices {xi}3i=1, we define

(30) ũ(ξ, η) = (u ◦ F△)(ξ, η), uij = ũ(ξi, ηj), 0 ≤ i, j ≤ N,

where F△ be the elemental transformation defined by (19). Then the quasi-interpolation
of u on △ is defined by

(31) (I△
N u)(x) = (Ĩ△

N ũ)(ξ, η) =
∑

(i,j)∈ΥN

uij ϕij(ξ, η) + β△
N ϕNN (ξ, η), ∀x ∈ △,

where

(32) ϕij(ξ, η) = hi(ξ)hj(η), ΥN =
{
(i, j) : 0 ≤ i, j ≤ N, (i, j) ̸= (N,N)

}
,
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and

(33) β△
N = −

N−1∑
i=0

uiN + uNi

2

h′i(1)

h′N (1)
.

Remark 3.1. Let xij = F△(ξi, ηj). One verifies readily that

(34) (I△
N u)(xij) = u(xij) = uij , ∀ (i, j) ∈ ΥN ; (I△

N u)(xNN ) = β△
N .

Note that β△
N is pre-defined as a weighted average of the nodal values {uNi, uiN}i ̸=N ,

which actually provides a very spectrally accurate approximation to the nodal value
uNN . For this reason, we call (31) a quasi-interpolation of u, which should be in

contrast with the usual interpolation:
∑N

i,j=0 uijhi(ξ)hj(η) interpolating u at all

{xij}Ni,j=0.

Remark 3.2. It is important to point out that the interpolant I△
N u(x) satisfies the

essential “pole” condition (26), that is,

(35) ∇̃+(Ĩ△
N ũ)(1, 1) =

{
∂ξ(Ĩ△

N ũ) + ∂η(Ĩ△
N ũ)

}∣∣
(ξ,η)=(1,1)

= 0.

Indeed, by definition, we have

(∇̃+ϕij)(1, 1) =
{
h′i(ξ)hj(η) + hi(ξ)h

′
j(η)

}
(1, 1) = 0, 0 ≤ i, j ≤ N − 1;

(∇̃+ϕiN )(1, 1) = (∇̃+ϕNi)(1, 1) = h′i(1), 0 ≤ i ≤ N − 1; (∇̃+ϕNN )(1, 1) = 2h′N (1),

so (35) follows from the above, (31) and (33) immediately.

Remark 3.3. Clearly, I△
N u ∈ V△

N and dim
(
V△
N

)
= (N + 1)2 − 1. Li et al [17]

constructed a basis ψij(x) for V△
N making use of ϕij(ξ, η), specifically speaking,

(36) ψij(x) = ψ̃ij(ξ, η) =


hi(ξ)hj(η), 0 ≤ i, j ≤ N − 1,

h̃i(ξ)hN (η), 0 ≤ i ≤ N − 1,

hN (ξ)h̃j(η), 0 ≤ j ≤ N − 1,

where

(37) h̃j(z) := hj(z)−
h′j(1)

2h′N (1)
hN (z).

So, the quasi-interpolation can be rewritten as

(38) (I△
N u)(x) = (Ĩ△

N ũ)(ξ, η) =
∑

(i,j)∈ΥN

uijψij(x), ∀x ∈ △.

3.2. Quasi-interpolation error estimate. We analyze the L2-error of this in-
terpolation operator. Hereafter, let c be a generic positive constant independent of
any function and N , and the expression “A . B” and “A ∼= B” mean that A ≤ cB
and A . B . A, respectively. For a generic positive weight function ω defined on
domain Ω, we denote the norm of space L2

ω(Ω) by ∥ · ∥ω,Ω and the norm of space
L∞(Ω) by ∥ · ∥∞,Ω. For positive integer r, let H

r
ω(Ω) and H

r
0,ω(Ω) denote the usual

weighted Sobolev spaces, whose norm and semi-norm are ∥ · ∥r,ω,Ω and | · |r,ω,Ω

respectively. When ω=1, we drop ω from the notation.
In the following proof, we use the quantities: W (i, ϱ; r, k), M(i, ϱ; j, σ; r, k),

Br,△(u) and Gs,∂△(u), where Br,△(u) is a quantity with respect to the regularity
of u on the interior of △ and Gs,∂△(u) is a quantity with respect to the regularity
of u on the edge of △. To avoid distraction from the main results, we put these
quantities in Appendix A (see (A.1)-(A.5)).
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Theorem 3.1. If u ∈ C1(△) and Br,△(u), Gs,∂△(u) are finite, then for 2 ≤ r, s ≤
N + 1,

(39)
∥∥u− I△

N u
∥∥
△ . N−rBr,△(u) +N−s−2Gs,∂△(u).

Proof. By the triangle inequality, we have

(40) ∥u− I△
N u∥△ ≤ ∥u− I△Nu∥△ + ∥I△Nu− I△

N u∥△,

where

I△Nu := Ĩ△N ũ =
N∑

i,j=0

uij ϕij(ξ, η)

is the usually interpolation on △. One should note the difference with the quasi-
interpolation in (31). We first show that for r ≥ 2,

(41) ∥u− I△Nu∥△ . N−rBr,△(u),

which can be derived by following the argument for [20, Thm. 4.3], and we sketch
its derivation in Appendix A.

The rest of the proof is to deal with the second term in the right-hand side of
the inequality (40). By [22, (3.152)],

(42) ∥v∥N,Λ
∼= ∥v∥Λ, ∀ v ∈ PN ,

where ∥v∥N,Λ = (
∑N

j=0 v
2(zj)ωj)

1
2 is the discrete norm on the LGL points with

ωN = 2
N(N+1) . By (21), (31) and (42), we have

∥I△Nu− I△
N u∥△ . ∥Ĩ△N ũ− Ĩ△

N ũ∥�
. |u(xNN )− β△

N |∥ϕNN∥� = |u(xNN )− β△
N |∥hN∥2Λ

. |u(xNN )− β△
N |∥hN∥2N,Λ . 2

N(N + 1)
|u(xNN )− β△

N |.

(43)

Thanks to (26) and (35), we derive

|(u(xNN )− β△
N ) · ∇̃+ϕNN (1, 1)| = |∇̃+(Ĩ△N ũ− ũ)(1, 1)|

=
∣∣∂ξ(Ĩ△N ũ− ũ)(ξ, 1)|ξ=1 + ∂η(Ĩ△N ũ− ũ)(1, η)|η=1

∣∣
≤ ∥∂ξ(Ĩ△N ũ− ũ)(·, 1)∥∞,Λ + ∥∂η(Ĩ△N ũ− ũ)(1, ·)∥∞,Λ.

(44)

According to [22, (3.203)], we have h′N (1) = N(N+1)
4 . So,

(45) ∇̃+ϕNN (1, 1) = ∂ξhN (1) + ∂ηhN (1) =
N(N + 1)

2
.

Thanks to (45), we derive from (44) that

(46) |u(xNN )−β△
N | ≤ 2

N(N + 1)

(
∥∂ξ(Ĩ△N ũ−ũ)(·, 1)∥∞,Λ+∥∂η(Ĩ△N ũ−ũ)(1, ·)∥∞,Λ

)
.

Let ũ∗ be the H2-orthogonal projection of the function ũ(ξ, 1) in PN . It is known
that for integer µ = 0, 1, 2 and integer s ≥ 2,

(47) ∥ũ(·, 1)− ũ∗∥µ,Λ . Nµ−s|ũ(·, 1)|s,χ(s−2,s−2),Λ,

where the weight function χ(α,β) = (1− ξ)α(1 + ξ)β . By the triangle inequality,

(48) ∥∂ξ(Ĩ△N ũ− ũ)(·, 1)∥∞,Λ ≤ ∥∂ξ(Ĩ△N ũ(·, 1)− ũ∗)∥∞,Λ + ∥∂ξ(ũ(·, 1)− ũ∗)∥∞,Λ.
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Using the inverse inequality, the triangle inequality, (A.6) and (47), we have

∥∂ξ(Ĩ△N ũ(·, 1)− ũ∗)∥∞,Λ .N∥∂ξ(Ĩ△N ũ(·, 1)− ũ∗)∥Λ
.N(∥∂ξ(Ĩ△N ũ− ũ)(·, 1)∥Λ + ∥∂ξ(ũ(·, 1)− ũ∗)∥Λ)
.N2−s∥∂sξ ũ(·, 1)∥χ(s−2,s−2),Λ.(49)

We now turn to the second term of (48). By the Sobolev inequality (cf. [22]) and
(47),

∥∂ξ(ũ(·, 1)− ũ∗)∥∞,Λ .∥∂ξ(ũ(·, 1)− ũ∗)∥1/2Λ ∥∂2ξ (ũ(·, 1)− ũ∗)∥1/2Λ

.N 1−s
2 ∥∂sξ ũ(·, 1)∥

1/2

χ(s−2,s−2),Λ
·N

2−s
2 ∥∂sξ ũ(·, 1)∥

1/2

χ(s−2,s−2),Λ

.N 3
2−s∥∂sξ ũ(·, 1)∥χ(s−2,s−2),Λ.(50)

We need consider ∥∂sξ ũ(·, 1)∥χ(s−2,s−2),Λ. By (A.9) and the basic inequality (A.13),

∥∂sξ ũ(·, 1)∥χ(s−2,s−2),Λ .
[ ∫

Q3Q4

(1− ξ2)s−2
( s∑

k=0

W (2, η; s, k)∂kx∂
s−k
y u

)2

dl

]1/2
.

s∑
k=0

∥∥(1− ξ2)
s−2
2 W (2, η; s, k)∂kx∂

s−k
y u

∥∥
Q3Q4

.

(51)

Substituting (49), (50) and (51) into (48) leads to

∥∂ξ(Ĩ△N ũ− ũ)(·, 1)∥∞,Λ . N2−s
s∑

k=0

∥∥(1− ξ2)
s−2
2 W (2, η; s, k)∂kx∂

s−k
y u

∥∥
Q3Q4

.

Similarly,

∥∂η(Ĩ△N ũ− ũ)(·, 1)∥∞,Λ . N2−s
s∑

k=0

∥∥(1− η2)
s−2
2 W (3, ξ; s, k)∂kx∂

s−k
y u

∥∥
Q3Q4

.

Inserting the above two estimates into (46), we get

(52) |u(xNN )− β△
N | . N−sGs,∂△(u),

so we obtain

(53) ∥I△Nu− I△
N u∥△ . N−s−2Gs,∂△(u).

Thus, using (40), (41) and (53) lead to the desired estimate. �

At this point, we can take V△
N as the approximation space on △, and take the

basis function ψij(x), ψmn(x) in (27) to compute the stiffness matrix. As mentioned
in Section 2, we count the contribution from the singular point (ξ, η) = (1, 1) to
be zero in the numerical integration of (27) by tensorial LGL quadrature. Such
a treatment of the computation of the singular integral is not only accurate and
stable, but also easy to be implemented. Moreover, we will see in next section
that the quasi-interpolation on △ can be easily extended to the quasi-interpolation
spectral element approximation on hybrid mesh in the continuous way.

4. Spectral element approximation based on quasi-interpolation

4.1. General setup. Let T = {Ωk}Kk=1 be a non-overlapping partition of Ω in
quadrilateral or triangular elements satisfying the following properties.

• Each vertex of a quadrilateral element is either one of the vertices of the
adjacent element, or the midpoint (the singular point) of the adjacent tri-
angular element.
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F O(0,0)

(−1,0)

Figure 4. Illustration of partition of a given domain Ω. Left: Ω
and its hybrid partition with 9 elements; Middle: Ω and its hybrid
partition with 7 elements; Right: Ω and its hybrid partition with
3 elements.

• There exist positive constants α0 and α1 such that every inner angle θk,ν of
any element Ωk satisfies: 0 < α0 ≤ θk,ν ≤ α1 < π, where k = 1, 2, · · · ,K,
ν = 1, 2, 3 or ν = 1, 2, 3, 4.

• There exists a constant κ independent of any element Ωk ∈ T such that

sup
Ωk∈T

hΩk

γΩk

≤ κ <∞,

where hΩk
and γΩk

are the length of the longest and the shortest edge of
the element Ωk, respectively.

In general, we hybridise the elements in three scenarios: the singular points locat-
ing on ∂Ω (see Fig. 4 (leftmost)), locating between two triangular elements (see
Fig. 4 (middle)), and locating between a triangle and two quadrilaterals (see Fig. 4
(rightmost)), where the “·” denotes the singular points.

To this end, we denote by Ωτ the set of all singular points on Ω, and let Kτ

be the total number of the points in Ωτ . Denote by F k the mappings from � to
Ωk, 1 ≤ k ≤ K, when Ωk is a quadrilater, F k refers to F� , and when Ωk is a
triangle, F k refers to F△. Then the approximation space on Ω is defined as

VΩ
N,T :=

{
v : v ∈ H1(Ω), v|Ωk

◦ F k ∈ [PN ]2, and v satisfies (26) at allx ∈ Ωτ

}
.

We next introduce the basis. For this purpose, we define the mapped LGL point
set ΩN on Ω as

ΩN :=
{
x : x = F k(ξi, ηj), 1 ≤ k ≤ K, 0 ≤ i, j ≤ N

}
,

where {(ξi, ηj), 0 ≤ i, j ≤ N} are the LGL points on �. Let NΩ be the total number
of points in ΩN , and we rewrite ΩN as

ΩN =
{
x : x = xλ = (xλ, yλ), λ = 1, 2, · · · , NΩ

}
,

where λ = λ(i, j, k), i, j = 0, 1, 2, · · · , N ; k = 1, 2, · · · ,K is the index mapping from
the local ordinal number of the point F k(ξi, ηj) on Ωk to the global ordinal number

of this point on Ω. A basis of VΩ
N,T can be built by splicing together the imagines

of all the local basis (36). More precisely, letting Ωe be the set of all LGL points
locating on the singular edges, corresponding to LGL point xλ ∈ ΩN\Ωe, we define
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Figure 5. Left: the two dimensional Runge-type function u(x, y)
= 1/(1 + 25(x+ 1/2)2 + 25y2); Right: the uniform grids on Ω.

the basis function as

φλ(x) =

{
ϕij ◦ F−1

k , x ∈ Ωk,

0, elsewhere.

Corresponding to LGL point xλ ∈ Ωe\Ωτ , the basis function is

φλ(x) =

{
(h̃i(ξ)hN (η)) ◦ F−1

k or (hN (ξ)h̃j(η)) ◦ F−1
k , x ∈ Ωk,

0, elsewhere.

Note that dim(VΩ
N,T ) = NΩ −Kτ . With the basis, we define the assembled quasi-

interpolation hybrid spectral element approximation as

(54) IΩ
Nv :=

NΩ−Kτ∑
λ=1

vλφλ,

where vλ = v(xλ),xλ ∈ ΩN\Ωτ . Then we have IΩ
Nv ∈ VΩ

N,T .

As a numerical illustration, we consider the Runge-type function (see [24, Fig. 1]):

(55) u(x, y) = 1/(1 + 25(x+ 1/2)2 + 25y2), (x, y) ∈ Ω,

where Ω is the polygon with the partition in Fig. 2 (rightmost). In Fig. 5 (left), we
plot the Runge-type function (55) over the domain Ω. In Fig. 6 (a) to (f), we plot the
point-wise errors u−IΩ

Nu on a uniform mesh with spacing 0.025 in both directions
(see Fig. 5 (right)) for various N . We see that the quasi-interpolation provides
a stable and accurate approximation of u, and the deformation of a quadrilateral
element to a triangular element does not degrade the accuracy.

4.2. Spectral element scheme for an elliptic model problem. A weak for-
mulation of (16) with g = 0 is to find u ∈ H1

0 (Ω) such that

(56) (a∇u,∇v)Ω + (bu, v)Ω = (f, v)Ω, ∀v ∈ H1
0 (Ω).

The spectral element scheme for (56) is to find uN ∈ VΩ,0
N,T := VΩ

N,T ∩H1
0 (Ω) such

that

(57) (a∇uN ,∇vN )Ω + (buN , vN )Ω = (f, vN )Ω, ∀vN ∈ VΩ,0
N,T .
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Figure 6. The point-wise approximation errors (measured on uniform

mesh) of the quasi-interpolation IΩ
Nu with various N .
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Figure 7. Results of Test 1. Left: condition number of the hybrid
SEM with different N ; Right:the variations of the maximum point-
wise and L2− errors with N .

Corresponding to the three typical local hybrid partition in Fig. 4, we give
the following three numerical experiments to test this hybrid SEM for the elliptic
problem.

• Test 1. We first consider the problem (16) with Ω and its partition as in
Fig. 4 (rightmost). Here, we take a = x + 2, b = x + y, and the exact solutions
respectively to be

u1 = cos(πx) sin
(
3y

(
y −

√
3

2
x+

√
3

4

))
; u2 = sin

(
πx+

π

4

)
sin

(
πy +

π

4

)
.

Fig. 7 shows the condition number of the spectral element system against N (left)
and the decay of the maximum point-wise and the discrete L2-errors with different
N (right).

• Test 2. We next consider the problem (16) with Ω and its hybrid partition as
in Fig. 4 (middle). In the test, we take a = 1, b = 1, and the exact solutions to be
u2 in Test 1 and

u3 = ex+y−1 sin
(
3y

(
y −

√
3

2
x+

√
3

4

))
,

respectively. We plot in Fig. 8 (left) the maximum point-wise and the discrete
L2-errors for various N .

• Test 3. Consider the elliptic problem with mixed boundary conditions:

(58)

−div(a∇u) + bu = f, in Ω,

u = h, on ΓD;
∂u

∂n
= g, on ΓN ,

where the Neumann boundary is along ΓN :=
∪7

i=4QiQi+1, and the Dirichlet
boundary is along ΓD = ∂Ω\ΓN . Here, Ω has a hybrid partition as in Fig. 4
(leftmost). Again, we take a = x+2, b = x+ y, and the exact solutions to be u3 in

Test 2, and u4 = (2− x− y)
5
2 exy−1, respectively. Fig. 8 (right) shows the decay of

the maximum point-wise and discrete L2-errors against N .
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Figure 8. Errors against N (left: Test 2; right: Test 3).

We see that the spectral accuracy of our approach can be achieved for all three
cases, which should be in distinctive contrast with the number results observed
from Fig. 3.

4.3. Error analysis. We now analyse the convergence of the scheme (57). For
simplicity, assume a(x, y) = b(x, y) = 1. As mentioned before, the local partition
containing triangular elements actually has three typical situations (see Fig. 4).
Here, we focus on the situation where the singular point is so-called hanging node
(singular point lies between a triangle and two quadrilaterals, see Fig. 4 (right-
most)), as the other two cases are much easier to analyze.

Consider Ω with a partition T in Fig. 4 (rightmost). For clarity, denote by �12

and △ the quadrilateral ABCD and the triangle △ADE, respectively. For any
integer r ≥ 2, we define the space

Vr
τ̃ (Ω) :=

{
u : u ∈ H1

0 (Ω), u|�12
∈ Hr(�12), u|△ ∈ Hr(△)

}
.

Then we have the following error estimate.

Theorem 4.1. Let u and uN be the solutions of (56) and (57), respectively. If
u ∈ Vr

τ̃ (Ω) with 2 ≤ r ≤ N + 1, then

∥u− uN∥1,Ω . N1−r
(
|u|r,�12

+ |u|r,△
)
.

We next make necessary preparations to prove this theorem. Introduce two
orthogonal projections 0π

1
N,ξ and π1,0

N,η on Λξ and Λη, respectively. Define

0H
1(Λ) = {v : v(−1) = 0, v ∈ H1(Λ)}; 0PN = 0H

1(Λ)∩PN ; P0
N = H1

0 (Λ)∩PN .

For any v ∈ 0H
1(Λξ), 0π

1
N,ξv ∈ 0PN is the 0H

1-orthogonal projection defined by

(∂ξ(v − 0π
1
N,ξv), ∂ξw)Λξ

= 0, ∀w ∈ 0PN .

For v ∈ H1
0 (Λη), π

1,0
N,ηv ∈ P0

N is the H1
0 -orthogonal projection defined by

(∂η(v − π1,0
N,ηv), ∂ηw)Λη = 0, ∀w ∈ P0

N .

Denote

Γ0 = {(x,±1) : −1 ≤ x ≤ 0} ∪ {(−1, y) : −1 ≤ y ≤ 1},
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and

H1
Γ0
(�12) = {v : v ∈ H1(�12), v|Γ0 = 0}.

For any function v ∈ H1
Γ0
(�12), the approximation polynomial of v is defined by

0Π
1
N,�12

v :=
(
0π

1
N,ξ ◦ π

1,0
N,η ṽ

)
◦ F−1

� ,

where F� : � → �12 is the transformation (5) with Q = �12.

Lemma 4.1. If v ∈ H1
Γ0
(�12) ∩Hr(�12), then for 2 ≤ r ≤ N + 1,

(59) ∥v − 0Π
1
N,�12

v∥1,�12
. N1−r|v|r,�12

.

Proof. It is sufficient to prove it with �12 = �. By the Poincarè inequality, one has

(60) ∥ṽ − 0π
1
N,ξ ◦ π

1,0
N,η ṽ∥1,� . ∥∇(ṽ − 0π

1
N,ξ ◦ π

1,0
N,η ṽ)∥�.

By the triangle inequality,

(61) ∥∂ξ(ṽ − 0π
1
N,ξ ◦ π

1,0
N,η ṽ)∥

2
� . ∥∂ξ(ṽ − 0π

1
N,ξ ṽ)∥2� + ∥∂ξ0π1

N,ξ(ṽ − π1,0
N,η ṽ)∥

2
�.

By [7, (3.5)], for µ = 0, 1,

(62) ∥∂µη (ṽ − π1,0
N,η ṽ)∥� . Nµ−r∥∂rη ṽ∥L2(Λξ,L2

χ(r−1,r−1)
(Λη)).

From [9, Thm. 3.2], we can derive that for µ = 0, 1,

(63) ∥∂µξ (ṽ − 0π
1
N,ξ ṽ)∥� . Nµ−r∥∂rξ ṽ∥L2

χ(r−1,r−1)
(Λξ,L2(Λη))

By (63) with µ = 1, we have

(64) ∥∂ξ(ṽ − 0π
1
N,ξ ṽ)∥2� . N2−2r∥∂rξ ṽ∥2L2

χ(r−1,r−1)
(Λξ,L2(Λη))

. N2−2r|ṽ|2r,�.

By (63) with µ = r = 1, and by (62) with µ = 0, we have

∥∂ξ0π1
N,ξ(ṽ − π1,0

N,η ṽ)∥
2
� . ∥∂ξ(ṽ − π1,0

N,η ṽ)∥
2
� . N2−2r∥∂ξ∂r−1

η ṽ∥2L2(Λξ,L2

χ(r−2,r−2)
(Λη))

. N2−2r|ṽ|2r,�.(65)

We derive from (61)-(65) that

(66) ∥∂ξ(ṽ − 0π
1
N,ξ ◦ π

1,0
N,η ṽ)∥

2
� . N2−2r|ṽ|2r,�.

In a similar way, we can obtain

(67) ∥∂η(ṽ − 0π
1
N,ξ ◦ π

1,0
N,η ṽ)∥

2
� . N2−2r|ṽ|2r,�.

Using (60), (66) and (67) leads to

∥ṽ − 0π
1
N,ξ ◦ π

1,0
N,η ṽ∥1,� . N1−r|ṽ|r,�.

This ends the proof. �

We next construct an approximation polynomial on △. Define

△̂ :=
{
(x̂, ŷ) : 0 < x̂, ŷ, x̂+ ŷ < 1

}
, P△̂

N := span
{
x̂kŷl : 0 ≤ k, l, k + l ≤ N

}
.

Recall that there exists an invertible linear mapping M△ : △̂ → △, which maps the

reference triangle △̂ onto △. Denote P△
N = P△̂

N ◦M−1
△ . According to [21, (4.5)], for

any function v̂ ∈ H2(△̂), there exists an orthogonal projection Π−1,−1,−1

N,△̂
v̂ ∈ P△̂

N

defined by

⟨v̂ −Π−1,−1,−1

N,△̂
v̂, ŵ⟩△̂ = 0, ∀ŵ ∈ P△̂

N ,
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where

⟨v̂, ŵ⟩△̂ =(∂x̂(∂ŷ − ∂x̂)v̂, ∂x̂(∂ŷ − ∂x̂)ŵ)x̂,△̂ + (∂ŷ(∂ŷ − ∂x̂)v̂, ∂ŷ(∂ŷ − ∂x̂)ŵ)ŷ,△̂

+ (∂ŷ v̂, ∂ŷŵ)Γ̂1
+ (∂x̂v̂, ∂x̂ŵ)Γ̂2

+ v̂(0, 0)ŵ(0, 0),

with

Γ̂1 =
{
(0, ŷ) : 0 < ŷ < 1

}
; Γ̂2 =

{
(x̂, 0) : 0 < x̂ < 1

}
.

For any v ∈ H2(△), we define the approximation polynomial on△ as Π−1,−1,−1
N,△ v :=(

Π−1,−1,−1

N,△̂
v̂
)
◦M−1

△ . Apparently, Π−1,−1,−1
N,△ v ∈ P△

N . According to [21, Lemma 5.1]

and [21, Lemma 4.3], we have the following property and estimate.

Lemma 4.2. Suppose v ∈ Hr(△) with r ≥ 2, and v|DE = v|AE = 0. Then
(68)

(i)
(
Π−1,−1,−1

N,△ v
)
|AD = π1,0

N,η(v|AD); (ii) ∥∇(v −Π−1,−1,−1
N,△ v)∥△ . N1−r|v|r,△.

At this point, we are able to glue the approximation polynomial on �12 and △
into the global approximation function Π1,0

N,τu, which is defined by

Π1,0
N,τu =:

{
0Π

1
N,�12

(u|�12
), on �12,

Π−1,−1,−1
N,△ (u|△), on △.

This global approximation function enjoys the following property.

Lemma 4.3. For any u ∈ Vr
τ̃ (Ω) with 2 ≤ r ≤ N + 1, we have

(i) Π1,0
N,τu ∈ VΩ,0

N,T ;(69)

(ii) ∥u−Π1,0
N,τu∥1,Ω . N1−r(|u|r,�12

+ |u|r,△).(70)

Proof. Since Π−1,−1,−1
N,△ (u|△) is differentiable on △, we infer from (i) of [20, Proposi-

tion 2.1], that the polynomial Π−1,−1,−1
N,△ (u|△) belongs to V△

N . For the continuity of

Π1,0
N,τu on Ω, (i) of Lemma 4.2 ensures its continuity across AD, so that continuous

on Ω. Thus, we have proved (i). One can easily derive (ii) from Lemma 4.1 and
(ii) of Lemma 4.2 together with the Poincaré inequality on △ (cf. [10, Remark
4.1]). �

With the above preparations, we are ready to prove Theorem 4.1.

Proof of Theorem 4.1. Denoting a(u, v) := (∇u,∇v)Ω + (u, v)Ω, by (56) and (57),
we obtain

a(u− uN , vN ) = 0, ∀vN ∈ VΩ,0
N,T .

Furthermore, we have

∥u− uN∥21,Ω = a(u− uN , u− vN ) ≤ ∥u− uN∥1,Ω∥u− vN∥1,Ω,

i.e.,

(71) ∥u− uN∥1,Ω ≤ ∥u− vN∥1,Ω, ∀vN ∈ VΩ,0
N,T .

Taking vN = Π1,0
N,τu in (71), and using (ii) of Lemma 4.3, we obtain the desired

estimate.
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Figure 9. Left: Ω with its hybrid partition; Right: L2-errors of
velocity u and pressure p with N .

4.4. Application to the Stokes equation. Hereafter, we apply the hybrid SEM
to the steady Stokes problem:

(72)


−∆u+∇p = f , in Ω,

∇ · u = 0, in Ω,

u = 0, on ∂Ω,

where f ∈ [L2(Ω)]2.
In what follows, we denote Y = H1

0 (Ω) and Y = Y 2. Introduce the bilinear
form:

A(u,v) =

∫∫
Ω

∇u∇v dxdy, ∀u,v ∈ Y .

Let

X :=
{
q : q ∈ L2(Ω),

∫∫
Ω

q dxdy = 0
}
.

Define the bilinear form on Y ×X :

b(v, p) = −
∫∫

Ω

∇ · v p dxdy, ∀v ∈ Y , ∀ p ∈ X.

Thus, the weak formulation for the Stokes equations (72) is to find u ∈ Y and
p ∈ X such that

(73)

{
A(u,v) + b(v, p) = (f ,v)Ω, ∀v ∈ Y ,

b(u, q) = 0, ∀ q ∈ X.

Assume that Ω is a polygon with a hybrid partition T . Denoting YN = Y ∩ VΩ,0
N,T

and YN = Y 2
N , to present the spectral element scheme, we also need define the

approximate space XN of X. Let {li, i = 1, 2, · · · , N − 1} be the usual Lagrangian
interpolation polynomials associating to the N − 1 interior LGL points in Λ. Then
{li(ξ)lj(η), i, j = 1, 2, · · · , N−1} are the nodal basis functions of the space [PN−2]

2.
And, we define the global nodal basis functions of XN (Ω) as

(74) ρµ(x) =

{
(li(ξ)lj(η)) ◦ F−1

k , x ∈ Ωk,
0, elsewhere,
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where µ = µ(i, j, k), i, j = 1, 2, · · · , N − 1; k = 1, 2, · · · ,K is the index mapping
from the local ordinal number to the global ordinal number. Thus

XN (Ω) = span
{
ρµ : µ = 1, 2, · · · ,K(N − 1)2

}
∩X.

where L2
0(Ω) = {u ∈ L2(Ω) : (u, 1)Ω = 0} is the subspace of L2−functions with

zero mean on Ω. Thus, the SEM for (73) is to find uN ∈ YN and pN ∈ XN such
that

(75)

{
A(uN ,vN ) + b(vN , pN ) = (f ,vN )Ω, ∀vN ∈ YN ,

b(uN , qN ) = 0, ∀ qN ∈ XN .

Remark 4.1. It is known that in order to avoid the spurious pressure modes, in the
discrete scheme of the Stokes equations, the discrete velocity and pressure spaces are
required to satisfy the inf-sup condition(see [18, 1, 2]). To this end, similar to the
usual PN ×PN−2 approach in the rectangular spectral method, we take the pressure
approximation space XN to be two “degrees” fewer than the velocity approximation
space YN .

We next present some numerical results obtained by the hybrid SEM, where the
domain Ω is partitioned as in Fig. 9 (left). In the test, we take the exact solution
to be u(x, y) = (sinx cos y,− cosx sin y)T and p(x, y) = sinx sin y. We plot in
Fig. 9 (right) the discrete L2− errors for velocity u(x, y) and pressure p with N.
We observe the spectral convergence for both u and p.
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Appendix A. Proof of (41)

We first give the definitions ofW (i, ϱ; r, k),M(i, ϱ; j, σ; r, k), Br,△(u) andGs,∂△(u).
Define

(A.1) W (i, ϱ; r, k) = (ai + a4ϱ)
k(bi + b4ϱ)

r−k, 0 ≤ k ≤ r,

where (i, ϱ) = (2, η) or (3, ξ). Further denote

M(i, ϱ;j, σ; r, k) =
W (i, ϱ; r − 1, 0)(bj + b4σ), k = 0,

W (i, ϱ; r − 1, k − 1)(aj + a4σ) +W (i, ϱ; r − 1, k)(bj + b4σ), 1 ≤ k ≤ r − 1,

W (i, ϱ; r − 1, r − 1)(aj + a4σ), k = r,

(A.2)

where (i, ϱ; j, σ) = (2, η; 3, ξ) or (3, ξ; 2, η). Define

B2,△(u) =
2∑

k=0

(
∥(1 + ξ)

1
2W (2, η; 2, k)∂kx∂

2−k
y u∥△ + ∥(1 + η)

1
2W (3, ξ; 2, k)∂kx∂

2−k
y u∥△

)
+ |u|2,J−1

△ ,△ + |u|1,J−1
△ ,△,

(A.3)



130 J. LI, H. MA, L. WANG, AND H. WU

and for r ≥ 3,

Br,△(u) =
r∑

k=0

(
∥(1− ξ)

r−2
2 (1 + ξ)

r−1
2 W (2, η; r, k)∂kx∂

r−k
y u∥△

+ ∥(1− η)
r−2
2 (1 + η)

r−1
2 W (3, ξ; r, k)∂kx∂

r−k
y u∥△

+∥(1− ξ)
r−3
2 (1 + ξ)

r−2
2 M(2, η; 3, ξ; r, k)∂kx∂

r−k
y u∥△

)
+

r−1∑
k=0

(
∥(1− ξ)

r−3
2 (1 + ξ)

r−2
2 ∂ηW (2, η; r − 1, k)∂kx∂

r−1−k
y u∥△.

(A.4)

Finally, we define

Gs,∂△(u) =
s∑

k=0

(
∥(1− ξ2)

s−2
2 W (2, η; s, k)∂kx∂

s−k
y u∥Q3Q4

+ ∥(1− η2)
s−2
2 W (3, ξ; s, k)∂kx∂

s−k
y u∥Q3Q4

)
.

(A.5)

We now prove (41). By [22, Thm. 3.44], we know that for any v ∈ Hr(Λ) with
1 ≤ r ≤ N + 1 and µ = 0, 1,

(A.6) ∥v − IξNv∥µ,Λ . Nµ−r|v|r,χ(r−1,r−1),Λ.

Let Id be the identity operator. Then by (21) and (A.6), we have

∥u− I△Nu∥△ .∥ũ− Ĩ△N ũ∥� = ∥ũ− IξNI
η
N ũ∥�

.∥(Id − IξN )(Id − IηN )ũ− (Id − IξN )ũ− (Id − IηN )ũ∥�

.∥(Id − IξN )(Id − IηN )ũ∥� + ∥(Id − IξN )ũ∥� + ∥(Id − IηN )ũ∥�

.N−1∥(Id − IξN )∂ηũ∥� + ∥(Id − IξN )ũ∥� + ∥(Id − IηN )ũ∥�

.N−r
(
∥(1− ξ2)(r−2)/2∂r−1

ξ ∂ηũ∥�
+ ∥(1− ξ2)(r−1)/2∂rξ ũ∥� + ∥(1− η2)(r−1)/2∂rη ũ∥�

)
.

(A.7)

We next transform the variables (ξ, η) back to (x, y). For clarity, we denote

E
(1)
r,�(ũ) = ∥(1− ξ2)(r−1)/2∂rξ ũ∥�, E

(2)
r,�(ũ) = ∥(1− η2)(r−1)/2∂rηũ∥�,

E
(3)
r,�(ũ) = ∥(1− ξ2)(r−2)/2∂r−1

ξ ∂ηũ∥�.
(A.8)

A direct calculation from (19) yields

∂ξx = a2 + a4η, ∂ξy = b2 + b4η, ∂ηx = a3 + a4ξ, ∂ηy = b3 + b4ξ,

∂ξũ = (a2 + a4η)∂xu+ (b2 + b4η)∂yu, ∂ηũ = (a3 + a4ξ)∂xu+ (b3 + b4ξ)∂yu.
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Thus, we have

∂rξ ũ =

r∑
k=0

(
r

k

)
(a2 + a4η)

k(b2 + b4η)
r−k∂kx∂

r−k
y u,

∂rη ũ =
r∑

k=0

(
r

k

)
(a3 + a4ξ)

k(b3 + b4ξ)
r−k∂kx∂

r−k
y u,

∂r−1
ξ ∂ηũ =∂η

r−1∑
k=0

(
r

k

)
(a2 + a4η)

k(b2 + b4η)
r−1−k∂kx∂

r−1−k
y u

=
r−1∑
k=0

(
r − 1

k

)
(a2 + a4η)

k(b2 + b4η)
r−1−k

·
{
(a3 + a4ξ)∂

k+1
x ∂r−1−k

y u+ (b3 + b4ξ)∂
k
x∂

r−k
y u

}
+

r−1∑
k=0

(
r − 1

k

)
∂η

{
(a2 + a4η)

k(b2 + b4η)
r−1−k

}
∂kx∂

r−1−k
y u,

(A.9)

where the constants ai, bi are defined in (20). By (21) and (25), we derive that for
r ≥ 3,

E
(1)
r,�(ũ) =

(∫∫
�
(∂rξ ũ)

2(1− ξ2)r−1dξdη

) 1
2

.
r∑

k=0

∥∥(1− ξ)
r−2
2 (1 + ξ)

r−1
2 W (2, η; r, k)∂kx∂

r−k
y u

∥∥
△,

(A.10)

E
(2)
r,�(ũ) =

(∫∫
�
(∂rη ũ)

2(1− η2)r−1dξdη

) 1
2

.
r∑

k=0

∥(1− η)
r−2
2 (1 + η)

r−1
2 W (3, ξ; r, k)∂kx∂

r−k
y u∥△,

(A.11)

E
(3)
r,�(ũ) =

(∫∫
�
(∂r−1

ξ ∂ηũ)
2(1− ξ2)r−2dξdη

) 1
2

.
r∑

k=0

(
∥(1− ξ)

r−3
2 (1 + ξ)

r−2
2 M(2, η; 3, ξ; r, k)∂kx∂

r−k
y u∥△

+
r−1∑
k=0

∥(1− ξ)
r−3
2 (1 + ξ)

r−2
2 ∂ηW (2, η; r − 1, k)∂kx∂

r−1−k
y u∥△

)
.

(A.12)

In the above derivations, we used the basic inequality

(A.13) σ2
1 + σ2

2 + · · ·+ σ2
r ≤ (σ1 + σ2 + · · ·+ σr)

2 ≤ r(σ2
1 + σ2

2 + · · ·+ σ2
r),

with σi ≥ 0, i = 1, 2, · · · , r.
For r = 2, we derive from a direct calculation that

∥∂ξ∂ηũ∥� . |u|2,J−1
△ ,△ + |u|1,J−1

△ ,△,

∥(1− ξ2)1/2∂2ξ ũ∥� .
2∑

k=0

∥(1 + ξ)
1
2W (2, η; 2, k)∂kx∂

2−k
y u∥△,

∥(1− η2)1/2∂2η ũ∥� .
2∑

k=0

∥(1 + η)
1
2W (3, ξ; 2, k)∂kx∂

2−k
y u∥△.

(A.14)
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Finally, we obtain (41) from (A.7)-(A.14).
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