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1 Introduction

In this paper, we establish a form of the comparison principle for a class of subelliptic
equations on the Heisenberg group.

Let Ω be an open connected subset of Rn (n≥1), the n-dimensional Euclidean space.
Assume that u, v∈C2(Ω) satisfy

u≥v in Ω. (1.1)

The standard form of the strong comparison principle for nonlinear second order elliptic
operators F(x,u,∇u,∇2u) is the following. Here F(x,s,p,M) is of class C1, x∈Ω, s∈R1,
p∈Rn, M∈Sn×n, the set of all n×n real symmetric matrices, and is elliptic, i.e.,

∂F
∂Mij

>0.
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Strong comparison principle. Let u, v∈C2(Ω) satisfy (1.1) and

F(x,u,∇u,∇2u)≤F(x,v,∇v,∇2v) in Ω.

Then we have
either u>v in Ω, or u≡v in Ω.

In [9] and [10], L. Caffarelli, L. Nirenberg and the first named author obtained some
forms of the comparison principle for singular solutions of the nonlinear elliptic op-
erators of the form F(x,u,∇u,∇2u). Recently, the strong comparison principle and
the Hopf Lemma was established for viscosity solutions to the equations of the form
F(x,u,∇u,∇2u) = 1 when one of the competitors is C1,1 by Y. Y. Li, L. Nguyen and B.
Wang in [33].

In recent years, comparison principles for degenerate elliptic equations have been
widely studied; see [1-7, 14-37] and the references therein. One type of those equations,
which appeared in [9-12,18,19,29,30,34,35], involve a symmetric matrix function

G[u] :=∇2u+L(x,u,∇u), (1.2)

where L∈C0,1(Ω×R×Rn), is in Sn×n.
One such matrix operator is the conformal Hessian matrix operator (see e.g., [28, 38]

and the references therein), i.e.,

H[u]=∇2u+∇u⊗∇u− 1
2
|∇u|2 In,

where In denotes the n×n identity matrix, and, for p, q∈Rn, p⊗q denotes the n×n matrix
with entries (p⊗q)ij = piqj for i, j=1,··· ,n.

Let U be an open subset of Sn×n satisfying

0∈∂U, U+P⊂U, OtUO⊂U, ∀O∈O(n) tU⊂U, ∀t>0,

where P denotes the set of all n×n non-negative real matrices and O(n) denotes the set
of all n×n real orthogonal matrices.

In [34], it was shown that, under the assumption

diag{1,0,··· ,0}∈∂U, (1.3)

the strong comparison principle and Hopf Lemma fail for a class of equations of the form

G[u]∈∂U.

Conversely, if (1.3) does not hold, then the strong comparison principle and Hopf Lemma
holds.

Although the strong comparison principle fails under assumption (1.3), the first
named author proved that a weak form of strong comparison principle holds for the
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conformal Hessian operator H[u] and locally Lipschitz continuous solutions in [30]. This
comparison principle has played an important role in deriving local gradient estimates
and symmetry properties for solutions to (both degenerate and non-degenerate elliptic)
equations arising from studies in conformal geometry; see [30] and the references therein.
Later on, in [32], this type of comparison principle was generalized to semi-continuous
solutions and a larger class of operators G[u] with L of the form

L(x,s,p) :=α(x,s)p⊗p−β(x,s)|p|2 In,

where α, β : Ω×R satisfy

L(x,s,p) is non-decreasing in s,

and

either |β(x,s)|>β0>0 for some constant β0,
or both α and β are constant.

By taking α≡1 and β≡1, operator G[u] becomes H[u]. The comparison principle was
applied in [32] to obtain the local Lipschitz regularity of viscosity solutions of fully non-
linear degenerate conformally invariant equations. Since this type of comparison princi-
ple also includes the equations arising from fully nonlinear Yamabe problem of ”negative
type”, as another application, it was recently applied to a fully nonlinear version of the
Loewner-Nirenberg problem in [16].

In [31], the first named author and D. D. Monticelli considered the comparison prin-
ciple for solutions of second order fully nonlinear CR invariant equations. Let Ω be an
open bounded subset of Hn, the n-dimensional Heisenberg group. For any C2 positive
function u in Ω, it was proved in [31] that a second order fully nonlinear operator is CR
invariant if and only it has the form

Au :=− 2
Q−2

u−
Q+2
Q−2∇2

H,su+
2Q

(Q−2)2 u−
2Q

Q−2∇Hu⊗∇Hu

− 4
(Q−2)2 u−

2Q
Q−2 J∇Hu⊗ J∇Hu− 2

(Q−2)2 u−
2Q

Q−2 |∇Hu|2 I2n,

where Q= 2n+2 denote the homogenous dimension of Hn, ∇2
H,su and ∇Hu denote the

symmetrized Heisenberg Hessian matrix and Heisenberg gradient of u, respectively (see
Subsection 2.1), and

J :=
(

0n In
−In 0n

)
.

For geometric aspect related to the CR invariant operators, we refer to [2] and [36].



Y. Y. Li and B. Wang / Anal. Theory Appl., 35 (2019), pp. 312-334 315

It was proved in [31] the comparison principle for the equations of the form

Au∈∂Σ in Ω,

where Σ is a non-empty open subset of Sn×n, satisfying a degenerate ellipticity condition:

if A∈Σ, B∈S2n×2n and B>0, then A+B∈Σ. (1.4)

(Note that (1.4) implies that ∂Σ is Lipschitz.) and a homogeneity condition:

A∈Σ and c>0⇒ cA∈Σ. (1.5)

Theorem A (see [31]). Let Σ satisfy (1.4) and (1.5). Assume that u, v∈C2(Ω)∩C0(Ω), u,
v>0 in Ω and satisfy

Au∈Σ, Av∈S2n×2n\Σ in Ω.

Then

(a) If u≥v on ∂Ω, then u≥v in Ω.

(b) If u>v on ∂Ω, then u>v in Ω.

The main goal of our paper is to generalize Theorem A to semi-continuous viscosity
solutions and to more general fully nonlinear subelliptic operators.

For any C2 function ψ in Ω, we consider a symmetric matrix function

F[ψ] :=∇2
H,sψ+L(·,ψ,∇Hψ), (1.6)

where L∈C0,1
loc(Ω×R×R2n) is in S2n×2n, and is of the form

L(·,s,p)=α(·,s)p⊗p−γ(·,s) Jp⊗ Jp−β(·,s)|p|2 I2n, (1.7)

where α, β, γ∈C0,1
loc(Ω×R). If α, γ≡1 and β≡ 1

2 , operator F[ψ] becomes the operator

A[ψ]=∇2
H,sψ+∇Hψ⊗∇Hψ− J∇Hψ⊗ J∇Hψ− 1

2
|∇Hψ|2 I2n.

By letting u= e−
Q−2

2 ψ, it is easy to see that Au = e2ψ A[ψ].
We consider the equation

F[ψ]∈∂Σ.

For any set S⊂Hn, we use USC(S) to denote the set of functions ψ:S→R∪{−∞}, ψ 6≡−∞
in S, satisfying

limsup
ξ→ξ̄

ψ(ξ)≤ψ(ξ̄), ∀ξ̄∈S.

Similarly, we use LSC(S) to denote the set of functions ψ : S→R∪{+∞}, ψ 6≡+∞ in S,
satisfying

liminf
ξ→ξ̄

ψ(ξ)≥ψ(ξ̄), ∀ξ̄∈S.

We now give the definition of viscosity subsolutions, supersolutions and solutions to the
subelliptic equation F[ψ]∈∂Σ.
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Definition 1.1. Let Ω⊂Hn, n≥1, be an open set, and Σ be a non-empty open subset of
S2n×2n satisfying (1.4). For a function ψ in USC(Ω) (LSC(Ω)), we say that

F[ψ]∈Σ
(

F[ψ]∈S2n×2n\Σ
)

in Ω in the viscosity sense

if for any ξ0∈Ω, ϕ∈C2(Ω), (ψ−ϕ)(ξ0)=0 and

ψ−ϕ≤0, (ψ−ϕ≥0), near ξ0,

there holds
F[ϕ](ξ0)∈Σ,

(
F[ϕ](ξ0)∈S2n×2n\Σ

)
.

We say that a function ψ∈C0(Ω) satisfies

F[ψ]∈∂Σ in the viscosity sense, (1.8)

in Ω if F[ψ] belongs to both Σ and S2n×2n\Σ in Ω in the viscosity sense.
When F[ψ]∈Σ

(
F[ψ]∈S2n×2n\Σ

)
in Ω in the viscosity sense, we also say interchange-

ably that ψ is a viscosity subsolution (supersolution) to (1.8) in Ω.

In the sequel, we say that the principle of propagation of touching points holds for (F,Σ)
if for any supersolution w∈LSC(Ω̄) and subsolution v∈USC(Ω̄) of (1.8) in Ω one has

w≥v in Ω and w>v on ∂Ω⇒ w>v in Ω.

(In other words, if w≥ v in Ω then every non-empty connected component of the set
{ξ ∈ Ω̄ : w(ξ) = v(ξ)} contains a point of ∂Ω.) This principle can be viewed as a weak
version of the strong comparison principle.

We say that the comparison principle holds for (F,Σ) if for any super-solution w ∈
LSC(Ω̄) and sub-solution v∈USC(Ω̄) of (1.8) in Ω one has

w≥v on ∂Ω⇒w≥v in Ω.

It should be noted that, for general degenerate elliptic equations, w≥ v in Ω does not
imply the dichotomy that w > v or w≡ v in Ω. (This is in contrast with the uniformly
elliptic case.)

Remark 1.1. If L(ξ,s,p) is independent of s, then the principle of propagation of touching
points is equivalent to the comparison principle.

We prove that the principle of propagation of touching points holds under the follow-
ing structural conditions:

L(ξ,s,p) is non-decreasing in s (1.9)

and 
β(ξ,s)>β0>0 for some constant β0, γ(ξ,s)≥0,
or β(ξ,s)<−β0<0 for some constant β0, γ(ξ,s)≤0,
or α and β are constant, γ≡0.

(1.10)

Note that the conditions (1.9) and (1.10) are consistent with A[ψ] defined as above.
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Theorem 1.1 (Principle of propagation of touching points). Let F be of the form (1.7) with
α,β,γ∈C0,1

loc(Ω̄×R) satisfying (1.9) and (1.10). Let Ω⊂Hn (n≥1) be a bounded open set, and
Σ be a non-empty open subset of S2n×2n satisfying (1.4) and (1.5). Assume that w∈LSC(Ω̄) and
v∈USC(Ω̄) are respectively a super-solution and a sub-solution of (1.8) in Ω.

(a) If w≥v in Ω and w>v on ∂Ω, then w>v in Ω.

(b) In case α, β and γ are constant, if w≥v on ∂Ω, then w≥v in Ω.

As a corollary of Theorem 1.1, we have

Theorem 1.2 (Uniqueness for the Dirichlet Problem). Let Ω⊂Hn (n≥1) be a bounded open
set, and Σ be a non-empty open subset of S2n×2n satisfying (1.4) and (1.5). Assume that F is of
the form (1.6) with constants α, β, γ satisfying (1.10). Then, for any ϕ∈C0(∂Ω), there exists at
most one solution ψ∈C0(Ω̄) of (1.8) satisfying ψ= ϕ on ∂Ω.

We also prove the following existence theorem using Perron’s method (see [20]).

Theorem 1.3 (Existence by sub- and super-solution method). Let Ω and (F,Σ) be as in
Theorem 1.2. Let w∈LSC(Ω) and v∈USC(Ω) be respectively supersolution and subsolution of
(1.8) in Ω such that w≥v in Ω and w=v on ∂Ω. Then there exists a viscosity solution u∈C0(Ω)
of (1.8) in Ω satisfying

v≤u≤w in Ω,
u=w=v on ∂Ω.

2 Preliminaries

In this subsection, we briefly review some basic notations on the Heisenberg group.
The Heisenberg group Hn (n≥1) is the set Rn×Rn×R endowed with the group action

◦ defined by

ξ◦ ξ̂ :=

(
x+ x̂,y+ ŷ,t+ t̂+2

n

∑
i=1

(yi x̂i−xiŷi)

)
for any ξ =(x,y,t), ξ̂ =(x̂,ŷ, t̂) in Hn, with x=(x1,··· ,xn), x̂=(x̂1,··· , x̂n), y=(y1,··· ,yn)
and ŷ=(ŷ1,··· ,ŷn) denoting elements of Rn. We will also use the notation ξ =(z,t) with
z= x+iy, z∈Cn'Rn×Rn. We consider the norm on Hn defined by

|ξ|H :=

( n

∑
i=1

(x2
i +y2

i )

)2

+t2

 1
4

=
(
|z|4+t2

) 1
4
.

The corresponding distance on Hn is defined accordingly by setting

dH(ξ, ξ̂) := |ξ̂−1◦ξ|H,
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where ξ̂−1 is the inverse of ξ̂ with respect to ◦, i.e., ξ̂−1=−ξ̂. For every ξ∈Hn and R>0,
we will use the notation

DR(ξ) :={η∈Hn|dH(ξ,η)<R}.

The vector fields

Xj :=
∂

∂xj
+2yj

∂

∂t
, j=1,··· ,n,

Yj :=
∂

∂yj
−2xj

∂

∂t
, j=1,··· ,n,

T :=
∂

∂t
,

form a base of the Lie algebra of vector fields on the Heisenberg group which are left
invariant with respect to the group action ◦. For a regular function u defined on a domain
in Hn, let ∇Hu denote the Heisenberg gradient, or horizontal gradient, of u, i.e.,

∇Hu :=(X1u,··· ,Xnu,Y1u,··· ,Ynu),

while let ∇2
Hu to denote the Heisenberg Hessian matrix of u, i.e.,

∇2
Hu :=



X1X1u ··· XnX1u Y1X1u ··· YnX1u
··· ··· ··· ··· ··· ···

X1Xnu ··· XnXnu Y1Xnu ··· YnXnu
X1Y1u ··· XnY1u Y1Y1u ··· YnY1u
··· ··· ··· ··· ··· ···

X1Y1u ··· XnY1u Y1Y1u ··· YnY1u

.

We also define
∇2

H,su :=
1
2

[
∇2

Hu+(∇2
Hu)T

]
,

which is the symmetric part of the matrix ∇2
Hu. Noticing that ∇2

Hu∈S2n×2n⊕ JR.
In this subsection, we briefly recall a well-known regularization of semi-continuous

functions in the CR setting which will be used later in the paper.
Assume n≥ 1 and let Ω be an open bounded set in Hn. For a function v∈USC(Ω̄)

and ε>0, we define the ε-upper envelop of v by

vε(ξ) :=max
η∈Ω̄

{
v(η)− 1

ε
|η−1◦ξ|4H

}
, ∀ξ∈ Ω̄. (2.1)

Likewise, for a function w∈LSC(Ω̄), its ε-lower envelop is defined by

wε(ξ) :=min
η∈Ω̄

{
w(η)+

1
ε
|η−1◦ξ|4H

}
, ∀ξ∈ Ω̄. (2.2)

We collect below some useful properties. The proof can be found in [40].
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(i) vε,wε belong to C(Ω̄), are monotonic in ε and

vε→v, wε→w pointwise as ε→0. (2.3)

(ii) vε and wε are punctually second order differentiable (see e.g., [8] for a definition)
almost everywhere in Ω and

∇2vε≥−C
ε

I2n+1, ∇2wε≤
C
ε

I2n+1, a.e. in Ω, (2.4)

where C :=‖∇2
ξ |η−1◦ξ|4H‖L∞(Ω×Ω).

(iii) For any ξ∈Ω, there exists ξ∗= ξ∗(ξ)∈ Ω̄ such that

vε(ξ)=v(ξ∗)− 1
ε
|(ξ∗)−1◦ξ|4H and |(ξ∗)−1◦ξ|4H≤ε

(
max

Ω̄
v−v(ξ)

)
.

Likewise, for any ξ∈Ω, there exists ξ∗= ξ∗(x)∈ Ω̄ such that

wε(ξ)=w(ξ∗)+
1
ε
|(ξ∗)−1◦ξ|4H and |(ξ∗)−1◦ξ|4H≤ε

(
w(ξ)−min

Ω̄
w
)

.

We conclude the section with a simple lemma about the stability of envelops with
respect to semi-continuity.

Lemma 2.1. Assume that v∈USC(Ω̄) and infΩ̄ v >−∞. Then for all sequences εj→ 0 and
ξ j→ ξ∈Ω, there holds

limsup
j→∞

vεj(ξ j)≤v(ξ).

Likewise, if w∈LSC(Ω̄) and supΩ̄ w<+∞, then

liminf
j→∞

wεj(ξ j)≥w(ξ).

Proof. We will only show the first assertion. Assume by contradiction that there exist
some sequences εj→0, ξ j→ ξ∈Ω such that

vεj(ξ j)≥v(ξ)+2δ for some δ>0.

By the semi-continuity of v, there exists θ>0 such that

v(η)≤v(ξ)+δ for all |ξ−1◦η|H < θ.

By property (iii), there exists ξ̂ j such that

vεj(ξ j)=v(ξ̂ j)−
1
εj
|ξ̂−1

j ◦ξ j|4H and |ξ̂−1
j ◦ξ j|4H≤εj(sup

Ω̄
v−v(ξ j))→0,

where we have used infΩ̄ v >−∞. It then follows that |ξ̂−1
j ◦ξ j|H < θ for all sufficiently

large j and so

vεj(ξ j)≤v(ξ̂ j)≤v(ξ)+δ,

which amounts to a contradiction.
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3 The principle of propagation of touching points

In this section, we prove Theorem 1.1. We will establish the propagation principle for
more general operators of the form

F[ψ]=∇2
H,sψ+L(·,ψ,∇Hψ), (3.1)

where L :Ω×R×R2n→S2n×2n, under some structural assumptions on L and Σ which we
will detail below. (Clearly, Definition 1.1 extends to this general setting.)

The following structural conditions on (F,Σ) are directly motivated by the CR invari-
ant operator A[ψ]. First, we assume that Σ satisfies

A∈Σ,c∈ (0,1)⇒ cA∈Σ. (3.2)

Second, we assume that, for every R>0 and Λ>0, there exist m≥0, θ̄>0 and C>0 such
that, for ξ∈Ω and p∈R2n,

|∇ξ L(ξ,s,p)|≤C|p|m, |∇pL(ξ,s,p)|≤C|p|, ∀|s|≤R, (3.3a)
0≤L(ξ,s′,p)−L(ξ,s,p)≤C(s′−s)|p|m I2n, ∀−R≤ s≤ s′≤R, (3.3b)

p·∇pL(ξ,s,p)−L(ξ,s,p)+θΛ|∇pL(ξ,s,p)| I2n−θ I2n≤Cp⊗p− 1
C
|p|m I2n,

∀θ∈ [0, θ̄], |s|≤R. (3.3c)

Note that, (3.3b) and (3.3c) should be understood as inequalities between real symmetric
matrices: M≤N if and only if N−M is non-negative definite. Also, (3.3b) implies that L
is non-decreasing in s.

Example 3.1. For all α,β,γ∈C0,1
loc(R) such that β(s)>β0>0 for some constant β0, γ≥0, α

is non-decreasing and β,γ is non-increasing, the operator

F[ψ]=∇2
H,sψ+α(ψ)∇Hψ⊗∇Hψ−γ(ψ) J∇Hψ⊗ J∇Hψ−β(ψ)|∇Hψ|2 I2n

satisfies conditions (3.3a)-(3.3c).

We now state our principle of propagation of touching points for operators of the
form (3.1).

Theorem 3.1. Let Ω⊂Hn (n≥1) be a non-empty bounded open set, L : Ω×R×R2n→S2n×2n

be locally Lipschitz continuous and satisfy (3.3a), (3.3b) and (3.3c) for some m>1, F be given by
(3.1) and Σ be a non-empty open subset of S2n×2n satisfying (1.4) and (3.2). If w∈ LSC(Ω̄) and
v∈USC(Ω̄) are respectively a super-solution and a sub-solution of (1.8) in Ω, and if w≥v in Ω
and w>v on ∂Ω, then w>v in Ω.
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Interchanging the role of ψ and −ψ and of Σ and S2n×2n\(−Σ̄) (where −Σ̄= {−M :
M∈ Σ̄}), we see that an analogous result holds if one replaces (3.2) by

A∈Σ, c∈ (1,∞)⇒ cA∈Σ, (3.4)

and (3.3c) by: for every R>0 and Λ>0, there exist positive constants θ̄,C>0 such that,
for 0< θ≤ θ̄, ξ∈Ω, |s|≤R and p∈Rn,

p·∇pL(ξ,s,p)−L(ξ,s,p)−θΛ|∇pL(ξ,s,p)| I2n+θ I2n≥−Cp⊗p+
1
C
|p|m I2n. (3.5)

We then obtain an equivalent statement of Theorem 3.1:

Theorem 3.2. Let Ω⊂Hn (n≥1) be a non-empty bounded open set, L : Ω×R×R2n→S2n×2n

be locally Lipschitz continuous and satisfy (3.3a), (3.3b) and (3.5) for some m>1, F be given by
(3.1) and Σ be a non-empty open subset of S2n×2n satisfying (1.4) and (3.4). If w∈ LSC(Ω̄) and
v∈USC(Ω̄) are respectively a supersolution and a subsolution of (1.8) in Ω and if w≥ v in Ω
and w>v on ∂Ω, then w>v in Ω.

Assuming the correctness of the above theorem for the moment, we proceed with the

Proof of Theorem 1.1. If β> β0 > 0 and γ≥ 0, the result is covered by Theorem 3.1. If β<
−β0 < 0 and γ≤ 0, the result is covered by Theorem 3.2. It remains to consider the case
β≡γ≡0 and α is constant. The operator F then takes the form

F[ψ]=∇2
H,sψ+α∇Hψ⊗∇Hψ.

When α 6= 0, we note that the functions w̃ = α
|α| e

αw and ṽ = α
|α| e

αv satisfy w̃ ∈ LSC(Ω̄),
ṽ∈USC(Ω̄) and, in view of (1.5),

∇2
H,sw̃= |α||w̃|F[w]∈S2n×2n\Σ and ∇2

H,sṽ= |α||ṽ|F[v]∈ Σ̄.

Therefore, we can assume without loss of generality that α=0, i.e.,

F[ψ]=∇2
H,sψ.

In this case, note that

F[ψ+µ|ξ|2]=F[ψ]+2µ(I2n+4Jz⊗ Jz). (3.6)

An easy adaption of the proof of Theorem 3.1 below (but using (3.6) instead of Lemma
3.1) yields the result.

We turn now to the proof of Theorem 3.1.
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3.1 Error in regularizations

The following result estimates the error to (1.8) when making regularizations by lower
and upper envelops.

Proposition 3.1. Assume n≥1. Let Ω⊂Hn be a bounded open set, Σ be an open subset of
S2n×2n satisfying (1.4), L : Ω×R×R2n→S2n×2n be a locally Lipschitz continuous function
satisfying (3.3a) and the second inequality in (3.3b) for some m≥0, and F be given by (3.1).
For any M>0, there exists a>0 such that if w∈LSC(Ω) is a supersolution of (1.8) in Ω and
if wε is punctually second order differentiable at a point ξ∈Ω and |wε(ξ)|+|w(ξ∗)|≤M,
then

F[wε](ξ)−a
(
|ξ−ξ∗|+

1
ε
|(ξ∗)−1◦ξ|4H

)
|∇Hwε(ξ)|m I2n∈S2n×2n\Σ.

Analogously, if v∈USC(Ω) is a subsolution of (1.8) in Ω, and if vε is punctually second
order differentiable at a point ξ∈Ω and |vε(ξ)|+|v(ξ∗)|≤M, then

F[vε](ξ)+a
(
|ξ−ξ∗|+ 1

ε
|(ξ∗)−1◦ξ|4H

)
|∇Hvε(ξ)|m I2n∈Σ.

Proof. We only give the proof of the first assertion. The second assertion can be proved
in a similar way.

We have

wε(ξ◦η)≥wε(ξ)+∇wε(ξ)·(ξ◦η−ξ)

+
1
2
(ξ◦η−ξ)T∇2wε(ξ)(ξ◦η−ξ)+o(|η|2) as |η|→0. (3.7)

By the definition of wε, we have

wε(ξ◦η)≤w(ξ∗◦η)+
1
ε
|(ξ∗◦η)−1◦(ξ◦η)|4H =w(ξ∗◦η)+

1
ε
|(ξ∗)−1◦ξ|4H,

and therefore, in view of (3.7),

w(ξ∗◦η)≥wε(ξ◦η)− 1
ε
|(ξ∗)−1◦ξ|4H

≥Pε(η)+o(|η|2) as η→0,

where Pε is a quadratic polynomial with

Pε(0)=wε(ξ)−
1
ε
|(ξ∗)−1◦ξ|4H =w(ξ∗),

∇HPε(0)=∇Hwε(ξ),

∇2
H,sPε(0)=∇2

H,swε(ξ).
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Since f (η) :=w(ξ∗◦η) is a viscosity super-solution of (1.8) in Ω̃ :={η∈Hn :ξ∗◦η∈Ω}, we
thus have

∇2
H,swε(ξ)+L(ξ∗,w(ξ∗),∇Hwε(ξ))=F[Pε](0)∈S2n×2n\Σ.

On the other hand, in view of (3.3a), (3.3b) and w(ξ∗)=wε(ξ)− 1
ε |(ξ∗)−1◦ξ|4H≤wε(ξ),

L(ξ∗,w(ξ∗),∇Hwε(ξ))−L(ξ,wε(ξ),∇Hwε(ξ))

≤C(|ξ−ξ∗|+
1
ε
|(ξ∗)−1◦ξ|4H)|∇Hwε(ξ)|m I2n.

The conclusion is readily seen thanks to (1.4).

3.2 First variation of F[ψ]

As mentioned in the introduction, we would like to perturb a given function ψ to another
function ψ̃ in such a way that F[ψ̃] is bounded from above/below by a multiple of F[ψ]
and with a favorable excess term. This will be important in controlling error accrued in
other parts of the proof of Theorem 3.1 (e.g., in regularizations).

Lemma 3.1. Let Ω be an open bounded subset of Hn, n≥1, L :Ω×R×R2n→S2n×2n be a locally
Lipschitz continuous function satisfying (3.3b) and (3.3c) for some m> 1, F be given by (3.1),
and ψ :Ω→R∪{±∞}. For any M>0, there exist positive constants µ0,α,β,δ,K0>0, depending
only on an upper bound of M, L and Ω, such that

µ0 βsup
Ω

e−βψ≤ 1
2

,

and, for any 0<µ<µ0, τ∈R, the function ψ̃µ,τ =ψ+µ(eα|z|2+e−βψ−τ) satisfies

F[ψ̃µ,τ]≥ (1−µβe−βψ)F[ψ]+µK0[(1+|∇Hψ|m) I2n+∇Hψ⊗∇Hψ]

in the set

ΩM,δ :=
{

ξ∈Ω : ψ is punctually second order differentiable at ξ,

|ψ(ξ)|≤M, and eα|z|2+e−βψ(ξ)−τ≥−δ
}

. (3.8)

Proof. In the proof, C will denote some large positive constant which may become larger
as one moves from lines to lines but depends only on an upper bound for M, L and Ω.
Eventually, we will choose large β= β(C)> 0, small α= α(β,M,C)> 0, and finally small
µ0=µ0(α,β,M,C)>0.

We set ϕ(ξ)=ϕ(z,t)=eα|z|2 , f (ψ)=−e−βψ and abbreviate ψ̃µ=ψ̃µ,τ=ψ+µ(ϕ− f (ψ)−τ).
Note that f ′(ψ)>0.
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We assume in the sequel that α<1, δ<1 and

µ0sup
Ω

[1+ f ′(ψ)]≤ 1
C
<

1
2

. (3.9)

The following computation is done at a point in ΩM,δ. We have

F[ψ̃µ]≥ (1−µ f ′(ψ))F[ψ]−µ f ′′(ψ)∇Hψ⊗∇Hψ+2µα ϕ I2n

+L(ξ,ψ̃µ,∇Hψ̃µ)−(1−µ f ′(ψ))L(ξ,ψ,∇Hψ).

Noting that ϕ− f (ψ)−τ≥−δ in ΩM,δ, we deduce from (3.3b) that

L(ξ,ψ̃µ,∇Hψ̃µ)

≥L(ξ,ψ,∇Hψ̃µ)−Cµδ(|∇Hψ|m+µm αm ϕm) I2n.

Therefore,

F[ψ̃µ]≥(1−µ f ′(ψ))F[ψ]−µ f ′′(ψ)∇Hψ⊗∇Hψ

+2µα(1−Cδµmαm−1ϕm−1)ϕ I2n−Cµδ|∇Hψ|m I2n

+L(ξ,ψ,∇Hψ̃µ)−(1−µ f ′(ψ))L(ξ,ψ,∇Hψ). (3.10)

We proceed to estimate L(ξ,ψ,∇Hψ̃µ)−(1−µ f ′(ψ))L(ξ,ψ,∇Hψ). For 0≤ t≤µ, let

g(t)=
L(ξ,ψ,∇Hψ̃t)

1−t f ′(ψ)
.

We have

d
dt

g(t)≥ f ′(ψ)
(1−t f ′(ψ))2

[
L(ξ,ψ,∇Hψ̃t)−∇Hψ̃t ·∇pL(ξ,ψ,∇Hψ̃t)

− Cαϕ

f ′(ψ)
|∇pL(ξ,ψ,∇Hψ̃t)| I2n

]
.

Thus, in view of (3.3c) and (3.9), if α,β and δ satisfy

αsup
Ω

ϕ
[ 1

f ′(ψ)
+1
]
≤ 1

C
, (3.11)

then, with R=M, Λ=8C and θ= αϕ
8 f ′(ψ) in (3.3c),

d
dt

g(t)≥ f ′(ψ)
[
−C∇Hψ̃t⊗∇Hψ̃t+

1
C
|∇Hψ̃t|m I2n

]
− 1

2
α ϕ I2n

≥ f ′(ψ)
[
−C∇Hψ⊗∇Hψ+

1
C
|∇Hψ|m I2n

]
−α ϕ I2n.
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This implies

L(ξ,ψ,∇Hψ̃µ)−(1−µ f ′(ψ))L(ξ,ψ,∇Hψ)

=(1−µ f ′(ψ))[g(µ)−g(0)]

≥µ f ′(ψ)
[
−C∇Hψ⊗∇Hψ+

1
C
|∇Hψ|m I2n

]
−µα ϕ I2n. (3.12)

Combining (3.10) and (3.12) and using (3.11), we obtain

F[ψ̃µ]≥(1−µ f ′(ψ))F[ψ]+
1
2

µα ϕI2n+
1
C

µ( f ′(ψ)−Cδ)|∇Hψ|m I2n

+µ
[
− f ′′(ψ)−C f ′(ψ)

]
∇Hψ⊗∇Hψ. (3.13)

We now fix C and proceed with the choice of α, β, δ and µ0. First, choosing β≥ 2C and
recalling the definition of f , we have

− f ′′(ψ)−C f ′(ψ)=β(β−C)e−βψ≥ 1
2

β f ′(ψ).

Next, choose α such that (3.11) is satisfied and choose δ such that f ′(ψ)−Cδ≥ 1
2 f ′(ψ).

Finally, choose µ0 such that (3.9) holds. We hence obtain from (3.13) that

F[ψ̃µ]≥ (1−µ f ′(ψ))F[ψ]+
1
2

µα ϕ I2n+
1
C

µ f ′(ψ)|∇Hψ|m I2n+
1
2

βµ f ′(ψ)∇Hψ⊗∇Hψ.

This completes the proof.

Lemma 3.2. Let Ω be an open bounded subset of Hn, n≥ 1, L : Ω×R×R2n→ S2n×2n be a
locally Lipschitz continuous function satisfying (3.3b) and (3.3c) for some m> 1, F be given by
(3.1), and ψ : Ω→R∪{±∞}. For any M > 0, there exist positive constants µ0,α,β,δ,K0 > 0,
depending only on an upper bound of M, L and Ω, such that, for any 0< µ < µ0, τ ∈R, the
function ψ̂µ,τ =ψ−µ(eα|z|2+e−βψ−τ) satisfies

F[ψ̂µ]≤ (1+µβe−βψ)F[ψ]−µK0[(1+|∇Hψ|m) I2n+∇Hψ⊗∇Hψ]

in the set ΩM,δ defined by (3.8).

Proof. The proof is similar to that of Lemma 3.1 and is omitted.

3.3 Proof of Theorem 3.1

Arguing by contradiction, we suppose that there exists γ>0 such that

max
Ω̄

(v−w)=0 and (v−w)(ξ)≤−γ, ∀ξ∈Ω\Ωγ,
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where
Ωγ =

{
ξ∈Ω :distH(ξ,∂Ω) := inf

η∈∂Ω
|η−1◦ξ|H >γ

}
.

For ε> 0, let vε and wε be the ε-upper and ε-lower envelops of v and w respectively
(see Section 2). We note that

v≤vε≤max
Ω̄

v<+∞ and w≥wε≥min
Ω̄

w>−∞.

In the sequel, we use C to denote some positive constant which depends on maxΩ̄ v,
minΩ̄ w, L and Ω but is always independent of ε.

By Lemma 3.1, we can find µ̄>0, δ>0 and a smooth positive function f :R2n+1×R→
(0,∞), depending only on maxΩ̄ v, minΩ̄ w, L and Ω, such that f is decreasing with respect
to the s-variable, µ̄supΩ |∂s f (·,vε)|≤ 1

2 and, for µ∈(0,µ̄), τ∈R and ṽε,τ=vε+µ( f (·,vε)−τ),
there holds

F[ṽε,τ]≥ (1−µ|∂s f (·,vε)|)F[vε]+
µ

C
(1+|∇Hvε|m) I (3.14)

in the set

Ω̃ε :=
{

ξ∈Ωγ/2 : vε is punctually second order differentiable at ξ,

vε(ξ)≥min
Ω̄

w−1and f (ξ,vε(ξ))−τ≥−δ
}

.

Note that µ̄ and δ are independent of ε. Furthermore, in view of (2.3), there exists η̄ > 0
independent of ε such that, for all small ε and η∈(0,η̄), one can (uniquely) find τ=τ(ε,η)
such that the function ζε,η := ṽε,τ−wε satisfies

max
Ω̄

ζε,η =η and ζε,η <−
γ

2
on Ω\Ωγ.

Let Γζ+ε,η
denote the concave envelope of ζ+ε,η :=max{ζε,η ,0} on Ω̄. Then by (2.4), we

have
∇2ζε,η≥−

C
ε

I2n+1 a.e. in Ωγ.

By [8, Lemma 3.5], we have ∫
{ζε,η=Γ

ζ+ε,η
}
det(−∇2Γζ+ε,η

)>0,

which implies that the Lebesgue measure of {ζε,η = Γζ+ε,η
} is positive. Then there exists

ξε,η∈{ζε,η =Γζ+ε,η
}∩Ωγ such that both of vε and wε are punctually second order differen-

tiable at ξε,η ,

0< ζε,η(ξε,η)≤η, (3.15a)
|∇ζε,η(ξε,η)|= |∇ṽε,τ(ξε,η)−∇wε(ξε,η)|≤Cη, (3.15b)
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and
∇2ζε,η(ξε,η)=∇2ṽε,τ(ξε,η)−∇2wε(ξε,η)≤0. (3.16)

It follows from (3.15b) and (3.16) that

|∇Hζε,η(ξε,η)|≤Cη, (3.17)

and
∇2

H,sζε,η(ξε,η)=∇2
H,sṽε,τ(ξε,η)−∇2

H,swε(ξε,η)≤0. (3.18)

From (3.15a) and the definition of ṽε,τ, we have

f (ξε,η ,vε(ξε,η))−τ>
1
µ
(wε(ξε,η)−vε(ξε,η)). (3.19)

Note that, as w≥v in Ω, Lemma 2.1 implies that

liminf
ε→0,η→0

[wε(ξε,η)−vε(ξε,η)]≥0.

Hence, by shrinking µ and η̄ if necessary, we may assume for all small ε that

f (ξε,η ,vε(ξε,η))−τ≥−δ, vε(ξε,η)≥min
Ω̄

w−1, and wε(ξε,η)≤max
Ω̄

v+1.

We deduce that ξε,η∈ Ω̃ε,δ and thus obtain from (3.14) that

F[ṽε,τ](ξε,η)≥ (1−µ|∂s f (ξε,η ,vε(ξε,η))|)F[vε](ξε,η)+
µ

C
(1+|∇Hvε(ξε,η)|m) I2n. (3.20)

Next, by (3.3a) and (3.3b), we have

L(ξε,η ,wε(ξε,η),∇Hwε(ξε,η))−L(ξε,η ,ṽε,τ(ξε,η),∇H ṽε(ξε,η))

≥−Cη(|∇Hvε(ξε,η)|m+1) I2n.

This together with (3.16) implies that

F[wε](ξε,η)≥F[ṽε,τ](ξε,η)−Cη(|∇Hvε(ξε,η)|m+1) I2n. (3.21)

Recalling (3.20), there holds

F[wε](ξε,η)

≥(1−µ|∂s f (ξε,η ,vε(ξε,η))|)F[vε](ξε,η)+
1
C
(µ−Cη)(1+|∇Hvε(ξε,η)|m) I2n. (3.22)

We next claim that

liminf
ε→0,η→0

1
ε
[|((ξε,η)∗)

−1◦ξε,η |4H+|((ξε,η)
∗)−1◦ξε,η |4H ]≤Cµ2. (3.23)
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Assuming this claim for now, we use Proposition 3.1 to find a>0 independent of ε and η
such that one has, in Ωγ,

F[wε](ξε,η)−a(|ξε,η−(ξε,η)∗|

+
1
ε
|((ξε,η)∗)

−1◦ξε,η |4H)|∇Hwε(ξε,η)|m I2n∈S2n×2n\Σ, (3.24a)

F[vε](ξε,η)+a(|ξε,η−(ξε,η)
∗|+ 1

ε
|((ξε,η)

∗)−1◦(ξε,η)|4H)|∇Hvε(ξε,η)|m I2n∈Σ, (3.24b)

where (ξε,η)∗ and (ξε,η)∗ are as in Section 2. The relations (3.22), (3.24a) and (3.24b)
amount to a contradiction for sufficiently small ε, η and µ thanks to (1.4) and (3.2). There-
fore, to conclude the proof it suffices to prove the claim (3.23).

Pick some η(ε) such that η(ε)→ 0 as ε→ 0. Pick a sequence εm→ 0 such that, for
ξm :=ξεm,η(εm), the sequence 1

εm
[((ξm)∗)−1◦(ξm)|4H+((ξm)∗)−1◦(ξm)|4H ] converges to a limit

which we will show to be no larger than Cµ2. We will abbreviate τm := τ(εm,η(εm)),
vm = vεm , wm = wεm . Without loss of generality, we may also assume that ξm→ ξ0 ∈Ω,
f (ξm,vm(ξm))→ f0 and τm→τ0.

As maxΩ̄ ζε,η =η, we have in view of (2.3) that

v(ξ0)−w(ξ0)+µ( f (ξ0,v(ξ0))−τ0)

= lim
m→∞

{
vm(ξ0)−wm(ξ0)+µ( f (ξ0,vm(ξ0))−τm)

}
≤0. (3.25)

On the other hand, by (3.15a) and the fact that f is decreasing in s, we have

f (ξ0,limsup
m→∞

vm(ξm))≤ f0= lim
m→∞

f (ξm,vm(ξm))

≤limsup
m→∞

f (ξm,wm(ξm)−µ( f (ξm,vm(ξm))−τm))

≤ f (ξ0,liminf
m→∞

wm(ξm)−µ( f0−τ0)),

which implies, in view of Lemma 2.1 and the fact that w≥v, that

f (ξ0,w(ξ0))≤ f (ξ0,v(ξ0))≤ f0≤ f (ξ0,w(ξ0)−µ( f0−τ0)),

which further implies that

0≤ f0− f (ξ0,v(ξ0))≤Cµ.

Together with (3.25), this implies that

v(ξ0)−w(ξ0)+µ( f0−τ0)≤Cµ2.

We are now ready to wrap up the argument. As ((ξε)∗)−1◦ξε→0 and ((ξε)∗)−1◦ξε→0 as
ε→0, we have (ξm)∗→ ξ0 and (ξm)∗→ ξ0. As v is upper semi-continuous and w is lower
semi-continuous, we have

limsup
m→∞

v((ξm)
∗)≤v(ξ0) and liminf

m→∞
w((ξm)∗)≥w(ξ0).
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Thus, by (3.19) and the definitions of vεm and wεm ,

0≤limsup
m→∞

1
εm

[((ξm)
∗)−1◦(ξm)|4H+((ξm)∗)

−1◦(ξm)|4H ]

≤limsup
m→∞

{
v((ξm)

∗)−w((ξm)∗)+µ[ f (ξm,vεm(ξm))−τm]
}

≤v(ξ0)−w(ξ0)+µ( f0−τ0)≤Cµ2.

We have proved (3.23), and thus concluded the proof. �

4 Perron’s method

We begin with the

Proof of Theorem 1.2. The conclusion is a direct consequence of Theorem 1.1 and Remark
1.1.

In the rest of this section, we prove Theorem 1.3. We introduce some notations. For
O⊂Hn, h :O→ [−∞,+∞], let

h∗(ξ) := lim
r→0+

sup{h(η) | η∈O, |η−ξ|< r},

h∗(ξ) := lim
r→0+

inf{h(η) | η∈O, |η−ξ|< r}.

It is easy to see that, if h∗(ξ)<+∞ for all ξ∈O, then h∗∈USC(O). Likewise, if h∗(ξ)>−∞
for all ξ∈O, then h∗∈LSC(O).

h∗ is called the upper semicontinuous envelope of h, it is the smallest upper semicon-
tinuous function satisfying h≤ h∗ in O. Similarly, h∗ is called the lower semicontinuous
envelope of h, it is the largest lower semicontinuous function satisfying h≥h∗ in O.

Note that, for any constant c, F[c]=0∈ ∂Σ. Thus, replacing v by max(v,c) with some
c< inf∂Ω w and w by min(w,c′) with some c′>sup∂Ω v if necessary, we can assume that

−∞< inf
Ω̄

v≤sup
Ω̄

w<+∞.

Here we have used the fact that the maximum of two subsolutions is a subsolution and
the minimum of two supersolutions is a supersolution.

Note that by hypotheses, w≥v in Ω. Define

u(ξ) :=inf{h(ξ)|v≤h≤w in Ω, h=v=w on ∂Ω,

h∈LSC(Ω), h is a supersolution of (1.8) in Ω}. (4.1)

Clearly
inf
Ω

u≥ inf
Ω

v>−∞.

We will prove that the above defined u satisfies the requirement of Theorem 1.3.
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Lemma 4.1. Let O⊂Hn be an open set, L :O×R×R2n→S2n×2n be continuous, F be given by
(3.1), and let F be a family of supersolutions of (1.8) in O. Let

g(ξ) := inf{h(ξ)|h∈F}, ξ∈O.

Assume that g∗(ξ)>−∞ ∀ξ∈O. Then g∗ is a supersolution of (1.8) in O.

Proof. Suppose for some ξ∈O that there exists a polynomial P of the form

P(η) := a+p·(η−ξ)+
1
2
(η−ξ)t M(η−ξ),

with a∈R, p∈R2n+1, M∈S(2n+1)×(2n+1), such that, for some ε>0,

P(ξ)= g∗(ξ) and P(η)≤ g∗(η), ∀|η−ξ|<ε. (4.2)

We will show that
F[P](ξ)∈S2n×2n\Σ. (4.3)

It is standard that this implies that g∗ is a supersolution of (1.8) in the sense of Definition
1.1.

By the definition of g∗, there exists ri→0+, |ξ(i)−ξ|< ri such that

inf
Bri (ξ)

g≤ g(ξ(i))≤ inf
Bri (ξ)

g+
1
i
≤ g∗(ξ)+

1
i

and g(ξ(i))→ g∗(ξ).

Moreover, there exists hi∈F, such that hi≥ g≥ g∗ and

0≤hi(ξ
(i))−g(ξ(i))<

1
i

.

We see from the above that

hi≥ g≥ g∗≥P in Bε(ξ),

and
hi(ξ

(i))→ g∗(ξ)=P(ξ).

For every 0<2δ<min{ε,dist(x,∂O)}, consider

Pδ(η) :=P(η)−δ|η−ξ|2.

Then

hi≥Pδ in Bε(ξ), hi≥Pδ+δ3 in Bε(ξ)\Bδ(ξ), and hi(ξ
(i))−Pδ(ξ

(i))→0.

It follows that there exists βi =◦(1)≥0 and ξ(i)∗∈Bδ(ξ) such that

hi(η)≥Pδ(η)+βi in Bε(ξ), hi(ξ
(i)∗)=Pδ(ξ

(i)∗)+βi. (4.4)
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As hi is also a supersolution of (1.8) in O. Thus,

F[Pδ+βi](ξ
(i)∗)∈S2n×2n\Σ. (4.5)

Claim. ξ(i)∗→ ξ.
Indeed, after passing to a subsequence, ξ(i)∗→ ξ̄, for some ξ̄ satisfying |ξ̄−ξ|≤ δ. By

(4.4) and the definition of g and g∗,

g∗(ξ(i)∗)−βi≤hi(ξ
(i)∗)−βi =Pδ(ξ

(i)∗).

Sending i to infinity in the above, and using the lower-semicontinuity property of g∗, we
have g∗(ξ̄)≤ Pδ(ξ̄)= P(ξ̄)−δ|ξ̄−ξ|2. On the other hand, P(ξ̄)≤ g∗(ξ̄) according to (4.2).
Thus ξ̄= ξ, and the claim is proved.

With the convergence of ξ(i)∗ to ξ and of βi to 0, sending δ to 0 and i to ∞ in (4.5)
yields (4.3). Lemma 4.1 is established.

Proof of Theorem 1.3. We know that

max(v,u∗)≤u≤min(u∗,w) in Ω, (4.6)

where u is defined by (4.1). Clearly,

v=u∗=u=u∗=w on ∂Ω. (4.7)

By Lemma 4.1, u∗ is a supersolution of (1.8) in Ω. By the comparison principle Theorem
1.1 (b), u∗≥ v. Hence, by the definition of u, u≤ u∗ in Ω. Thus u= u∗ in Ω, and u is a
supersolution of (1.8) in Ω.

Note that

sup
Ω̄

u∗≤sup
Ω̄

w<+∞.

Claim. u∗ is a subsolution of (1.8) in Ω.
To prove this claim, we follow Ishii’s argument (see [20]). Indeed, if the claim does

not hold, there exist ξ∈Ω and some quadratic polynomial

P(η)= a+p·(η−ξ)+
1
2
(η−ξ)t M(η−ξ),

with a∈R, p∈R2n+1, M∈S(2n+1)×(2n+1), such that for some ε̄>0

P(η)≥u∗(η) for η∈Bε̄(ξ), P(ξ)=u∗(ξ), (4.8)

but
F[P](ξ)∈S2n×2n\Σ. (4.9)
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Since S2n×2n\Σ is open, there exists 0 < 2δ̄ < min{ε̄2,1} such that for all 0 < δ < δ̄, the
function

Pδ(η) :=P(η)+δ|η−ξ|2−δ2

satisfies
Pδ(ξ)=P(ξ)−δ2<u∗(ξ), (4.10)

and
F[Pδ](η)∈S2n×2n\Σ, ∀ |η−ξ|<δ1/9. (4.11)

Clearly,
Pδ(η)>P(η), ∀ |η−ξ|≥δ1/5. (4.12)

Define

û(η) :=
{

min{u(η),Pδ(η)}, if |η−ξ|<δ1/5,
u(η), if |η−ξ|≥δ1/5.

By (4.11), Pδ is a supersolution of (1.8) in {η :|η−ξ|<δ1/9}. By (4.12), and using P≥u∗≥u,
we have

û(η)=u(η)=min{u(η),Pδ(η)}, δ1/5≤|η−ξ|≤δ1/6.

It follows that û, being the minimum of two supersolutions, is a supersolution of (1.8) in
Ω (see Proposition A.2 in [39]), and, because of the definition of u,

u≤ û in Ω. (4.13)

On the other hand we see from (4.10), the definition of û and (4.13) that there exists
ε∈ (0,δ1/5) such that

u(η)≤ û(η)≤Pδ(η)<u∗(ξ)−ε, ∀|η−ξ|<ε.

Thus
u∗(ξ)= lim

r→0+
sup{u(η) | |η−ξ|< r}≤u∗(ξ)−ε,

a contradition. The claim is proved, i.e., u∗ is a subsolution of (1.8) in Ω.
Now we have proved that u∗=u and u∗ are respectively supersolution and subsolu-

tion of (1.8) in Ω, and u∗=u∗ on ∂Ω. By the comparison principle Theorem 1.1(b), u∗≤u
in Ω and so u=u∗=u∗ is a solution of (1.8).
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