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Abstract. In this paper, we study an efficient scheme for nonlinear reaction-diffusion
equations discretized by mixed finite element methods. We mainly concern the case
when pressure coefficients and source terms are nonlinear. To linearize the nonlinear
mixed equations, we use the two-grid algorithm. We first solve the nonlinear equa-
tions on the coarse grid, then, on the fine mesh, we solve a linearized problem using
Newton iteration once. It is shown that the algorithm can achieve asymptotically op-

timal approximation as long as the mesh sizes satisfy H = O(h% ). As a result, solving
such a large class of nonlinear equations will not be much more difficult than getting
solutions of one linearized system.
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1 Introduction

In this paper, we study the following nonlinear reaction-diffusion equations:

(L V- (KVp)=f(p), (veQx], w.1)

p(x,0)=p"(x), x€Q, (1.2)
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and boundary condition
KVp-v=0, (x,t) €002 %], (1.3)

where Q € R? is a bounded and convex domain with C! boundary 0Q), v is the unit
exterior normal direction to 0Q), J=(0,T], K: Qx R—R?**?isa symmetric positive definite
tensor. (1.1) can be rewritten as followings

d
c(p) 5 +V-u=f(p), (1.4
K lut+Vp=0. (1.5)

Two-grid method is based on the fact that the non-symmetry, indefiniteness and non-
linearity behaving like low frequencies are governed by the coarse grid and the related
high frequencies are governed by some linear symmetric positive-definition operators. It
was first proposed by Xu [18,19] as a discretized method for non-symmetric, indefinite
and nonlinear partial differential equations. The basic procedure of the two-grid method
is to solve a complicated problem (non-symmetric indefinite or nonlinear, etc.) on the
coarse grid and then solve a simple symmetric positive or linearized problem on the fine
mesh. Because of its simplicity and efficiency, there are lots of investigation of two-grid
method for different types of equations in the past few decades. For instance, Chen and
Huang studied a multilevel iterative method for solving the finite element solutions of
nonlinear singular two-point boundary value problems [4]. Xu and Zhou discussed the
algorithm for eigenvalue problem [20]. Zhong [21] analyzed it for Maxwell equations
and Layton [12] concerned the scheme for MHD system.

Reaction-diffusion equations have received a great deal of attention motivated by
their widespread occurrence in models of hydrologic, biology and bio-geochemical phe-
nomena [11,13]. Classic examples include the modeling of groundwater through porous
media [7]. In this case, p denotes the fluid pressure, u is the Darcy velocity of the flow
and f(p) models the external flow rate. Here, for brevity, we drop the dependence of
variable x in f(x,p).

Mixed finite element methods have been found to be very important for solving
parabolic partial differential equations [10, 14]. For example, there are many applica-
tions of mixed finite element methods to miscible displacement problems that describe
two-phase flow in petroleum reservoir [7]. Mixed methods have played a fundamen-
tal role in discretizing fluid dynamic problems since both the pressure and the flux, or
displacements and stresses, are approximated simultaneously.

For nonlinear parabolic equations, two-grid methods were first applied to mixed fi-
nite element method by Dawson and Wheeler with f dependent on p, Vp [8]. Later,
they concerned the equations with nonlinear diffusion coefficients by two-grid differ-
ence method [9]. Moreover, Wu and Allen [17] established and analyzed a two-step
two-grid algorithm for nonlinear reaction-diffusion equations discretized by expanded
mixed finite element method. Based on these work, we proposed a three-step two-grid
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method for semi-linear parabolic problems [5] using the defect correction rationale in lit-
erature [18]. Furthermore, the continued work [6] designed a three-step and a four-step
two grid algorithms for semi-linear reaction-diffusion equations in 2D. In both of the
literatures, we employ the expanded mixed finite element method which was first devel-
oped by Arbogast [1]. Later on, we studied a two-grid algorithm for reaction diffusion
equations with nonlinear diffusion coefficients K(p) by mixed finite element discretiza-
tion. We constructed a two-step two-grid algorithm and confirm its convergence both
theoretically and numerically [3].

In this paper, we investigate reaction-diffusion equations with nonlinear pressure co-
efficients and nonlinear source term by mixed finite element methods. This is the first
time that two-grid method is designed for this kind of equation based on canonical mixed
finite element methods. The main algorithm in this literature involves two steps: first,
solving a small scaled nonlinear system on the coarse grid, then, on the fine mesh, getting
a solution of a large linear system using one Newton iteration. By utilizing two important
super-convergence properties, we proved the error estimates for the two-grid algorithm
theoretically. We also gave a simple numerical example to verify the efficiency of the al-
gorithm. It is shown that the coarse grid can be coarser and the algorithm still achieves
asymptotically optimal approximation as long as the mesh sizes satisfy H = (’)(h% )

The remainder of the paper is organized as follows: In Section 2, we introduce some
notations and projection operators. The mixed formula, finite element discretization and
relevant priori error estimation will be studied in Section 3. The main algorithm and its
convergence analysis will be discussed in Section 4. Section 5 is devoted to the presenta-
tion of a numerical example to show the effectiveness of the proposed method.

2 Some notation and projection operators

In this paper, we assume that function f:Q) x R— R is a triple continuously differentiable
function with bounded derivatives up to the third order. x = K~! is a square-integrable,
symmetric, uniformly positive-definite tensor defined on (). Assume the function c(p)
has continuous third order derivatives with respect to t and x and bounded up and below
by positive constants, namely, there exists positive constants C, and C*, such that

C.<c(p)<C¥, Y peL2(Q).

Let L?(Q)) be the set of square-integrable functions on Q) and (L?(Q)))?, the space of vec-
tors functions which have all components in L2(Q)), with usual norm ||- ||?>. Furthermore,
let (-,-) denote the L? inner product, scalar and vector, and (-,-)sq present the L2(9Q))
inner product with norm ||-|[30.

We shall also use the canonical Sobolev space W™ (Q)) with norm ||-||,,,, given by
b= Ti<n D91y - For p=2, we define H™(€2) =W"2(Q), |- =
0,2s and H .

m2 || =

9]
I

0,00 = || [
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For some integer k>0, we assume that the solution (p,u) of (1.4)-(1.5) has the follow-
ing regularity:

peL(EWSHHQ)NLA(WSE®(Q), we (LW @)% @)

We also assume

<Ky, (2.2)

(o] OO <K,
[Pt (1) < Ka Lo (L)

Hap

<K, (2.3)

1PeellL=(g;12), H L (J:12)

where K;,K>,K3 are the positive constants.
To analyze the discretization on a time interval (0,T), we first introduce some nota-
tions. Let N >0 be some integer, At=T/N, t" =n/At. Denote
¢n . (P?’l—l
n — '/tl’l , a n — ,
P =g(t"), A=t —
1

N 3
12 ((0,1):%) = <Z At|p" H%() ,

n=1

H¢Hl°°((O,T),'X):1r<na<XNH¢ [ x,

Iollcoma=( [ loColfar)

Let H(div,Q)) be the space of vector functions in (L2(Q)))? which have divergence in
L*(Q) with norm [[u]| (g, = ([ 41|V -u]|2)2.

Finally, denote

V=H(div,Q)N{v-v=0}, W=L*Q).

Let 7j, be a quasi-uniform partition of () into rectangles or triangles with mesh size
h. Suppose Vj, and W), are discrete subspaces of V and W, using standard mixed finite
element space such as Raviart-Thomas spaces with order k,RTj [15], or Brazzi-Douglas-
Marini [2] spaces BD M. Then, the following inclusion property holds for RT; or BD My
spaces,

Vv, eW,, Yo,V

Let Qy, denote the L? projection defined by

(Qup,wp) = (p,wy), Yw, €W, (2.4)

for any ¢ € L?(Q)), and Q), as vector L? projection operator.

(Quep,on)=(¢p,vn), Vv €Vy, (2.5)
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for any vector valued function ¢ € (L?(Q))>.

In the following, assume 1 < g < oo. The L? projection operator has the following
stability and approximation properties [2]: for ¢ € WK14(Q) (or ¢ € (WKF14(Q)))?),

1Qn¢llo.g <Cli¢llo,g, 2<g<oo, (2.6)
1¢—Qullog <CH'(|Plrq, 0<r<k+1. (2.7)

Associated with the standard mixed finite element spaces, we define the Fortin interpo-
lation I'Ty, : H(div,Q)) — V), such that for q € H(div,Q}),

(V-Ihg,wy) = (V-q,wy), YVw, €W, (2.8)

The following approximate properties ( [2]) hold for projection ITj;:

1
g —T1nqlloq <CH || qll1q, 5<r§k+1’ (2.9)
IV-(q=111q)log <CH[|V-qlls,q, 0<r<k+1. (2.10)
We also assume that
[onlle <Ch Moyll,  Von €V (2.11)

Now, we recall the discrete Gronwall Lemma (see, e.g., [16]):

Lemma 2.1. Assume that k,, is a non-negative sequence, and that the sequence ¢, satisfies

®o Sg()/
n—1 n—1 (2.12)
Pn<go+ Y ps+ ) ksps, n>1.
s=0 s=0
Then ¢y, satisfies
¢1<80(1+ko)+po,
n—1 n—2 n—1 (213)
en<g [ [(A+k)+ Y ps [] A+k)+pn-1, n>2.
s=0 s=0 r=s+1

Moreover, if go >0 and p,, >0 for n >0, it follows

n—1 n—1
Qn < <g0+2ps> exp<2k5>, n>1. (2.14)
s=0 s=0
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3 Mixed finite element discretization

Fix two variables: the pressure p and the flux u=—KVp. Then, we have relations xu =
—Vpand V-u=—-V-(KVp).

The variational formula of the nonlinear parabolic equations (1.1)-(1.3) is to find (p,u) €
W x V such that

<c(p)g—f,w> +(V-u,w)=(f(p),w), YweW, (3.1)
(ku,0)—(V-v,p)=0, VoeV. (3.2)

Full discretization of (3.1)-(3.2) can be defined as: find (p},uj;) € W, x V}, (1<n <N) such
that

n__ ,n—1
<C(Pﬁ)%,wh>+(V-uﬁ,wh):(f(pﬁ),wh), Yy, € Wy, (3.3)
(xuyy,0) — (V-op,pj) =0, Vo, €V (3.4)

In order to derive error estimations, we need to introduce new auxiliary mixed-method
projection (R,p,Ryu): W xV — W), x V), satisfying

(V-(u—Rhu),wh)zo, Yw, €Wy, (3.5)
(k(u—Ryu),vy)—(V-vy,p—Ryp)=0, Vv, €V (3.6)

Set
d:QhP_RhP/ a:P_RhP, ,BZM—Rhu.

Notice that both Qyp,Ry,p are in space Wj,. There might be some nice property hidden in
d. We will prove in the following that 4 has superconvergence property. In order to prove
this, we first need to present some obvious results.

Lemma 3.1. For t € | and h sufficiently small,

[ — Ryu|| < CH 41, (37)
IV (u—Ryu) || < CH Y|V a1 (3.8)

Proof. The Lemma can be easily derived from Eq. (3.5) and the Fortin interpolation prop-
erties (2.9) and (2.10). O

Using Lemma 3.1, the superconvergence property of d can be easily proved.

Lemma 3.2.

1] < Ch([I B[+ -BI))- (39)
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Proof. From the mixed-method projection (3.5), (3.6) and the definition of L? projection,
we get that

(V-B,wy)=0, Vwy, € Wy,
(kB,vp)—(d,V-v,)=0, Yov,eV,.

Let ¢ € L7(Q)), where 1/p+1/g=1, and ¢ € Wg 1(Q) satisfying homogeneous Dirichlet
boundary problem

—V-(KV§)=C. (3.10)

Suppose the regularity assumption holds, namely

1@ll24 <Cligllog-
Then
(d,8)=(d,=V-(KV¢))=(d,-V-11;(KV))

=—(kB,KV¢)+(xp,KVy—I1,(KV¢))

=(V-B¢—Quop)+(xB,KVy—I1,(KV¢)),
we have

(@O <C®(IV-Bllligllz+hlBlloll]2)

<Ch(r[|V-Bll+IBID NI

which proves (3.9). O

Remark 3.1. Utilizing similar argument above, we can also derive the error estimation
for time derivative of d and «

(Qup—Rpp)r and  (p—Rpup)s,
by differentiating equations (3.5) and (3.6) with respect to t.

Therefore, summarize the results derived in Lemmas 3.1 and 3.2, we obtain the fol-
lowing results.

Lemma 3.3. Let (p,u) €W XV be solution of the differential problem (3.1)-(3.2) and (R,p,Ryu)€
Wy, x Vi, be mixed-method projection of the solutions. Then, for 1 <r <k+1,

1Qup—Rup | +11(Qup—Rup)ell < CH | p|l 41, (3.11)
Ip—Rupll+ 1 (p—Rip)el| < CHSpls1- (3.12)
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Next, we would obtain another superconvergence result between the full discrete
solution and the mixed-method projection (Rj, p, R,u).

We first need to introduce an useful result which plays an important role in the fol-
lowing proof.

Lemma 3.4. Suppose g is a piecewise smooth function on the partition Ty,. If g(p) is the average
of g(p) on each element T(T € Ty) of the Ty, and ||V g||o,0 <K, then

(8(P)0,) = ((p)6, )| <CKRl[6]o]lllo, (3.13)

where 0, are some given nice functions.
Now it is time to present one of the main results of this literature.

Lemma 3.5. Let (pj,uj}) € Wy, x V), be the solution of the mixed finite element equations (3.3)-
(3.4). (Ryp",Ryu™) are the mixed-method projection of the solution for n > 1. If reqularity
assumption (2.1) holds, time step size At < C (2| fll1,00+2K1K2) ™! and the initial function
satisfies

Rup’=p), (3.14)

then, for 1 <m <N, we have
1
||thm — p;’: || + HK7 (Rhu—uh) le(ortm;Lz) S C(hk+2+At) (315)
Proof. Attime t=t", subtract (3.3)-(3.4) from (3.5)-(3.6) and let " = R;,p" —pj, 1" = Ryu" —

u;, then, we get
(c(pp)oec”,wn) + (V11" wy) = (F,wy), (3.16)
(k1" on) = (&",V-0p) =0, (3.17)

where

F=f(p") = f(pn) +c(pp)oRup" —c(p™) i
Choose wy, =¢", v, =n" in (3.16) and (3.17) respectively, then add (3.16), (3.17) to derive

(c(pp)oig”,¢" )+ (xn" ") = (F,¢"). (3.18)

First, we bound the right-hand side of (3.18). Because of the smoothness of f(p) and the
superconvergence property in Lemma 3.3, we have

f")—=f(p)=f(p") = F(Qup" )+ f(Qup") — fF(Rup" ) + f(Rup™) — f (), (3.19)
|(F(Qup™) —f(Rup™), SN < I fll1,00 [ Qup”™ = Rup™ 15"
<CH*4eg" |, (3.20)

[(FRip™) = F(Pi) S flleo 1S 1% (3.21)
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|(F(P") = F(Qup™), &) < (fp(P") (Qup" —P"),E")]

H (L=gr-qurrien) | 622)

Setting 0" = p" — Q;,p", by employing Lemma 3.4 with g(p) = f,(p"), definition of projec-
tion (2.4) and its approximation properties (2.7), we have

[(F(P") = £(Qup™), &™) < ChI fll1,co 0" [11E" [1+CI fll2,c0 167 15 411G
< Ch* 4 el @2 (3.23)

Hence, from (3.19)-(3.23), we conclude that

[(F(P™) = F(P), &) | < CHP* 4 (2e+ || fll1,00) 127117 (3.24)
Notice that

c(py)otRup" —c(p") pi =c(pp)0t(Rup" — Qup™ ) +c(py; )0t (Qup" —p")
+c(py)@ep" —pi) +(c(pp) —c(p™))p¥
=T1+Tr+T3+Ty. (3.25)

With Lemma 3.3 and the fact

10:(Rup" = QuP" M eo,7:2) < CIN(Rup—Qup)e)" l2(0,7;12),

we can derive
(T, &")| < ChR* el 1> (3.26)

For T, using Lemma 3.4 and property (2.7) to get:
(T2, &™) < CH* el | (3.27)

About T3, we have the following estimation

meni=| (2 [ o=ttt

=1

tTl

SCAt/tH pie [Pt +el|&" || (3.28)

For Ty, we can use similar argument as f(p")— f(p}}) and derive the estimation as
[(T0,8")] < CHHH 4 (2e 4+ Ki Ko ) 1" (3.29)

Summarizing relations (3.26)-(3.29), we have

tﬂ
iR (") | <C (W4 2t [ el ) + Kakall 2527 (330
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Thus, the right hand side for (3.16) is

n
(Fel<C{r v nt | lpullds ) + (1|l +KiKo) 82 +77 /1812 (3.31)
=1

While for the left hand side of (3.16), it is easy to obtain that

CPAEEM > Cog (I = P, 3.32)

n n 1 n
[(e" ™) = Iz |12 (3.33)

From (3.31), (3.32) and (3.33), choose 7 sufficiently small, then, we have
L )2 | xn—1y2 1on2
Cogrr (612 =18 1)+ k"
t‘l‘l
<c (st [ pular) +(If ot Kk 271

Multiply 2At on both side of the last inequality and sum over from n =1 to m. Choosing
At < Ci(2]|fl1,00+2K1K2) ! and noticing the assumption Rj,p® = p?, we use the discrete
Gronwall inequality to get the result

1
187 12+l 17 17 g, 12) < CHH*FFE(AB)?).
The proof is complete. O

Now, it is time to demonstrate one of the main results of this literature.

Theorem 3.1. Let (p",u") be the solution to (3.1) and (3.2) at t=t". (p}},uj,) be the mixed finite
element solution. If we choose

Rup’=pp,  Ot<Cu(2|fll1,00+2K1K2) Y, (3.34)
then, for 1 <m < N we have
1
1™ = P+ l162 (=)l 0 12 < CHT+ A, (3.35)
Proof. From Lemma 3.3, 3.5, It is easy to derive the conclusion by applying triangle in-
equality. O
4 Two-grid method and its convergence analysis

In this section, we will construct the main algorithm of this paper. The fundamental
ingredient of this method is another mixed finite element space Vi x Wy (C V, x W)
defined on the related coarse mesh. This scheme has two steps:
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Step 1: On the coarse grid, compute (p},,u};) € Wy x Vi to satisfy the nonlinear equa-
tions

(c(pE)orpt,wr)+ (V- ufy,wn) = (f(ph),wn), wHEWh, (4.1)
(xuty,on) — (V-om,pE) =0, vgEVh. (4.2)

Step 2: On the fine grid, solve the linearized systems to get (P, U};) € W), x V,

(' (PE)oep i Py +c(pi) 0Py wn) + (V- Ujy,wy) = (G,wy),  wy € W, (4.3)
(KUZ,’U;[)—(V'U;[,P;T):O, v,eVy, (44)

where
G=f(ph)+f (i) (P —phy) +c (ph) o iy

In order to prove the convergence of the proposed two-grid method, we need to analyze
7" = Piillo,p with 2<p < co.

Lemma 4.1. p" is the solution of Egs. (3.1) and (3.2) at t =t". pY, is the mixed finite element
approximation in Wg. If we choose

Rup’=pY, At<Co(2|fl1o+2KiKa) 7, (4.5)
then, for 1 <m <N and 2 < p < oo, we have
m m k+1
[p" = phllop <C(H™ +At). (4.6)

Proof. Since the domain is quasi-uniformly partitioned, we can apply inverse inequality,
Theorem 3.1 and Lemma 4.1 to obtain the error estimation. O

In the following, we will demonstrate another main result of this paper.

Theorem 4.1. (p",u") be the solution satisfy (3.1)-(3.2) at t =1t". (P/',U}) be the two-grid
solution satisfy (4.3)-(4.4), then, If we choose

Rup’=p), Rup’=pY, At<Cul(2|fll10+2KiK2)7h, (4.7)
then, for 1 <m <N, we have

1 = P+ b (= U gy < CORFF 4+ B2 A, 48)
Proof. Subtract Egs. (4.3)-(4.4) from (3.1)-(3.2) at t =t" to get the error equations

(Hy,wy) + (V- (u" = U} ) wy) = (Ha,wp),
(e (u” =U}),01) = (V03 p" = P) =0,
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where

Hy=c(p")(pe)" = (i) 0P i Py +¢ (P pi0eptr — c(pi)9: Py

(P")[(pe)" =0ep" |+ c(p")0rp" — ¢ (P 9ep s (P — pir) — (P 9Py,
Hy=f(p") = f(p¥r) = ' (pir) (P = pir)-

Denote p" = Qyp" — P}, 0" =1T,u" — U},. Applying the definition of the L? projection (2.4)

and Fortin interpolation (2.8), we have the following relation

=C
=C

(Hl,wh)+(V-a”,wh):(Hz,wh), whEWh, (49)
(ko o) = (V-op,p") = (k(Iyu" —u"),0), vy €V (4.10)

Choosing wy, = p", v, =0¢" and adding Egs. (4.9) and (4.10) to get:
(H1,p")+(x0™,0") = (Ha,0") + (x (It —u"),0™). (4.11)

In order to bound H,, we use the Taylor expansion

F")=fpi)+f (Pi) (P" = Ph) +%f”(v*)(v" —rh)% (4.12)
then, replace f(p") in Hy with relation (4.12) to get
Ha=F (P (0"~ P+ £ (") ("~ Pl
Apply the Young's inequality to (Hy,p") with parameter T, we get
|(Ha,p") < C(R* 2+ H¥ ) 4 27+ fl1,00) 10”1 (4.13)
For Hj, we have the following relation for c¢(p")p}
c(p")aip" =c(pi)ospti+¢ (Ph)oepi (p" —pi) +c(pir) (9:p" — i)
+%C"(P*) (P" =Pk (p")" +¢ (P (p" = PR) @up" —0uply).  (414)
Substitute relation (4.14) in H; to get
Hy=c(p")(p —0ep") +¢'(pir)0iply (p" — Pif) +c(phr) 9 (p" — Py)
+ %C'/(P*) (P" =P (p")"+¢' (p*) (p" = PR (" = Ph)-
Computing H; directly, we derive the error equation as follows

(c(ph)owp",0") + (ko™ ,0™)
= (Ha,p") + (k(ITyu" —u"),0") = (c(p") (pi —:p"),0")
— (' (ph)opti (p" = Py),0") = (c(ph)9: (p" — Rup"),0")

- (%c”(p*)(p" _an)Zat(P*)HIPn> —((p) (P =P (P = Ply), ). (4.15)
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We need to bound each term on the right hand side of (4.15) except Hy. Employing the
Young’s inequality, it is easy to get

(e (T — ™), o) || < CH¥*+2 4|0 |2 (4.16)

For the third term of the right hand side of (4.15), using Lemma 4.1 and the same argu-
ments as (3.26), we get:

t}‘l
) =l <cat [ lpulPdr+le| @17)
About the fourth term, triangle inequality results in
(' (PE)aipii (p" = B).0") | <1(c' (PEr)aupr (P" = Qup™) ")
+[(c'(PE) 0Pl (Qup" = Pil).0"))|
<CHH2 40" 2+ Ko Kol (4.18)

Since p is a smooth function with respect to ¢, all the other terms on the right hand side
of (4.15) can be bounded easily by using Lemma 4.1, relation (2.7) and the assumptions
(2.2), (2.3)

[(c(pi)ae(p" — Qup") 0" < CHE 247" |2, (4.19)
[(c(pi)ae(Qup" = Rup"),0") | < CH* 2410 |2, (4.20)
(G2 (P —ph ") | <CE* e (A0 1’2 @)
(¢ (p) (" = PE)3(p" — phy), ") < CH*H 7 "2, (4.22)

About the left hand side of (4.15), we have
r<c<p;@>afp",p">|z2(zt<||p"||2—up"*||2>, (4.23)
(k™0™ = [[c2 o™ |2 (4.24)

From (4.16)-(4.22) and (4.23)-(4.24), choose €, T to be sufficiently small, we finally get

C* B 1 tn
szl 2=l 1HZ>+HM"H2SC(h2k+2+H4k*4+Af /tn_lHPttszQ

+ (I ll,00 + K1 K2) 0" |- (4.25)

Multiply 2/At on both side of inequality (4.25) and sum over from n=1 to m, choose time
step size At to satisfy At < C./ (2] f]l1,c0 +2K1K2). Notice the assumption that p° =0, we
employ the discrete Gronwall inequality to get

1
107 2+ K5 0113 g ey < COPT2 - HH 4 (A1)2). (426)

The theorem can be easily derived from (4.26) and the triangle inequality. O
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5 Numerical example

In this section, we will demonstrate the efficiency of our algorithm constructed in Section
4 with a simple numerical example. Domain () is uniformly partitioned into triangula-
tions with mesh size H (the coarse grid) and & (the fine mesh), respectively. V; denotes
the lowest Raviart-Thomas space RTj. | is also uniformly partitioned so that At is a
constant. We fixed the fine mesh size h = % and choose different coarse mesh size H to
see the performance of the algorithm. We also selected At =h to satisfy the conditions
required in Theorems 3.1 and 4.1 associated with this example. For the discrete nonlin-
ear system, we use the simple iterative method as a solver, e.t. using p'~! ( is iteration
number) in nonlinear term c(p'~!), f(p'~!) in the Ith iteration. Since the discrete linear
system is symmetric, we use the MinRes or GMRes iterative method as the solver. All
the numerical results are computed on a laptop with 1G memory, 2.13 GHz Intel CPU
processor.

Example 5.1. We consider the following initial-boundary valued reaction-diffusion equa-
tion

0
()3 —V-(KVp)=f(p), V(xHex],
p(x,0)=0, V(x,t)eQx{t=0},
KVp-v=0, V(x,t) €92 x ],

where

x%—H 0

0=, J=[ogg], k=(T7" Gy ) S =prsten, cp=ov

and g(x,t) is chosen so that p(x,t) =t>(x?(x1 —1)?+x3(x2—1)?) is exact solution.

The Mixed Finite Element Method (MFEM) solutions pj, are computed and the error
estimate | p" —pj |2 at different time level " =n/At are listed in the second column of
Table 1. Two-Grid (T-G) solutions (P, U},) with respect to different coarse mesh sizes are
worked out by the algorithm discussed in Section 4. |[p" —P[[12(q) relative to H = 13
and % are demonstrated in the third, fourth and fifth columns in Table 1. Fig. 1 represents

Table 1: Error of MFEM (||p" —p}||), Two-Grid method (||p" —P}'||).

HP”‘PZHB

1y __ 1
H—z,h—6—4

1y __ 1
H_Z’h_é_‘l

14 1
H—g,h—6—4

1.0949748e-003

1.0949747e-003

1.0949748e-003

1.0949748e-003

3.8577307e-003

3.8577298e-003

3.8577306e-003

3.8577307e-003

8.3395689e-003

8.3395657e-003

8.3395687e-003

8.3395689¢e-003

Bl WIN[ -

1.4564119e-002

1.4564111e-002

1.4564119e-002

1.4564119e-002
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x107°

—©&— Error of MFEM

—%— Error of T-G(H=1/2)
61 Error of T-G(H=1/4)
&—— Error of T-G(H=1/8),

0.02 0.03 0.04 0.05 0.06
t

Figure 1: |lu—uy |y, lu—Uy|ly at different time levels.

#— Computing time of MFEM
Computing time of T-G e

*—%K

Computing time(s)
iy

Figure 2: Computational complexity of MFEM and T-G.

error of flux u by MFEM and T-G algorithm. In Fig. 2, we also compared the computa-
tional complexity of the MFEM and the T-G method. From the numerical results, we can
demonstrate that the two-grid method achieves asymptotically the same accuracy as the
mixed finite element method when h= H2. Furthermore, the computational complexity
for two-grid algorithm is much less than that of the mixed finite element method. As
we have seen from the performance, the numerical results is much better than what we
expected since the coarse grid can be much coarser, such as H = % or %. However, the
theoretical error estimation is the best we can obtain.
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6 Conclusion

In this paper, we investigate a two-grid algorithm for nonlinear reaction-diffusion equa-
tions discretized by mixed finite element methods. The nonlinear property primarily
appears in the pressure coefficients and the source terms. It is the first time to implement
two-grid algorithm for this equation by mixed finite element discretization. The prime
ingredient of the two-grid method in this literature is that we use coarse grid solution as
the initial guess of Newton iteration on the fine mesh. We proved that when the coarse

mesh size and the fine mesh size satisfy H = O(h%), the two-grid algorithm achieves
the same accuracy as the mixed finite element method. The two-grid method studied in
this paper provides a new approach to take advantage of some nice properties hidden
in a complex problem. In our future work, we will consider more complicated two-grid
algorithms for (1.1)-(1.3).
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