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All Commuting Solutions of a Quadratic Matrix
Equation for General Matrices∗
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Abstract Using the Jordan canonical form and the theory of Sylvester’s
equation, we find all the commuting solutions of the quadratic matrix equation
AXA = XAX for an arbitrary given matrix A.

Keywords Jordan canonical form, Sylvester’s equation.

MSC(2010) 15A24, 15A18.

1. Introduction

The purpose of this paper is to determine all the commuting solutions of the
quadratic matrix equation

AXA = XAX, (1.1)

where A is a given n× n complex matrix. This equation is called the Yang-Baxter-
like matrix equation since it has a similar pattern to the classical Yang-Baxter
equation introduced independently by Yang in [11] and Baxter in [1], which is
famous in statistical physics with close relations to knot theory, braid groups, and
quantum groups [8, 12].

Finding all the solutions of (1.1) is difficult for general A, and so far it is only
possible for some special matrices as in [10]. This is due to the fact that if we
multiple out the both sides of the equation, solving it is equivalent to solving a
system of n2 quadratic polynomial equations in n2 variables, which is a challenging
task in general. Thus, the current research on solving (1.1) is mainly focused on
finding commuting solutions, namely the solutions that commute with A. Some
recent papers have been devoted to finding various commuting solutions of (1.1)
with different assumptions on A. In particular, corresponding to each eigenvalue
of A, a spectral projection solution was obtained in [3]. When all the eigenvalues
of A are semi-simple, the whole set of the commuting solutions of (1.1) has been
successfully constructed in [6] with the help of a result on unique solutions of the
Sylvester equation.
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A natural question arises: can we find all the commuting solutions of (1.1) if A
is not diagonalizable? A serious study about it began with the paper [7] in which all
the commuting solutions have been described when A is a general nilpotent matrix,
based on the above mentioned result on the Sylvester equation and the structure
theorem of [2, 13] on matrices that commute with a Jordan block with eigenvalue
zero.

In this paper, based on the ideas developed in the above works, we want to
extend the main result of [7] from a nilpotent matrix to an arbitrary one. We shall
give a general solution structure theorem on all the commuting solutions of (1.1),
thus giving an answer to the question of finding all commuting solutions of a general
Yang-Baxter-like matrix equation. After the paper was written up, we learnt that
the same problem was also studied in a recent paper [9] with a different approach.
In the next section we present some key lemmas for our purpose, and the main
result will be given in Section 3. Some concrete examples constitute in Section 4 to
illustrate our theorem, and we conclude with Section 5.

2. Preliminaries

Let A be an arbitrary n× n complex matrix. The following lemma provides an
equivalent way to solve (1.1) for commuting solutions, which was proved in [7].

Lemma 2.1. A matrix X satisfies AX = XA and AXA = XAX if and only if
AX = XA and X(X −A)A = 0.

As proved in [4] (Lemma 3.1), solving (1.1) for a given matrix A is equivalent
to solving a simpler Yang-Baxter-like matrix equation

JY J = Y JY, (2.1)

where J = U−1AU is the Jordan form of A, and the solutions X to (1.1) and the
solutions Y to (2.1) satisfy the relation X = UY U−1. So from Lemma 2.1, we just
need to solve the system

JY = Y J, Y (Y − J)J = 0

to find all the commuting solutions of (2.1). Then all the commuting solutions to
(1.1) are given by X = UY U−1.

Denote

Jj(λ) =



λ 1 0 0 · · · 0

0 λ 1 0 · · · 0
... 0

. . .
. . .

. . .
...

...
...

. . .
. . .

. . . 0
...

...
. . . λ 1

0 0 · · · · · · 0 λ


the j × j Jordan block with eigenvalue λ. In particular, the Jordan block Jj(0)
corresponding to eigenvalue 0 satisfies Jj(0)j = 0. The following lemma is a gen-
eralization of Theorem 5.15 of [2] from eigenvalue zero to any eigenvalue, but its
proof is basically the same and is included for reader’s convenience.
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Lemma 2.2. Let j and k be two natural numbers and let Y be a j × k matrix.
Then Jj(λ)Y = Y Jk(λ) if and only if

Y = [0 Ŷ ] or Y =

 Ŷ
0

 ,
depending on whether j ≤ k or j ≥ k, where Ŷ is an upper triangular Toeplitz
matrix

Y =



y1 y2 · · · · · · yl−1 yl

0 y1 y2 · · · · · · yl−1

0 0
. . .

. . .
...

...
...

. . .
. . .

. . .
...

...
...

. . .
. . . y2

0 0 · · · · · · 0 y1


, l = min{j, k}, (2.2)

with y1, . . . , yl arbitrary complex numbers.

Proof Since Jj(λ) = λIj + Jj(0) and Jk(λ) = λIk + Jk(0), where Ij and Ik are the
j × j and k × k identity matrices respectively, the condition Jj(λ)Y = Y Jk(λ) is
satisfied if and only if Jj(0)Y = Y Jk(0). Let ypq be the (p, q)-entry of Y . Then
the (p, q)-entry of Jj(0)Y is yp+1,q for p = 1, . . . , j − 1 and q = 1, . . . , k, and all the
(j, q)-entries are 0. Similarly, the (p, q)-entry of Y Jk(0) is yp,q−1 for p = 1, . . . , j
and q = 2, . . . , k, and all the (p, 1)-entries are 0. Consequently Jj(0)Y = Y Jk(0) if
and only if

yp+1,q = yp,q−1, yp0 = yj+1,q = 0, p = 1, . . . , j, q = 1, . . . , k,

Hence K is given by (2.2) with yq ≡ y1q arbitrary numbers for q = 1, . . . l. �

We also need a general result from matrix theory, which was proved in [5]
(Lemma 2.3), so that the problem of finding all the commuting solutions of (2.1) can
be reduced to that of finding all the commuting solutions of (2.1) with J replaced
by its diagonal blocks associated with distinct eigenvalues.

Lemma 2.3. Let a square matrix H = diag(H1, . . . ,Hd) be block diagonal with
square diagonal blocks. Suppose that Hj and Hk have no common eigenvalues
whenever j 6= k. If K is a square matrix such that HK = KH, then K =
diag(K1, . . . ,Kd), where Kj has the same size as Hj for all j.

As an application of Lemmas 2.1 and 2.2, we show the following result, which
was obtained in [4] as Theorem 3.1 via another argument based on projections.

Theorem 2.1. If J is a single Jordan block Jn(λ) with λ 6= 0, then all the com-
muting solutions of (2.1) are the trivial ones Y = 0 and Y = J .

Proof By Lemma 2.2, all the solutions Y of the equation Jn(λ)Y = Y Jn(λ) are
given by (2.2) with l = n, so y1 is the only eigenvalue of Y . Now the additional
equation Y (Y − Jn(λ))Jn(λ) = 0 is reduced to Y (Y − Jn(λ)) = 0 since Jn(λ) is
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nonsingular. Thus from Jn(λ) = λI + Jn(0) we have Y Jn(0) = (Y − λI)Y . The
fact Jn(0)n = 0 implies that

0 = Y Jn(0)n = Y Jn(0)Jn(0)n−1 = (Y − λI)Y Jn(0)n−1 = · · · = (Y − λI)nY.

Let u be an eigenvector of Y associated with eigenvalue y1. Then

0 = (Y − λI)nY u = [(y1 − λ)ny1]u,

from which (y1 − λ)ny1 = 0. Hence y1 = λ or y1 = 0.
If y1 = λ, then Y is nonsingular and so Y (Y −Jn(λ)) = 0 implies that Y = Jn(λ).

If y1 = 0, then the only eigenvalue −λ of Y − λI is nonzero, hence the matrix
(Y − λI)n is nonsingular, resulting in Y = 0. �

Remark 2.1. If λ = 0, then all the commuting solutions of (2.1) have been obtained
in [7] (Theorem 2.1).

3. Commuting Solutions for a General Matrix

We solve (1.1) for commuting solutions with an arbitrary matrix A that has d
distinct eigenvalues λ1, . . . , λd. Let

J =


D1

D2

. . .

Dd

 (3.1)

be the Jordan form of A, where for t = 1, . . . , d, each Dt is itself a block matrix
consisting of all the Jordan blocks associated with eigenvalue λt in the increasing
order of block sizes. Let U denote a nonsingular matrix such that A = UJU−1.

For each t = 1, . . . , d, without loss of generality, we can write Dt as

Dt =


λtImt

J2,λt

. . .

Jrt,λt

 , t = 1, . . . , d,

where Imt is the mt × mt identity matrix with a possibility that mt = 0, and
rt is the maximum size of the Jordan blocks corresponding to eigenvalue λt. For
j = 2, . . . , rt, the block diagonal matrix Jj,λt

has the structure

Jj,λt
=


Jj(λt)

. . .

Jj(λt)

 ,
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in which the j × j Jordan block Jj(λt) appears sj(λt) times. Of course, if a Jordan
block of some size j < rt does not exist, then the corresponding Jj,λt

will not be
present inside Dt.

Since the eigenvalues of D1, . . . , Dd in (3.1) are distinct, Lemma 2.3 immediately
implies the following result.

Proposition 3.1. All the commuting solutions of (2.1) are of the form Y =
diag{Y1, . . . , Yd}, where each Yt is a general commuting solution of the Yang-Baxter-
like matrix equation

DtYtDt = YtDtYt, t = 1, . . . , d.

Hence, we are lead to solving the above equations directly for all t = 1, . . . , d.
Since such equations are of the same type, we can suppress the subscript t to simplify
the notation in our further analysis. This way, we restate our subproblem as follows.

Given a block diagonal matrix J ≡ J(λ) of the form
λIm

J2
. . .

Jr

 , Jj =


Jj(λ)

. . .

Jj(λ)

 , j = 2, . . . , r, (3.2)

where the j × j Jordan block Jj(λ) appears sj times in Jj for j = 2, . . . , r. And we
solve the corresponding Yang-Baxter-like matrix equation (2.1) for all the commut-
ing solutions.

First we determine all matrices Y that commute with J . Since J = λI + J(0),
the commutability equation JY = Y J is equivalent to

J(0)Y = Y J(0).

Partition Y as an r × r block matrix

Y =


Y11 · · · Y1r

...
...

...

Yr1 · · · Yrr

 (3.3)

with the same sizes of the diagonal blocks of J(0), so Y11 is m×m and Yii is isi×isi
for i = 2, . . . , r. Then according to the analysis of [7] for obtaining the structure of
(3.3), we have the following proposition.

Proposition 3.2. Let J be defined by (3.2). Then all the solutions of the equation
JY = Y J are given by (3.3) such that

(i) Y11 is any m×m complex matrix;

(ii) for i = 2, . . . , r, the si × 1 block matrix Yi1 = [(A
(i)
1 )T · · · (A(i)

sj )T ]T with the

blocks A
(i)
k of size i×m given by

A
(i)
k =


a
(i,k)
1 · · · · · · a(i,k)m

0 · · · · · · 0
... · · · · · ·

...

0 · · · · · · 0

 , ∀ a
(i,k)
1 , . . . , a(i,k)m ; k = 1, . . . , si; (3.4)
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(iii) for j = 2, . . . , r, the 1× sj block matrix Y1j = [B
(j)
1 · · ·B

(j)
sj ] with the blocks

B
(j)
k of size m× j given by

B
(j)
k =


0 · · · 0 b

(j,k)
1

... · · ·
...

...

0 · · · 0 b
(j,k)
m

 , ∀ b(j,k)1 , . . . , b(j,k)m ; k = 1, . . . , sj ; (3.5)

(iv) for i, j = 2, . . . , r, the si×sj block matrix Yij = [A
(i,j)
uv ] with the blocks A

(i,j)
uv

of size i× j given by

A(i,j)
uv =



a
(i,j)
uv1 a

(i,j)
uv2 · · · a

(i,j)
uvj

0 a
(i,j)
uv1

. . .
...

... 0
. . . a

(i,j)
uv2

0 0 · · · a(i,j)uv1

0 0 · · · 0
...

...
...

...

0 0 0 0


, ∀ a(i,j)uv1 , . . . , a

(i,j)
uvj (3.6)

if i ≥ j, and if i < j,

A(i,j)
uv =


0 · · · 0 a

(i,j)
uv1 a

(i,j)
uv2 · · · a

(i,j)
uvi

...
... 0 a

(i,j)
uv1

. . .
...

...
... 0 0

. . . a
(i,j)
uv2

0 · · · 0 0 0 · · · a(i,j)uv1

 , ∀ a
(i,j)
uv1 , . . . , a

(i,j)
uvi . (3.7)

After solving the commutability equation JY = Y J as above, we turn to solving
the second equation Y (Y − J)J = 0 with Y already given by Proposition 3.1. The
case that λ = 0 was already investigated in [7] and all the commuting solutions of
(1.1) were given in Theorem 3.1 therein, since J is a nilpotent matrix. So in what
follows we assume that λ 6= 0. Then, since J is nonsingular, it is enough to solve
the simpler equation

Y (Y − J) = 0.

With the block matrix structure of Y and J , we have that

Y (Y − J) =


Y11 · · · Y1r
Y21 · · · Y2r

...
...

...

Yr1 · · · Yrr




Y11 − λIm · · · Y1r

Y21 · · · Y2s
...

. . .
...

Yr1 · · · Yrr − Jr


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=


Y11(Y11 − λIm) +

∑r
j=2 Y1jYj1 · · ·

∑r−1
j=2 Y1jYjr + Y1r(Yrr − Jr)

Y21(Y11 − λIm) +
∑r
j=2 Y2jYj1 · · ·

∑r−1
j=2 Y2jYjr + Y2r(Yrr − Jr)

...
...

...

Yr1(Y11 − λIm) +
∑r
j=2 YrjYj1 · · ·

∑r−1
j=2 YrjYjr + Yrr(Yrr − Jr)

 .

To simplify the above expressions, we need the following lemma.

Lemma 3.1. YijYjk = 0 if i+ k ≤ j.

Proof Suppose i + k ≤ j. Let k = 1. If i = 1, then j ≥ 2 and from the zero

structure of (3.4) and (3.5), B
(j)
u A

(j)
u = 0 for u = 1, . . . , sj , so

Y1jYj1 = [B
(j)
1 · · ·B(j)

sj ][(A
(j)
1 )T · · · (A(j)

sj )T ]T =

sj∑
u=1

B(j)
u A(j)

u = 0.

If 2 ≤ i < j, then A
(i,j)
uv A

(j)
v = 0 for all u, v from (3.7) and (3.4). Thus

YijYj1 =


A

(i,j)
11 · · · A(i,j)

1sj

...
...

...

A
(i,j)
si1
· · · A(i,j)

sisj



A

(j)
1

...

A
(j)
sj

 =


∑sj
v=1A

(i,j)
1v A

(j)
v

...∑sj
v=1A

(i,j)
siv A

(j)
v

 =


0
...

0

 .
Now let i = 1. If 2 ≤ k < j, then since B

(j)
u A

(j,k)
uv = 0 for all u, v,

Y1jYjk = [B
(j)
1 · · ·B(j)

sj ]


A

(j,k)
11 · · · A(j,k)

1sk
...

...
...

A
(j,k)
sj1
· · · A(j,k)

sjsk


=

[
sj∑
u=1

B(j)
u A

(j,k)
u1 · · ·

sj∑
u=1

B(j)
u A(j,k)

usk

]
= [0 · · · 0].

Finally, Let i ≥ 2 and k ≥ 2. Then i < j and k < j, so from (3.6) and (3.7) we

have A
(i,j)
uv A

(j,k)
vl = 0 for all u, v, l. Therefore,

YijYjk =


A

(i,j)
11 · · · A(i,j)

1sj

...
...

...

A
(i,j)
si1
· · · A(i,j)

sisj



A

(j,k)
11 · · · A(j,k)

1sk
...

...
...

A
(j,k)
sj1
· · · A(j,k)

sjsk



=


∑sj
v=1A

(i,j)
1v A

(j,k)
v1 · · ·

∑sj
v=1A

(i,j)
1v A

(j,k)
vsk

...
...

...∑sj
v=1A

(i,j)
siv A

(j,k)
v1 · · ·

∑sj
v=1A

(i,j)
siv A

(j,k)
vsk

 =


0 · · · 0
...

...
...

0 · · · 0

 .�
Let Hij denote the (i, j)-block of Y (Y − J). Then by Lemmas 3.1,

Hij =

min{i+j−1,r}∑
k=1,k 6=j

YikYkj + Yij(Yjj − Jj), ∀ i, j = 1, . . . , r,
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where J1 ≡ λIm. In particular, H11 = Y11(Y11 − λIm), and all the solutions of
H11 = 0 are Y11 = λP with P any m×m projection matrix [6].

It is time to state the main result of this paper after summarizing the above
computation and the main result of [7].

Theorem 3.1. Let A be an n×n complex matrix with distinct eigenvalues λ1, . . . , λd,
and let U be a nonsingular matrix such that the Jordan form J = U−1AU of A is
given by (3.1). Then all the commuting solutions of the corresponding Yang-Baxter-
like matrix equation (1.1) are X = UY U−1 with Y = diag{Y1, . . . , Yd}, where for
t = 1, . . . , d, the matrix Yt is an rt × rt block matrix as given by (3.3) with r = rt
and satisfies the following:

I. If λt = 0, then
(i) Y11 is any m×m complex matrix;

(ii) for i = 2, . . . , rt, the si × 1 block matrix Yi1 = [(A
(i)
1 )T · · · (A(i)

si )T ]T with the

blocks A
(i)
k of size i×m given by (3.4);

(iii) for j = 2, . . . , rt, the 1×sj block matrix Y1j = [B
(j)
1 · · ·B

(j)
sj ] with the blocks

B
(j)
k of size m× j given by (3.5);

(iv) for i, j = 2, . . . , rt, the si × sj block matrix Yij = [A
(i,j)
uv ] with the blocks

A
(i,j)
uv of size i× j given by (3.6) if i ≥ j or (3.7) if i < j that satisfy

min{i+j−2,r}∑
k=2,k 6=j

YikYkjJj + Yij(Yjj − Jj)Jj = 0, i, j = 2, . . . , rt.

II. If λt 6= 0, then
(i) Y11 = λtP , where P is any m×m projection matrix;

(ii) for i = 2, . . . , rt, the si × 1 block matrix Yi1 = [(A
(i)
1 )T · · · (A(i)

si )T ]T with the

blocks A
(i)
k of size i×m given by (3.4) and the 1×sj block matrix Y1i = [B

(i)
1 · · ·B

(i)
si ]

with the blocks B
(i)
k of size m× i given by (3.5), and for i, j = 2, . . . , rt, the si × sj

block matrix Yij = [A
(i,j)
uv ] with the blocks A

(i,j)
uv of size i× j given by (3.6) if i ≥ j

or (3.7) if i < j satisfy the matrix equations

min{i+j−1,r}∑
k=1,k 6=j

YikYkj + Yij(Yjj − Jj) = 0, ∀ i, j = 1, . . . , rt, (3.8)

where J1 ≡ λIm.

4. A Concrete Example

We study in more details a special case in this section to illustrate our general
result. More specifically, we assume that A has only one eigenvalue λ and r = 2.
Since the case of λ = 0 was studied in detail by [7], we assume that λ 6= 0. With s
and I denoting s2 and Im, system (3.8) in Theorem 3.1 becomes

Y11(Y11 − λI) = 0,

Y11Y12 + Y12(Y22 − J2) = 0,

Y22Y21 + Y21(Y11 − λI) = 0,

Y21Y12 + Y22(Y22 − J2) = 0.
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Since the solutions of the first equation are Y11 = λP with P any m×m projection
matrix, the above system is simplified to

λPY12 + Y12(Y22 − J2) = 0,

Y22Y21 − λY21(I − P ) = 0,

Y21Y12 + Y22(Y22 − J2) = 0.

(4.1)

Here

Y21 =


A1

...

As

 , Y12 = [B1 · · ·Bs], Y22 =


A11 · · · A1s

... · · ·
...

As1 · · · Ass

 ,
where

Ai =

a(i)1 · · · a
(i)
s

0 · · · 0

 , Bj =


0 b

(j)
1

...
...

0 b
(j)
s

 , Aij =

aij bij
0 aij

 , i, j = 1, . . . , s.

We give a simple numerical example before ending the section. Let n = 3 and
let A be its Jordan form J = diag(1, J2(1)). Then λ = 1,m = 1, r = 2, and s = 1.
The 1× 1 projection matrix P is either 1 or 0. Let

Y21 =

x
0

 , Y12 = [0 y] , Y22 =

 z w
0 z

 .
Then for P = 1, the corresponding system (4.1) is

[0 y] + [0 y]

 z − 1 w − 1

0 z − 1

 = 0, z w
0 z

x
0

 = 0,x
0

 [0 y] +

 z w
0 z

 z − 1 w − 1

0 z − 1

 = 0,

which is reduced to 

yz = 0,

xz = 0,

z(z − 1) = 0,

xy + 2zw − z − w = 0.

Thus, z = 0, from which

Y =


1 0 y

x 0 xy

0 0 0

 , ∀ x, y,
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and z = 1, from which

Y = J =


1 0 0

0 1 1

0 0 1

 .
Similarly, when P = 0, the system (4.1) becomes

[0 y]

 z − 1 w − 1

0 z − 1

 = 0, z w
0 z

x
0

−
x

0

 = 0,x
0

 [0 y] +

 z w
0 z

 z − 1 w − 1

0 z − 1

 = 0,

which is just 

y(z − 1) = 0,

x(z − 1) = 0,

z(z − 1) = 0,

xy + 2zw − z − w = 0.

Hence z = 0 so Y = 0, and z = 1 so

Y =


0 0 y

x 1 1− xy

0 0 1

 , ∀ x, y.
We generalize the example as follows. Let n ≥ 4 and let A be its Jordan form

J = diag(λ, Jn−1(λ)) with λ 6= 0. Partition the solution matrix Y as

Y =

Y11 Y12
Y21 Y22

 ,
where Y11 is the number λ or 0,

Y21 =

x
0

 , Y12 = [0 y] , Y22 =



y1 y2 · · · yn−2 yn−1
0 y1 · · · · · · yn−2

0 0
. . .

...
...

...
...

. . . · · · y2

0 0 · · · 0 y1


.

Here x and y are numbers and 0 is the (n − 1)-dimensional column or row zero
vector.



Commuting Solutions of a Quadratic Matrix Equation 121

Then for Y11 = λ, the corresponding system (4.1) is

[0 y] [Y22 − Jn−1(0)] = 0,

Y22

x
0

 = 0,x
0

 [0 y] + Y22 [Y22 − Jn−1(λ)] = 0,

which is equivalent to

yy1 = 0,

xy1 = 0,

y1(y1 − λ) = 0,

y1(y2 − 1) + y2(y1 − λ) = 0,

y1y3 + y2(y2 − 1) + y3(y1 − λ) = 0,
...

...
...

y1yn−2 + · · ·+ yn−4y3 + yn−3(y2 − 1) + yn−2(y1 − λ) = 0,

xy + y1yn−1 + · · ·+ yn−3y3 + yn−2(y2 − 1) + yn−1(y1 − λ) = 0.

It follows that y1 = 0 or y1 = λ. If y1 = 0, then from the above system,
y2 = · · · = yn−2 = 0 and yn−1 = xy/λ with x and y arbitrary numbers. Thus the
corresponding solutions are

Y =



λ 0 · · · 0 y

x 0 · · · 0 xy
λ

0 0
. . . 0 0

...
...

. . .
... 0

0 0 · · ·
... 0


.

If y1 = λ, then y2 = 1 and x = y = y3 = · · · = yn−1 = 0, so Y = J .

On the other hand, for Y11 = 0, we have the system

[0 y] [Y22 − Jn−1(λ)] = 0,

(Y22 − λI)

x
0

 = 0,x
0

 [0 y] + Y22 [Y22 − Jn−1(λ)] = 0,
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which is the same as

y(y1 − λ) = 0,

x(y1 − λ) = 0,

y1(y1 − λ) = 0,

y1(y2 − 1) + y2(y1 − λ) = 0,

y1y3 + y2(y2 − 1) + y3(y1 − λ) = 0,
...

...
...

y1yn−2 + · · ·+ yn−4y3 + yn−3(y2 − 1) + yn−2(y1 − λ) = 0,

xy + y1yn−1 + · · ·+ yn−3y3 + yn−2(y2 − 1) + yn−1(y1 − λ) = 0.

Again, y1 = 0 or λ. In the case of y1 = 0, we have y = x = 0 since λ 6= 0. Then
y2 = · · · yn−1 = 0, so Y = 0. If y1 = λ, then y2 = 1, from which y3 = · · · yn−2 = 0
and yn−1 = −xy/λ with x and y arbitrary numbers. Therefore, the corresponding
solutions are

Y =



0 0 · · · 0 0 y

x λ 1 0 −xyλ
0 0

. . .
. . . 0

...
...

. . .
... 1

0 0 · · ·
... λ


.

As an application of our main result, we have obtained the same result as Theorem
3.4 of [4] for all the commuting solutions of JY J = Y JY for the class of matrices.

5. Conclusions

We have found all the commuting solutions of the Yang-Baxter-like matrix
equation (1.1) for an arbitrary matrix A, based on a reduction of the problem
to the case with A having only one eigenvalue that is nonzero. By solving the
commutability equation JY = Y J and a simpler matrix product homogeneous
equation Y (Y − J) = 0 in succession with J the Jordan form of A, we obtained a
system of matrix equations of smaller size, the solutions of which constitute all the
commuting solutions of the original equation.

It is much more difficult to find all the non-commuting solutions of (1.1) for
general A, and we hope to be able to explore this challenging problem in the future.
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