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1 Introduction

The Dirichlet distribution is a common multivariate distribution. It not only plays a very
important role in modern non-parameter statistics, but also serves as the conjugate priori
distribution of the multinomial distribution which is wildly used in Bayes statistics. As we
know, the limit distribution of the Beta distribution is a normal distribution (see [1]), and
the Dirichlet distribution is the multivariate form of the Beta distribution (see [2]). So it
is very important to investigate the asymptotic distribution of the Dirichlet distribution.
For the Dirichlet distribution in which all parameters are the same, we have obtained an
important conclusion (see [3]). But the Dirichlet distribution that we are concerned with
in this paper is very special, in which all parameters are different from each other. We
prove that the asymptotic distribution of this kind of Dirichlet distributions is still a normal

distribution by using the central limit theorem and Slutsky theorem.
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2 Main Result

Lemma 2.1%  Suppose that &, &, -+, &n, --- are all i.i.d random vectors of dimen-
_ 1 m
sion m(e ZT), & = — . &, and N(x,u, X)) denotes the value on x of the multivariate
n =1
normal distribution function with expectation p and covariance matriz X. For E(§;) = p
and Var(§;) = X > 0, there is (vector form a < b expresses each of their corresponding
components satisfies the same inequality relation)

Jlim PG, — 1) < o} =5 N(,0,5).

Lemma 2.2 If {¢,} and {n,} are all random variable sequences with (&,, 1n)" L,

(fa TI)T, Cn i} 0 and 7, i) 0, then (gn + Cns Mn +Tn)T i’ (ga 77)T'

Theorem 2.1  Suppose that the random vector (Y1, Ya, ---, Y,)T obeys the Dirichlet

distribution with parameters (aq, ag, «++, Qm, Qm41) Satisfying
m
i=1

Particularly, when oq = ny, Qg = N2, ++, Qm = N, Omi1 = Nma1 (ng € ZT), we denote
m+1 n

> ni = N. Given a matrix A and a vector C, if Fk — v, when ng — 00, where
k=1

v € (0,1), k=1,2,--- ;m+1, then

Al(V1, Yo, oo, Yo)T = €] =5 Z~ Ny (0, 2),
where
A ()\ij)mxm
with
N2
s =7
Nij = ni(N —ng)N i,j=1,2,---,m,
0, i # J,
and
o= (M M L R T n_m>T
- N’ N’ ) N) b N ) N b
and N, (0, X) is the m-dimensional normal distribution whose covariance matriz is
1, =73
Y =(0ij)mxm = - e oy ij=1,2,--,m.
V(@ =y)(1 =) ’
Proof. (1) Suppose that X1, X2, -+, Xin,, -5 Xo1, Xog, -, Xopy, -5 -5 Xonty, Xima,
s Xy 5 Xmg1,1, Xma1,2, - s Xt 1,nmpy» -+ are all random variable sequences

with independent and identical distribution and obey the exponential type distribution:
Ezxp(1). Because Exp(l) is also Ga(1,1) (see [6]), according to the countable additivity of

I-distribution, we know that n;X; ~ I'(n;, 1), where

1 Uz
Xi=—> Xi.
n; =
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Let
m+1 S
Z =N, Y, = mHz —.
S ki
k=1
Then
Y ~ B(n;y, N —ny;), 1=1,2, ,m-+1
Obviously,
m—+1
> Ye=1,
k=1

and by [7] we know that
(Yla Yo, -o YWL)T ~ D(nla nz, -y Nm, nerl)a

and its density function is

f(y17 Y2, 0y y'm)
m—+1
F|: k,zz:l nk:| m np—1 m nm,+1—1 m—+1
w1l w” (1*2%) s ¥iz0, Yoy =1
= H (nk) k=1 k=1 k=1
k=1
0, elsewhere.

Noting that
BE(X;;) = E(X;) =1,

we have
Var(X;;) =1, Var(X;) = n%
Since every Y; is the function of (X1, Xa, -+, Xy, Xmi1), we denote
_ _ _ T
WXy, Koo o Ko Xows) = (mf;Xl L C T 12 < )
> Xk Y Xk > Xk
k=1 k=1 k=1
= (Y1, Yo, ---, V)T,
Using the Taylor formula to expand every component of h(X1, Xo, ---, X, Xmi1) at
(1,1, 1)1 (m1), We get
h(X1, Xoy -y Xy Xppy1) =h(1,1,---,1,1)+ Q+ R,
where - . . T
h(1,1,--+,1,1) = (Wl’ WQ’ e NZ’ o 7;71, Wm)
which is denoted by C; moreover,
(Y1, Y2, -+, V)" = C= Q+R,

where

Q: (Qla Q27 ) Q’m)Ta R= (Rla RQv R R’m)T
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We know that )
m+
oY; _
Q; = — (Xr —1), i=1,2,---,m,
; OXk | % =1,k=1,2, m+1
SO
m—+1 _
ni >, Xk
k=1,k#i -
@i= g 2 (X; — 1)
( Z nka)
k=1 szl;kzlﬁgy,,,’erl
n; m—+1
v —
T mil 2 > (-1
( Z nka> Xe=1:k=1,2,-- ,;m+1 k=1k#i
k=1
m+1
n;g oy, ng -
_ k=Lk# o ni )
- ﬁ(){z_ 1) - DT R Z ni(Xp — 1)
( > nk) ( > nk) k=1,k#i
k=1 k=1
1
TL(N — n) _ n: m+ -
- %(Xi -1)— NZQ Z (X — 1).
k=1,k#i
Set
1+0(Xy —1) =Ty
with
0<O<1, k=1,2,--,m+1.
Meanwhile,
1 m+1 (92Y )
RZ:§ 8_12 (Xk_l)Q
k=1 ( k Xp=Ty;k=1,2,--- ,m+1
1 m+1 m+1 82Y
T3 IX.0% (X5 — 1)(X, — 1),
k=1,k#l I=1 k l Xk:Tk,Xl:Tl;k,lzLQ,... ;mA+1
1= 1, 2, , M.
So
m+1 _
n? > npXp
k=1,k# -
Ri= - m+1 Z_ 3 (AXVZ — 1)2
[ > e Xk
k=1 X =Tg;k=1,2,--- ;m+1
TLX m+1 ~
+ m+1'L Z_ 3 Z nz(Xk — 1)2
[ nka} k=1 ki
k=1 Xp=Tr;k=1,2,--- ,m+1
_ m—+1 _
ni(2n; X; — 3. npXy) .
+ m—+41 k=1 3 (XZ — 1) Z nk(Xk _ 1)
{ 2 nka} k=1,k+i
k=1 Xk:Tk;k:1,2,---7m+1
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QTLX m+1 m+1
ﬁ Z Z nk(Xk _ 1)nl(X[ _ 1)
[ 2 nkX’f] k=1,kz#i,k#l 1=1,1i

k=1 Xp=T;k=1,2,--- ,m+1
m+1
ng > Ty . -
k=1 ki _ ) T L .
m—+1 3 (XZ a 1) + m+1 3 Z nk(Xk - 1)
[ > nka} [ > nka} k=1,k#i
k=1 =
" (QNiTi - ZZ:T nka) B m+1 )
mtl  _ 13 (Xi—1) Z (X — 1)
[ > ”ka} k=1, ki
k=1
2n;T; m+1 m+1 ) i
rmEel 43 Z Z ne (X — Dny(X; — 1).
[ > nka} k=1,k#i,k#l I=1,1£i

k=1
(2) We are to prove that
AQLZNNm(O, X)) as np — 00, k=1,2,--- ,m+1.

Noting that the matrix A and the vector @ are shown before, by means of an easy calculation
we get

AQ: (7717772a' RN/ TR 777’m*1777’m)T7

in which the i-th component of AQ is

N2
" N N
(N —n;) (A nin Yo
k=1,k#1
If we set
N —n; i =7 =t
N R
B = (aij)mxm = NNy S ; fort=1,2,---,m,
(N —n;)N’ i=hi#h J#E
0, i F ]
NiNm+1 . .
- =g
Brii1 = (bij)mxm = (N =mi)N
0, i J,
X = V(X = 1), V(K= 1), o V(= D,
Wtj = (th - 17 th - 17 ) th - 1){><m7

0=1(0,0,0,---,0){.

1xm>

21
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then we have

m+1
AQ= Z B, X;.
t=1
For any real number t and j = 1,2, --- ,ny, By Wy; is of i.i.d. By Lemma 2.1 (the multivariate

central limit theorem) we obtain that
n n

> BWy; =Y B (Xej— 1, Xy~ 1, , Xy = 1) = /mBi Xy,
j=1 j=1

> BW,; 0= B (Xej— 1, Xy, — 1, , Xy; = )" = (0,0,---,0)"
j=1 j=1

= VB, X, = Nu(0,E)),

where .
t
E, = Var( Y BiWi;) = niVar(BiWi;) = nB,Var(Wi;)B,
j=1
and
Var(Wi;) = (1)mxm.
Let
Et = BtVar( WtJ)Bg
Then
BtXt i’ Nm(oa Et)-
Let

m—+1

Y = Z E,.
t=1

By means of a series of calculations we can abtain

L L=7;
Y= ('/Tz'j)mxm: n;n; ?é . i;j:1a27"',m.
— i
WN —n)(N =)’ g
By means of the condition in the theorem:
“%—wykwhennk—w)o, v € (0,1), k=1,2,--- ,m+1",
we get
N Yk
. ,
N —ny, 1=
and thus
Y— ), nE — 00,
where
]-a Z:ja

L= (0ij)mxm = \/T oy i,j=1,2,---,m.
AT AN — ) v7E s
(1 =) (1 =)
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Finally we have
m+1

m—+1

AQ = Z BtXt i’ Nm(07 Z -Et) = Nm(oa m — Nm(oa Z)
t=1 t=1

Namely,

AQ-L Z~N,(0, %), np—oo(k=1,2--,m+1).
(3) We are to prove
AR 0, np—oo (k=12 ,m+1).
Noting that the matrix A and the vector R are shown before, by means of an easy calculation

we get
AR = (61752)' o 75i7" : )6m—1)6m)T7

in which the i-th component of AR is

N2
0; = ————=R;
5 mir:l
n; niTy
o N2 k=1 koot (X 1)2
n;(N —n;)N [mil nkar
k=1
N2 niTi m+1 B
+ N N [l 3 Z ni (X = 1)°
n; (N —n;) {Z nka} k=1 ksti
k=1
m+1
N2 n; [2m-Tz- -2 nka} m+1
+ (X - 1) > m(X— 1)
n;(N —n;)N [ T nka} k=1,ksi
k=1
N2 27’”1—;‘ mil mtl — _
+ pr—Y 3 Z Z nk(Xk — 1)nl(Xl — 1)
ni(N —n;)N { T nka} k=1,k#i,k#l =117
k=1

=51+ 52+ S3 + S4.
Then by repeated use of the Slutsky theorem we are to prove that each of Si, Sa, S3, S
converges to 0 in probability.
For any integers ¢ (i = 1,2,--- ,m) and k (k =1,2,--- ,m + 1), we suppose that when
ny — oo there is % — 7k (7% € (0,1)). Obviously,

m+1

Z’Yk =1
k=1

m+1

vi=1- Z V-

k=1,k#i

and

So we have



24 COMM. MATH. RES.

VOL. 26

a) S o [ T
n;

L LU S N . ik k[ ik
(N-n)N N N-—n L=y V(N =m)N -

N
Based on the central limit theorem and the Slutsky theorem, we have
¢) VAR(Xp —1) = N(0,1);
d) Xk -1 L O;

) T - 1; 2T}, 25 2;
m+1 X m+1 .
P LS S o S
k=1 ki (N —ni) N =1 ki (L =)
m41 m+1 m+-1 t
g > g PS4 =1 ( ) ﬁn) L1 tezty;
k=i NV k=1 =1 IV
et ning
S —
k:%;ei N(N —n;) P ]
) |:mz+1 nk 3 — Pyi7
_Tk}
k=1 N
i) Q. R P
[m+1 %Tkr |:m+1 %Tkr
&N &N
T
{m—i-l nkT :|3
1%
=1 NV
For
9 mz+1
n; nka
¢ — N? k=1 ki (X — 1)
YT (N — )Nl 3
5 ]
k=1
m+1 Nk
> w1k
[N —n; k=1 ki N(N —n;) - =
_Tk}
=1 NV
by a), ¢), d), h) and the Slutsky theorem, we have
s, 2so.
For
N2 TLLTZ ] 2/ v 2
Sz = ni(N —n;)N pm£l 3 Z (X = 1)
[ S nka} k=1,k+#i
k=1
T; il n n;n
i k Nk > =
= m-+1 n 3 Z F N(N _ nz) Vv nk(Xk - 1)(Xk - 1);
[ = WTk} k=1,k+#i

k=1
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by the assumption and b), ¢), d), i) as well as the Slutsky theorem, we have

S» 25 0.
For
m—+1
N2 n; {QTMTL' - nka] m+1
Sy = k=1 X;—1 X, -1
3 nZ(N—nL)N m+1 3 ( ) _Z ( k )
[ = nka} k=1,ksi
k=1
N — n; 2Tz jlasy ning v
- N m4l g, 3 o 1 Z N _ ,nl) (Xk - 1)
[ Y AT } k=1,k#i
k=1 N
m+1 ey
illk
o m+1n Z _n)V (Xk*l)
[ ) Lk } k=1, ki i
=N
by a), b), ¢), d), i), j) and the Slutsky theorem, we have
S5 -5 0.
For
N2 o, T; m+1 m+1 B B
Ss= mtl 3 Z Z e (Xp — DXy — 1)
ni(N —n;)N { T nka] k=1 ket ktl =110
k=1
T m+1 m+1 Y nk
e D DD S NN -V (Xrl) (X -1,
[ ) kT} k=1 ki, kAl 1=1,1%
=1 N
by the assumption and b), ¢), d), i) as well as the Slutsky theorem, we have
Sy -5 0.

Finally, by use of the Slutsky theorem again, we have
N? P

— R, =51+ 5+S55+5,—0 i=1,2,---,m).
ni(N —n;)N ! ? ¥ ! ( )

Namely,

AR -2 o0.

(4) Based on the conclusion of (2) and making use of Lemma 2.2, we have

A(Q+R) 5 Z~ N,(0, 5).

Namely,
A1, Yo, -, Yi)" = € = A(Q+ R) > Z~ N,u(0, 2),
where, the covariance matix is
L, i =J;
Zz(aij)mxm: - YiY; Z?éj Z'aj:1527"'7m'

(1 =) (1 =5)
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