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Abstract. We prove a general Embedding Principle of loss landscape of deep neural networks (NNs) that
unravels a hierarchical structure of the loss landscape of NN, i.e., loss landscape of an NN contains all critical
points of all the narrower NNs. This result is obtained by constructing a class of critical embeddings which
map any critical point of a narrower NN to a critical point of the target NN with the same output function.
By discovering a wide class of general compatible critical embeddings, we provide a gross estimate of the
dimension of critical submanifolds embedded from critical points of narrower NNs. We further prove an
irreversibility property of any critical embedding that the number of negative/zero/positive eigenvalues of
the Hessian matrix of a critical point may increase but never decrease as an NN becomes wider through
the embedding. Using a special realization of general compatible critical embedding, we prove a stringent
necessary condition for being a “truly-bad” critical point that never becomes a strict-saddle point through any
critical embedding. This result implies the commonplace of strict-saddle points in wide NNs, which may be
an important reason underlying the easy optimization of wide NNs widely observed in practice.
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1 Introduction

The loss landscape of a deep neural network (NN) is important to both its optimization
dynamics and generalization performance, hence is a key issue in deep learning theory. It
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has been realized for a long time that it is important to quantify exactly how the loss land-
scape looks like [1,2]. This problem is difficult since various visualization methods show
that the NN loss landscape is very complicated [3}/4]. Moreover, its non-convexity, high
dimensionality and the dependence on data, model and the specific form of loss function
make it very difficult to obtain a general understanding through empirical study. There-
fore, though it has been extensively studied over the years, it remains an open problem to
provide a clear picture about the general structure of a DNN loss landscape, e.g., critical
points/submanifolds, their output functions and other properties.

Our work is inspired by the following empirical observations. From the aspect of op-
timization, it is often observed that wider NNs are easier for training. This phenomenon
not only holds in a neural tangent kernel (NTK) regime [5], where the gradient descent
training can find the global minimum with a linear convergence rate [6-9], but also hap-
pens in highly nonlinear regimes beyond NTK [10,11]. From the aspect of generalization,
the puzzle that over-parameterized NNs often generalize well seems to contradict the con-
ventional learning theory [12,[13]. The frequency principle [14-19] shows that NNs, over-
parameterized or not, tend to fit the training data by a low-frequency function, which
suggests that the learned function by an NN is often of much lower complexity than the
NN's capacity. Specifically, with small initialization, e.g., in a condensed regime, weights
of an NN are empirically found to condense on isolated directions resulting in an output
function mimicking that of a narrower NN [11,20]. These observations raise a question
that in which sense learning of a wide NN is not drastically different from a narrower NN
despite potentially huge difference in their numbers of parameters. From the aspect of
pruning, empirical works propose a “lottery ticket hypothesis” that a substantially smaller
sub-network can achieve the same accuracy as the original large network [21]. However,
it is not yet clear about the mechanism of redundancy in a learned wide NN, which makes
a drastic pruning possible in practice.

All above empirical observations, though relevant to different aspects of NN, are in
essence pointing towards an intrinsic similarity between narrow and wide NNs. In this
work, focusing on the loss landscape, we address the following problem: What are the re-
lations of critical points and the corresponding output functions of loss landscape among
NNs with different widths. The significance of studying the critical points and their out-
put functions of the NN loss landscape is as follows. From the optimization perspective,
NN parameters trained by gradient descent provably converge to a critical point, which in
general is not necessarily a global minimum or local minimum. Moreover, even for these
saddle points which can be escaped, e.g., strict-saddle points [22], they may still attract the
training trajectory (points nearby with a higher loss will first come close and then move
away), contributing to the implicit regularization of NNs, say towards a simpler fitting
(i.e., a fitting that can be realized by a narrower NN). We are specifically interested in out-
put functions corresponding to critical points, named as critical functions for convenience.
Studying these critical functions that potentially attract the learning of NN is clearly im-
portant for a deeper understanding of the learning process of an NN.

Our key finding in this work is the following general principle about critical
points/functions of NN loss landscape intuitively stated as follows:
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Embedding principle: the loss landscape of an NN contains all critical points/functions of all
the narrower NNs.

The Embedding Principle shows that any NN loss landscape contains a hierarchical struc-
ture of critical points/functions with different complexities from NNs of different widths.
Specifically, it ensures existence of “simple” critical functions that can be represented by
narrow NNs. Therefore, combining with the phenomenon of Frequency Principle and con-
densation, we conjecture that nonlinear training of NNs may be implicitly biased towards
these “simple” critical functions. We will carefully look into this conjecture in our future
works.

To prove the Embedding Principle, we first construct one-step critical embeddings
which map any parameters of a narrow network to that of an one-neuron wider NN pre-
serving the output function and criticality. With these embeddings, critical points of a nar-
row network loss landscape is mapped to 1-d critical affine subspaces of an one-neuron
wider network loss landscape with the same output function. These one-step critical em-
beddings are constructed by adding a null neuron or splitting an existing neuron. By
composition of one-step embeddings, any critical point of a narrow network loss land-
scape can be mapped to a critical point of any wider network loss landscape preserving
the output function. Importantly, we further propose a wide class of general compatible
critical embeddings, where one-step embeddings or their composition are its special cases.
Note that, all critical points of a wide NN embedded from a critical point of a narrower
NN by all possible general compatible critical embeddings, form high-dimensional critical
submanifolds which in general are not affine subspaces for three-layer or deeper NNs.

The critical embeddings naturally link critical points of NNs of different widths, thus
providing a means to track how properties of these critical points may change as the width
of the NN increases. Using these critical embeddings as a tool, we obtain rich information
about the general structure of an NN loss landscape.

We show that the degeneracy of a critical point substantially increases when it is em-
bedded to a wider network, due to the fact that a critical point can be mapped to a
high-dimensional critical submanifold through a class of critical embeddings. This de-
generacy of critical points arises from the neuron redundancy of the wide NN in rep-
resenting certain simple critical functions from narrower NNs, which is different from
over-parameterization induced degeneracy studied in [23]. We also study the property
of Hessian of critical points through critical embedding, e.g., the number of its negative
eigenvalues, which determines whether the corresponding critical point is a strict-saddle
that enables easy optimization [22]. We prove an irreversibility of critical embedding that
the number of negative eigenvalues of Hessian matrix may increase but never decrease as
an NN becomes wider through critical embedding. Moreover, we introduce a notion of
“truly-bad” critical point which never becomes a strict-saddle point through any critical
embedding. We prove a stringent necessary condition for being a “truly-bad” critical point
that requires an important ingredient of its Hessian matrix being a zero matrix. This result
implies the commonplace of strict-saddle points in the high-dimensional critical subman-
ifolds of wide NNs, which may be an important reason underlying the easy optimization
of wide NNs widely observed in practice.

In summary;, the following general understanding of an NN loss landscape is obtained
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by the embedding principle in this work:

(i) It contains a hierarchical structure of critical points/functions with different complex-
ities from that of all narrower NNis;

(ii) Critical functions from narrower NNs in general forms a high-dimensional critical
submanifold with a gross estimate of the dimension: K + Yie(r) KiKi-1, where K; is
the difference in neuron number in layer / between the target NN and the narrower
NN.

(iii) If it has critical points other than the global minima that are not strict-saddle points,
they mostly can become strict-saddle points in wider NNs through critical embed-
ding, which means the embedded critical points become more optimization-friendly
in a wider NN. Remark that, other than the embedded critical points, further study
is needed to better understand the optimization property of these new critical points
arising in wider NNs.

2 Related works

In our previous conference paper [24], we prove the Embedding Principle inspired by ex-
perimental observations and study one-step embeddings and their multi-step composition
for general deep NNs. Note that, similar results on composition embedding are studied
in other works, e.g., for shallow NNs [25] and deep NNs [26,27]. As a comprehensive
extension of [24], this work mathematically formalizes the notion and the study of critical
embedding, proposing the general compatible embedding for the first time, and further
analyzing the transition of hessian of critical points through the critical embedding. Other
than above works focusing on universal properties of the NN loss landscape, many re-
searches study the loss landscape in detail for specific settings, e.g., shallow NNs with
specific activations [28430].

Simple gradient-descent-based optimization on the complex loss landscape of NN [1,4]
often finds solutions that generalize well. Many works study the geometry of the NN loss
landscape at critical points in relation to its generalization ability. For example, empirical
works show that SGD [31]] and dropout [32] training can find a flat minimizer, which may
explain why such stochastic training can find solution that generalize better. [33] further
suggest that the volume of basin of attraction of good (flat) minima may dominate over
that of poor (sharp) minima in practical problems. [34] show that at a local minimum there
exist many asymmetric directions such that the loss increases abruptly along one side, and
slowly along the opposite side. [35] prove that for any multi-layer network with generic
input data and non-linear activation functions, sub-optimal local minima can exist, no
matter how wide the network is. When the network width increases towards infinity, the
loss landscape may become simpler and the training can avoid spurious valleys with high
probability in an over-parameterized regime [36]. In an extremely over-parameterized
regime with a large initialization, i.e., the linear regime identified in [11] with the NTK
regime as its special case [5], the gradient descent training can find the global minimum
with a linear convergence rate [6-9}11].
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The starting point of this work originates from our work in [11], where we identify a
highly nonlinear condensed regime far beyond the NTK regime that weights condense
in isolated directions during the training. Moreover, neural networks of different width
often exhibit similar condensed behavior, e.g., stagnating at similar loss with almost the
same output function, which is illustrated in experiments in our conference paper [24].
The condensation is a highly nonlinear feature learning process important to implicit reg-
ularization and generalization of NNs. The condensation transforms a large network to a
network of only a few effective neurons, leading to an output function with low complex-
ity. Such learning process is consistent with another line of research, that is, the complex-
ity of NN output gradually increases during the training [14-18,37-42]. For example, the
Frequency Principle [14,15] states that NNs often fit target functions from low to high fre-
quencies during the training. A series of works study the mechanism of condensation at
an initial training stage, such as for ReLU network [20,/43] and network with continuously
differentiable activation functions [44].

This work in some sense serves as our attempt to uncover the theoretical structure un-
derlying the condensation phenomenon from the perspective of loss function by proving a
general Embedding Principle. In another aspect, the condensation phenomenon also con-
firms the value of Embedding Principle in understanding the highly nonlinear training
behavior in practice.

The Embedding Principle provides a structural mechanism underlying the degeneracy
as a very common property for critical points [45,/46]. Thus it complements the under-
standing that global minima of NNs typically form a high dimensional manifold due to
over-parameterization [23].

3 Preliminary

3.1 Deep neural networks

Consider L-layer (L > 2) fully-connected NNs with a general differentiable activation
function. We regard the input as the 0-th layer and the output as the L-th layer. Let m;
be the number of neurons in the I-th layer. In particular, we also set my = d and m = d’.
For any i,k € Nand i < k, we denote [i : k| = {i,i +1,--- ,k}. In particular, we denote
[k] := {1,2,--- ,k}. For a matrix A, we use (A);; to denote its (i,j)-th entry. We will
also define (A); i := ((A)ij, (A)ijt1, -+, (A)ix) as part of the i-th row vector. Similarly,
(A)[jx,i is @ part of the i-th column vector. For a vector a, we use (a); to denote its i-th
entry, we also define (a) ;) := ((a)j, (a)jz1,-- -, (a)) as part of the vector. Given weights
WU € R™>*m-1 and bias bl!l € R™ for I € [L], we define the collection of parameters 8 as
a 2L-tuple (an ordered list of 2L elements) whose elements are matrices or vectors

0 :— <9|1,. .. /9|L) — (W[lllbm, .. ,W[H,bm), (3.1)

where the I-th layer parameters of 0 is the ordered pair 6|, := (Wm, b[l]), I € [L]. We may
misuse our notations and do not distinguish 8 from its vectorization vec(8) € RM with
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M = ZZL:_OI (m; + 1)m; 1. Moreover, we call the collection of tuples of length 2L the tuple
class, whose elements are matrices {W{1}]- | with Wil € R"™>"-1, or vectors {blI}} |

with b!) € R™, and denoted by Tuple (o ie.,

- mp}

Tuple{molmrmL}
— {9|9 — (w[lllb[l},. .. ,W[L],b[u), wll ¢ Rrx<mia plll e RM ] € [L]} )

Since the tuple class inherits the structure of Euclidean spaces, obviously it is a linear
space. We set 0 as the zero element in the tuple class, i.e.

0= <0m1><m0/0m1><1/ e /OmLxmL,lromLxl) € Tuple{mo,---,mL}'

and we abuse the notation 0 from time to time to denote zero elements belonging to differ-
ent tuple classes.

We further define the upper bracket [L — 1] by limiting ourselves to the first 2L — 2
element of the tuple, i.e.,

plL—1 .— (W[”,bm,~ .. ,w[L—Z],b[L—Z],w[L—l],b[L—ll) c Tuple{ (3.2)
mgy,-

ML _pmp 1}
and given MIL-1 .= ZlL;oz(ml +1)myyq, L1 € RME
Given parameters 0, the neural network function fp(-) can be defined in a recursive

way. First, we write fe[o} (x) := x for the input x € RY, then for I € [L — 1], fg[l] is defined
recursively as

g] (x) := a(WU]fg*l] (x) + bm)

with flll € R™, where o(-) : R — R is the activation function applied coordinate-wisely,
with slight abuse of notation. Finally, we denote

fole) = f(x,0) = fy () = W1 () + 611, (33)
and for simplicity, sometimes we may drop the subscript 6 in fg[l] forl € [0:L].

3.2 Loss function

The set of training data is denoted by S := {(x;,y;)}/_,, where x; € R?, y; € R?. Here
we assume that there exists a function f*(-) : R? — R satisfying f*(x;) = y; for i € [n].
We remark that this assumption helps simplify the notation in our work, however, it is not
essential for our results. The empirical risk reads as

Rs(g) =

|-

:aﬂwﬁlw%=E¢G@ﬁ%F@», (3.4

1
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where the expectation Eg is defined for any function (-) : RY — R as

lEsh(x) =

S|
.M:

Il
—

h(x;),

and the loss function £(-,-) : R? x R? — R in (34) is differentiable in both variables, and
the derivative of /(-,-) with respect to its first argument is denoted by V/(y,y*). In this
paper, we always take derivatives/gradients of £(-, -) in its first argument with respect to
any possible parameter.

For each | € [L], we define the error vectors as

z[gl} =V it

Jiu
(7]

with z," € R™, and the feature gradients as
[L] =1, and gm =g (W[l]fg[lfl} —i—bm) forl € [L —1]

with gg ]

€ R™, where we use o} () for the first derivative of ¢(-). Moreover, we call
fg] the feature vectors, and we denote the collections of feature vectors, feature gradients,

and error vectors {zg] }L | respectively by

Fo = {f)} b1 Go = {8y }hr, Zo = (=4}

Moreover, using backpropagation, we can derive the following relations concerning the
above quantities

A = we, (3.5a)
z[g” = (Wl (ng] o g[e”ﬂ) . le[L—1], (3.5b)
Vil = (zy og“) (AT, e, (3.5¢)
Vol =208l 1€, (3.5d)

where we use o for the Hadamard product [47] of two matrices of the same dimension.
Specifically, for simplicity of gradient computation, we define another group of error
vectors for | € [L]

)= ol

with eg] € R™, and we denote {eE,”}l:1 by Eg := {ee [T
Directly from relation (3.5), we obtain that

eg} — zg} Og[l] _ ((W[’“])T <2g+ﬂ ogg+ﬂ>) og‘[,” — ((W[H—l})T [l+ﬂ> ogg] (3.6)
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3.3 Hessian

Given a scalar loss function £(-,-) : R? x R? — R, twice differentiable in both variables,
and an activation function o(-) : R — R, also twice differentiable, we denote that

Rs(0) = Esl(f(x,0), f*(x)), (3.7)

v5(0) := VRs(0) = EsVL(f(x,0), f*(x))TVefe(x) = ﬁEsaiﬁ(feff*)Ve(fe)i, (3.8)
i=1

where 9;((fy, f*) is the i-th element of V/(f(x,0), f*(x)), and (fy); is the i-th element of
vector fg. Then for the Hessian matrix Hg(6), we have

Hs(0) :=VVgRs(0)

) EsVe (9il(fo, 7)) Vo(fe)i + %Esaié(fe/f*)veve ((fo)i)

i=1 i=1
= ‘ZLllESaijE(fﬂrf*)vﬂ(fﬂ)i (Vo(fo))" + 2E58i£(f61f*)vﬂvﬂ ((fo)i),
ij= i=

where 0;;¢(fo, f*) is the (i, j)-th element of VV(f(x,0), f*(x)), with Hs(0) € RM x RM,
We define matrices Hél) (6) and H, éz) (6) as follows:

Hél)(g) = _il]Esaijf(fa,f*)Va(fe)i (Vo(fo)i)", (3.9)
ij=

Héz)(f’) 1= mZL:Esaif(fe/f*)VeVe ((fo)i), (3.10)
i=1

then obviously Hél) (6), Héz) (0) € RM*M and

Hs(0) = H.(0) + H) (6).

3.4 Assumptions and conventions of notations

We begin this part by introducing several assumptions that will be used throughout this
paper:
Assumptions.

(i) We choose the L-layer (L > 2) fully-connected deep neural networks (NNs) as our
model.

(ii) Our training data is S = {(x;, y;)}/_,, n € Z*.
(iii) We use the empirical loss Rg(0) = Esl(fo(x),y).

(iv) Loss function £(-, -) and activation function o(-) are (weakly) differentiable. (Remark:
twice differentiable is required for the computation of Hessian)
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After stating out the assumptions, we would also like to introduce some conventions
of notations that are frequently used in this paper in the following.

We write NN({m, }|_) for a fully-connected L-layer network with width (myg, - - - ,mp),
by which the tuple class of its parameters 6 € Tupley,, .., y is determined whereas its

activation o () is not provided. When ¢(+) is given, the output of NN({m,}}_) is denoted
by fo(x) with 6 € Tupley,, .. ., 1.

Note that, if given two NNs, NN ({m;}|- ;) and NN({m/}}_,), their corresponding pa-
rameters belong to different tuple classes except when m) = m; foralll € [0 : L]. Therefore,
in this work, fg(x) and Rg(0) may correspond to output and loss landscape of different
NNis distinguished by 0 of different tuple classes.

Given two NNs, NN ({m;}}_) and NN({m}-_ ) with m{ = mg, m| = my, and m] >
my for any | € [L — 1], then for K = Y[ —'(m) —m;) € ZF, we say that NN({m)}}- ) is
K-neuron wider than NN({m;}}- ), and conversely, NN({m;}}_) is K-neuron narrower
than NN ({m]}L_,).

As long as we have two NNs, NN({m,}- ;) and NN({m]}|-_,), given in the context of
Definitions, Theorems, Propositions, Lemmas etc., we always assume that NN({m/}| ) is
wider than NN({m;}}-_ ), i.e., m{y = mg, m} = my,and m) > m; forany [ € [L —1]. We also
denote M = Y./~ ! (m; + 1)myq and M’ = ¥~} (m] + 1)mj,,, and consequently, M" > M.
We denote the parameters of a narrower network by Onarr, and the counterpart of a wider
network by 0,,4e. Then, given the data S, loss /(-,-) and activation ¢(-), the collection
of critical points of narrower NN and wider NN can be found respectively and denoted

by Ofarr = {08|VeRs(Onarr) = 0} and O, := {60|VeRs(0yige) = 0}. Furthermore,
Frarr i= 1f0|0 € Ofay, } and F5 . := {fol0 € O, } are denoted for the function spaces

induced by critical points accordingly.

Finally, a neuron, say the i-th neuron in layer /, is termed a null neuron if its output is
a constant independent of input x for any activation, i.e., (fI!);(-) = Const for any o(-).
Otherwise, we call this neuron an effective neuron.

4 Embedding Principle

In this section, we prove the Embedding Principle by constructing critical embeddings.
First, we define a critical embedding operation. Then, by constructing one-step critical
embeddings and their composition, we prove the Embedding Principle that critical points
of the loss landscape of a narrow network can be embedded to critical affine subspaces of
the loss landscape of any wider network while preserving the output function. Finally, we
emphasize the importance of Embedding Principle in understanding the implicit regular-
ization and generalization of NNs.
We begin with the concepts of embedding, affine embedding and critical embedding.

Definition 4.1 (Embedding and affine embedding). Given an NN({m;}|,) and
NN({m}}_ ), an embedding is an injective operator T : Tuple(,, .y = Tupleg,, oy,
ie, T(01) # T(0y) for 61,0, € Tuple{m0,~~,mL} and 01 # 0,. In addition, T is an affine
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embedding if T(0) := T(0) — T (0) is a linear operator, i.e., T (01) + T (62) = T (61 + 62)
and T (B0) = BT (0) for any 6, 61,0, € Tuple,, ., yand € R.

Remark 4.1. For any given affine embedding 7, it is associated with a matrix A € RM <M
and a vector ¢ € RM' such that vec(7(6)) = Avec(8) + ¢, where M = ZZL;ol(ml + 1)my

and M = Zle_Ol(m; +1)mj, ;. As noted before, we do not distinguish tuple 6 from its
vectorization vec(0) in the following. Hence, 7 (6) = A6 + c.

Definition 4.2 (Critical embedding). Given an NN({m;}}_;) and NN({m}_), a critical
embedding is an affine embedding T : Tuple (o, my )} — Tuple ()} which maps any set

of its network parameters Opayy € Tuple (g my} 1O that of a wider NN 6yige = T (Onarr) €
Tuple (e} satisfying that: For any given data S, loss function £(-,-), activation function

a(-),
(i) output preserving: fo (x) = fo ., (x) forany x € RY;

(ii) representation preserving:

span { { (f[ljarr('))]}je[ml] . {1}}

=span { { (f(glv]vide(.))j/}jle[mﬂ U {1}} , foranyl € [L],

where { f [ljlarr}lL:]- and { fg[lv]mle}f:1 are feature vectors of NN({m;}|-_,) and NN({m}}_,), and
1:RY — Ris the constant function, i.e., 1(-) = 1;

(iii) criticality preserving: If Onayr is a critical point of Rg(0), i.e., VgRs(Onarr) = 0, then 0 yige
is also a critical point of Rg(0), i.e., VoRs(Owige) = 0.

Specifically, if an embedding is a critical embedding with NN({m]}L_,) one-neuron wider than
NN ({m;}f_,), we call it one-step critical embedding.

4.1 One-step critical embedding

In this subsection, we introduce two types of one-step critical embeddings. we start with
the definition of one-step null embedding. Intuitively, a one-step null embedding adds a
null neuron to the NN, whose output is a constant independent of input x for any activa-
tion.

Definition 4.3 (One-step null embedding). Given an NN({m;}_,) and its parameter 6 =
(wltl, pltl, ... Wikl plL]) ¢ Tuple,, .
Tio and V, o applying on 0 as follows

Tio@)|xk=06lk, k#1141,

o= ([ o 1% ]).

then for any 1 € [L — 1], we define the operators

-mp}
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one-step

ﬁ null embedding

> o
zero any
[ 1 weight bias

Figure 4.1: lllustration of one-step null embedding. The purple neuron is added with both input and output
weights as zero and an arbitrary bias a.

7?,O<9>|l+1 = ([W[H—H/ 0ml+1><1:| /b[H—H) ’
Vl,o(g)’k = (Omkxmk,lzomkxl) 7 k 75 l/ l+ 1/

0
VZ,O(B)’l = <0(ml+1)><m11/ |: miX1 :|> 7

VI,O(B) |l+1 = (Oml+1X(ml+1)/0ml+1Xl) .
We define one-step null embedding T}, as: For any 6 € Tuple (o m}

10(8) = (Ti0+aVip)(8).

Note that the neuron added by the above one-step null embedding has zero output
weights, zero input weights and an arbitrary bias a. An illustration is shown in Fig. 4.1l
We proceed to the definition of one-step splitting embedding.

Definition 4.4 (One-step splitting embedding). Given an NN({m;}}_) and its parameter
6 = (wlil,plll,... witl plL]) ¢ Tupley,, .,y then foranyl € [L —1]and s € [my], we
define the operators T; ; and V, ; applying on 0 as follows

Tis(0)x = 6lk, k#LI1+1,

wll pl]
Tis(0))1 = ([ wll , [ pl! D ,

s[Lmy 4]
7;5 9 ’l+1 = <|:W[l+1]/0m1+1><1:| /b[l+1]> 7
k = (Okamkflloka]_) 7 k # l/l _'_ 1;

1= (0(m1+1)><m1,1/0(m1+1)><1) ’

_ [1+1] [1+1]
Vl,s 0 |l+1 o ([OmlJrlX(S*l)’ _W[lzmlﬂ},s’ Oml+1><(ml*5)’ W[l:mlﬂ],s} ’Oml+1><1) )

We define one-step splitting embedding T)'; as: For any 6 € Tuple (o,
7;?;(9) = (Tis +aVy5)(0).

..,mL}/
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Figure 4.2: lllustration of one-step splitting embedding. The black neuron in the left network is split into the
blue and purple neurons in the right network. The red (green) output weight of the black neuron in the left net
is split into two red (green) weights in the right net with ratio (1 —«) and &, respectively. This is also illustrated
in [24].

An illustration of one-step splitting method is shown in Fig. 4.2l

Remark 4.2. The parameters 7,7 (68) and 7,%(8) correspond to a L-layer NN with width
(mo,--- ,my_q,my+1,mq,--- ,mp) since 7, and T are one-step embeddings.

Remark 4.3. We observe that 7,7 and 7,%, can be applied on the neural network parameter

0 of any given NN({m;}} ) of proper depth and width, hence the domain of 7% and 7}
is not limited to a specific Tuple (o mp} Instead, the extended domain of 7,7 and 7
assembles all possible tuple class, i.e., if we denote the extended domain of 7;"6 by D,
then

DZ,O = |_| Tuple{nol._.’nL}, (41)
I<L

and if we denote the extended domain of 7/ by Dy 5, then
D)= |_| Tuple{nol___ Y (4.2)
I<L,;s<n;
where | | refers to the disjoint union of different tuple classes.

By the above remark, we may extend 77’6 and 7;”; to their extended domains, and we
identify
Tio: Dio— Do, Tjs: Dis — Dy,

with their restrictions on Tupley,, .., 1 for some given NN({m}r ).
Theorem 4.1. One-step null embedding and one-step splitting embedding are critical embeddings.

In order to prove Theorem [ we need Lemma[dJland Lemma£2] where Lemma[4.2]
has already been presented previously in our conference paper [24, Lemma 1].
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Lemma 4.1. For any one-step null embedding T%, given any NN({m;}\-_,) and its parameters
Onarr € Tuple (o, .} with Tuple (o my} € D o, we have Oyige 1= l%(ﬂnarr) satisfies the
following conditions: given any data S, loss ¢(-, -) and activation o(-), forany 1 € [L —1],

(i) feature vectors in

! ! T
Foset fo,, = oo fort € [Land ' #1, £y = [(fy) )T,o()]’;

(ii) feature gradients in

.
Go,,.,.: géw}lde —ggnarr forl € [L]andl' # 1, ge = [(gg} )T,a(l)(zx)} ;

narr

(iii) error vectors in

Zﬂw1de [Bl‘,lld o Zenarr fOT l/ [ ] ﬂnd l, # l/ Z[Bl\}'vi o [ [l] O:| T;

Gnarr

(iv) T} is injective for all a;

(v) T} is an affine embedding for all .

Lemma 4.2 (Lemma 1 in [24]). For any one-step splitting embedding T/, given any
NN({ml}lL:O) and its parameters Onarr € Tuple{mol.,,’mL} with Tuple{mol.,,’mL} € Dy, we have
Owide := T,%(Onarr) satisfies the following conditions: given any data S, loss £(-, -) and activation
o(-), foranyl € [L —1],

(i) feature vectors in

/ / T
FGWide: B[lw]ide - f[fnirr'for l, € [L] and l/ ?é l, fe[lvlide - [(fe[ljarr)-r’ (fe[ljarr)s] ’
(ii) feature gradients in

i
Gouac’ 80,0 = 8o for ! € [Land 1 £ 1,85 = [(gy) )7, (84),.)]

(ii1) error vectors in

Zoui 7y =z forl € [L]andl #1,

w1de Gwide

o [m T 1] T oy T
ZGWide_[(Zenaﬂ)[lzs—l]’(l U (Zenaff)[s+1:mz] ("“a")s}’

(iv) T is injective for all .

(v) T}'s is an affine embedding for all a.
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Directly from Lemma £.1l and Lemma [4.2] we obtain that both one-step null embed-
ding (Proposition4.T) and one-step splitting embedding (Proposition4.2) satisfy the prop-
erty of output preserving and representation preserving, and all we need is to check the
property of criticality preserving. We remark that Proposition4.2/has also been presented
previously in our conference paper [24, Proposition 1].

Proposition 4.1. For any one-step null embedding T}, given any NN ({m; }_ ) and its parame-
ters Onarr € Tuple oy} with Tuple (o, my} € D, we have Byige 1= l:’(‘)(ﬂnarr) satisfies
the following conditions: given any data S, loss {(-,-) and activation o(-), if VgRs(Onarr) = 0,
then VBRS<9wide) =0.

Proposition 4.2. For any one-step splitting embedding T, given any NN ({m; } L o) and its pa-
rameters Oparr € Tuple{mo,---,mL} with Tuple{mor___,mL} € Dy 5, we have Oyyige := lf’;(ﬂnarr) sat-
isfies the following conditions: given any data S, loss £(-, -) and activation o (-), if VRs(Onarr) =
0, then V6R5<9wide> =0.

Combining altogether Lemma .1, Lemma 4.2 Propositiond.1land Proposition 4.2 we
finish our proof for Theorem .11

4.2 Composition of one-step embeddings and the Embedding Principle

We firstly define the composition of two embeddings, which readily leads to the multi-step
embedding operation. (A formal definition of the composition of two embeddings can be
found in Appendix[Cl)

Definition 4.5 (Composition of two embeddings, Informal). For any two embeddings T and
T', for any 0 in the domain of T, the operator T'T defined as T'T (0) := T'(T(0)) is also an
embedding, and we term T'T the composition of T' and T

For simplicity, for any K € Z*,K > 2, we denote hereafter ]—[{il T, :=Tk--- T as the
composition of K individual embeddings {77}{;1. ForK=1IT_, 7 :==T1.

Definition 4.6 (K-step (Multi-step) composition embedding). Suppose we have two vectors
= (), ke [L—1], a = (a)K, c RK, and a sequence {ml(o)}lL:1 with ml(o) := my for
| € [L]. Then given an NN({m;}}_ ) and its parameters 6, a K-step composition embedding,
T Tuple{mor___,mL} — Tuple{mar___,m/L} with K = ZIL;11 m; — ZIL;11 my, is defined recursively by
the composition of K one-step null embeddings or one-step splitting embeddings.

Formally speaking, a K-step composition embedding T /% is defined recursively as follows:

Forn =1, choose s1 € [ml(lo)] U {0}, then

A1) _ —
7;2( ) T ,Ef,lsl - llrsl _'_ alvllrsl'
0L (WL o (D — o (0) _
Update the sequence from {m;’}_; to {m,” }_; following: m, m, " forl € [L—1]\{hL},
(1) (0)

andm,”’ =m, ’ +1;
I I
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Then inductively, for n = k, choose sy, € [ml(f_l)] U {0}, then

ﬂu,(k) = T 7—11;,(k—1).

,S - lkrsk

Update the sequence from {ml(k_l)}lL:1 to {ml(k)}lL:1 following: ml(k) = ml(k_l) forl € [L—
1\{Ix}, and m®) = ml(kfl) +1.

Iy A
Finally, T := T~ := I“Sr(K)_

Remark 4.4. For each i € [K], 7,/ is regarded as its restriction on the tuple class
Tuple{méi*”,---,mf*”} € Dy, hence

N
7;1

isSi

: Tuple, (i i_1. — Tuple N
Ple i) .l Ple i . iy

Theorem 4.2. A K-step composition embedding is a critical embedding.

The composition of one-step embeddings renders a feasible method to embedding any
critical point of the loss landscape of a narrow NN to a critical point with the same output
function of any wider NN, therefore, we have the following Embedding Principle.

Theorem 4.3 (Embedding Principle). Given any NN and any K-neuron wider NN, there exists
a K-step composition embedding T satisfying that: For any given data S, loss function £(-,-),
activation function o (-), given any critical point 05, of the narrower NN, 65 ;. := T (05,,) is
still a critical point of the K-neuron wider NN with the same output function, i.e., foc = foc o

W!

Proof. Existence of a K-step composition embedding 7 can be seen from the K-step con-
struction given in Definition4.6] and we finish the proof. O

Moreover, we obtain a corollary from Theorem (4.3 stating the Embedding Principle for
the critical functions.

Corollary 4.1 (Embedding Principle of critical functions). Given any NN and any wider NN,
for any given data S, loss function £(-,-) and activation function o(-),

Frarr € Frvider 4.3)
where Fue = {fol0 € O, } and FS

wide

= {fo|0 € ©F ., } are the sets of critical functions.

wide

4.3 Importance of Embedding Principle

Mathematically speaking, Embedding Principle is a natural result of an embedding op-
eration that preserves output function and criticality. However, we must emphasize the
importance of stating and proving it explicitly in this work. For a long time, researchers
study the loss landscape of NN from an optimization perspective focusing specifically on
its property in the parameter space. Lots of works make effort in tackling problems like
whether bad local minima exist, whether local minima are also global minima and whether
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Figure 4.3: (a) The training loss of a two-layer tanh neural network with 500 hidden neurons. (b, ¢) Red solid:
the DNN output at a training step, where the blue dot and the orange dot in (a) corresponds to (b) and (c),
respectively; Black dashed: the output of the global minimum of the width-1 NN in (b) and the width-3 NN in
(c), respectively; Blue dots: training data. This is also illustrated in [24].

all saddle points are strict-saddle points, etc. However, because the loss landscape of NN
also has profound impact on its implicit regularization and generalization performance, it
is important to look into the loss landscape from the perspective of function spaces.
Motivated by the phenomena of Frequency Principle [14-H18] and condensation [11]],
we are very interested in the question of what are the critical functions of an NN loss
landscape that may attract the training trajectory in the function space. Specifically, we
care about whether there are “simple” critical functions in wide NN that may implicitly
regularize the training to help avoid overfitting. For example, in our experiments shown
in Fig. 1.3 we clearly observe that the training of a width-500 two-layer tanh-NN in fit-
ting 50 data points experiences two stages. At the first stage, it learns an output function
close to the best fitting of the width-1 tanh-NN and stays for a while, seemingly that it
encounters a saddle point. At the second stage, it converges to an output function close
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Figure 4.4: lllustration of the Embedding Principle for the critical functions of (a) two-layer width-m NN and (b)
three-layer width-{my,m} NN. (c) Some critical functions of width-500 tanh-NN predicted by the Embedding
Principle for experiments in Fig. [£3]

to the best fitting of the width-3 tanh-NN, which interpolates all the data points. Clearly,
the complexity of the output function of the width-500 NN gradually increases during
the training, leading to a non-overfitting interpolation of data despite of possessing over-
titting capability. However, before studying the universality of such training behavior
clearly relevant to generalization, it is important to have a theoretical answer to whether
such “simple” critical functions always exist even in very wide NNs.

By stating and proving the Embedding Principle explicitly, we provide a clear answer
of “YES” to above question. Moreover, we unravel the exact meaning of “simple” critical
functions—critical functions of narrower networks. An illustration of critical functions of
a two-layer width-m NN and a three-layer width-{m1,m;} NN predicted by the Embed-
ding Principle are shown in Fig.[d.4(a), (b), respectively. Critical functions of the width-500
tanh-NN for experiments in Fig. [4.3]are illustrated in Fig. d.4(c). Note that, by Frequency
Principle [14-18], we consider functions dominated by low frequency components as “sim-
ple” functions that training of an NN is implicitly biased to. Here, by Embedding Principle,
“simple” functions are those critical functions of narrow NNs, which signify a hierarchical
structure of fittings of training data with different complexities indicated by the narrowest
NN a critical function belongs to. Combining with empirical observations of Frequency
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Principle and condensation, we conjecture that nonlinear training of an NN is implicitly
biased towards these “simple” critical functions. Itis clearly important to look further into
this conjecture in the future works.

5 General compatible critical embedding

Understanding the critical points/manifolds and their geometry of NN loss landscape is
an important open problem in deep learning theory. To further advance our study along
this direction, the Embedding Principle proven above inspires us to treat NN loss land-
scape of different widths and their critical points/manifolds as a unified object linked by
the critical embeddings. These explicit critical submanifolds embedded from narrower
NN are subsets of the critical point set of a given NN. The study of them could provide
lower bounds of important geometric properties of the critical point set such as dimen-
sions of critical submanifolds (associated to the degeneracy of critical points). Clearly,
the more critical embeddings we discover, the larger embedded critical submanifolds we
uncover explicitly, and the tighter lower bound estimation we may obtain.

To define a general compatible embedding from a narrow NN to a wide NN, we first
define mappings that establish the relation between neuron indices of the narrow NN and
neuron indices of the wide NN.

Definition 5.1 (Pull-back index mapping and total index mapping ). Given an
NN ({m;}f- ) and a wider NN({m|}}_), a pull-back index mapping I := {I;}L , from
the wider NN to the narrower NN is defined as follows: For any fixed | € [L — 1], Z; maps a
neuron index s' € [m)] of the wider NN({m}}-_,) in layer I to a neuron index s € [m;] LI {0} in
the same layer of the narrower NN({m;}}-_). As for the case of | = 0 and | = L, Iy and I; are
always the identity maps since their indices are fixed once data is given with m{, = my = d and
mp =myp =d'. Tosum up

To: [mo] — [mo), Zr: [m)] — [m]U{0} forl € [L—1], I :[m]}] — [mL]. (5.1)
Moreover, for any nonzero index s # 0, if ;' (s) # @ foralll € [0 : L], we say that T = {I;}L
is a total (pull-back) index mapping.

Lemma 5.1. For any affine embedding T : Tupleg, . ., — Tuple{m,O/___,m,L} satisfying the
output preserving property, if there exists a total index mapping T = {ZI;}=_, from NN ({m}-_)
to NN({m;}}-_,) and auxiliary variables B = {,B][.Z] ER|I€[0:L]je m\Z1(0)}, such

that for any given neuron belonging to NN ({m]}I_), located in layer l with index j, the following
two statements hold

DT #0, (fo )i = (fon )z and (g )i = B (eqs )1,
(i) I T,(j) = 0, (fy. )j = Constand (eg ); =0,
then T is a critical embedding.

wide
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Next, we propose a general compatible embedding method, where above embedding
methods including one-step embedding and K-step composition embedding are its special
cases.

Definition 5.2 (General compatible embedding). Given an NN({ml}lL:O) and a wider
NN({m)}:_), then for any total index mapping T = {I;}L, from NN({mj}5 ) to
NN({m;}_), and for any tuple o := {am,ag],‘-~ (L] oc[L} € Tupley,, . .y satis-
fying some compatibility conditions (see Condition [l and Condition [2), we deﬁne a gen-
eral embedding T} : Tuple{mol___,mmL — Tuple{m(),___,m,L y as: For any parameters Oparr =

<Wr[111}rr/ bgz}rr/ Ty Wr[élr/ bLLa]rr) € Tuple{mo,---

mp}

TE (Onare) = (e o WL, !+ b1}

inter’ & inter” """ 7
1 I I
[ ! I/\/1[n}ter’ [ ] + bl[rlter’ Tt
L L L
[L] °© I/vl[nt]er’ [ } bl[n’}cer>’

where

vvlgl‘}ter = [< r[lgrr)fz( i), Zp - 1(]')] ’ bl[gter - <<bﬂrr)11(k))

forl € [L]with i, k € [m], j € [m_,], and o is the Hadamard product.

Remark 5.1. Since Z; : [mj] — [m;] U {0} for I € [L — 1], and the components in WI[QH

and bgz]m are not defined for zero indices, i.e., no definitions can be found for (wrﬂrr)o].,

(Wr[lgrr)io, (bﬂrr)o, forany ! € [L — 1] withi € [m;] and j € [m;_1] U {0}, for convenience
y ]

of expression, we set (WI[QH)OJ- =1, (WIEQH)Z-O =1, and (bEjH)o = 0, with i € [m;] and
j € 1] U{0}.
Now we proceed to state out the certain conditions for the tuple

n= {tx[l},txk[)] el ]} € Tuple{m ;) (5.2)

in Definition

Condition 1 (Compatibility conditions I (see Fig. b.1] for illustration)). The elements
{a«lM}}_in satisfy that: there exists a collection of auxiliary variables

/ ; -
pi={peRj1c0:1], je M\ (0)}
such that
o B! =1fork € [m}]. (Since Ty is the identity map, Z;(0) = ©).

e Forward conditions:
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Figure 5.1: lllustration of forward and backward compatibility conditions I for a/).

- Effective neurons If_ll (s) forward to an effective neuron i: For i ¢ Ifl(O), s €

[ml,l],wehavezjEI ()& H =1;

- Effective neurons 7, (s) forward to a null neuron i: Fori € 7 1(0), s € [m_1],

we have Zje I ¥ [ ] —0

e Backward conditions:

— Effective neurons I_l(k) backpropagate to an effective neuron j: For j ¢

Il_1( ), k € [m;], we have Zzez o) '31[1] 1[]1] _ ,B][.l_l];

— Effective neurons Z; ' (k) backpropagate to a null neuron j: For j € Z,;}(0),
k € [m;], we have ZZGI k)ﬁ“ = o.

1

The compatibility conditions for {ag] } IL:1 is stated in the following. In order for that,
we need another collection of auxiliary variables B, := {(bL”)i eR[I€[0:L]i
Z,1(0)}. We term B, the effective biases for null neurons.

Condition 2 (Compatibility conditions II (see Fig. for illustration)). The rest of the
[

elementsin, i.e., {txb }IL:1 satisfy that: There also exists a collection of auxiliary variables,
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Figure 5.2: lllustration of compatibility conditions Il for a;".

termed the effective biases of null neurons
B, = {(b!}l)i eR|I€[0:L], i€ 11—1(0)},

we have
e Effective neurons: (ag})i =0forany! € [L] withi ¢ Ifl(O);

e Null neurons If}l (0) forward to a null neuron i: fori € Il_l(O), s = 0, we have
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Figure 5.3: lllustration of the forward conditions for split neurons in compatibility conditions . The sum of the
input weights from neurons that are split from the same previous neuron to a post neuron should be equal to the
weight from the previous to the post neuron.

Yjez 1 (0) %j o)) + (), = o),

e Null neurons Z, *11 (0) forward to an effective neuron i: for i ¢ Ifl(O), s =0, we

) I-1 l
have ¥ o) a0 (b2 1))) + (a) )i =

We then illustrate the general compatible embedding as follows. First, we illustrate an
example of the general compatible embedding without null neurons through the forward
conditions in Fig. and the backward conditions in Fig. 5.4l Second, we illustrate the
conditions related to null neurons in Fig.



J. Mach. Learn., 1(1):60-113

Backward

I @)s =w,

13 99 )1(

(@)1 + Wik (g2 (24 (2)):2

Backward conditions
Fork # 0, anyl € [L],
if j & Z71(0),
[ l -1
Sy ol = 8
if j € Z71(0),
l l
Cier i @i =0
Note: 6 := Oparr, @ = Ouide-

[1]

(g = e W 7" (@) + b))

1— 1] 1] U U
@) By (2 ()1 + oy, Wi (g

3(99')

0‘14

+Otiil]4 2[1]3 (991 )

(a8 + o, B YW (g1 (2 ”( M1
cond <(°“48 +ay, B YWY (g5)2 (29 ()2
) (Zgz 1](m

%
,@l 1) (ea )3

<7

preserving zero gradient

N4

criticality invariance

3 (Zl ()2 + a44 23(.%/

(el M)

Figure 5.4:

82

Illustration of the backward conditions for split neurons in compatibility conditions I. The gradient

of the loss w.r.t. to the neuron output of the wide network is proportional to the gradient of the loss w.r.t. the

corresponding neuron in the narrow network.

Theorem 5.1. General compatible embedding is a critical embedding.

Remark that we later name it as general compatible critical embedding in this work.

5.1 Special cases of general compatible critical embedding

In the following, we present some special cases of general compatible critical embedding.
Specifically, the three-fold global splitting embedding is the key to the proof of a necessary

condition of a “truly-bad” critical point in Section 6l
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Figure 5.5: lllustration of compatibility conditions for null neurons. Red: The input from effective neurons split
from the same neuron should cancel out. Yellow: the effective bias of a null neuron is the sum of its bias (can
be any value) and its input from other null neurons. Purple: The added null neurons have constant input to
the effective neuron, which would be added a bias correction to cancel the constant input. Purple+Green: the
backward condition of a null neuron leads to the zero gradient.

Definition 5.3 (Splitting embedding). For a general compatible critical embedding ‘TF, if there
is no null neuron in the embedded NN, i.e., I, *(0) = @ for any 1 € [L — 1], then we call T* a
splitting embedding.

Definition 5.4 (Null embedding). For a general compatible critical embedding T, if only null
neurons are added, i.e., #Il’1 (0) = m; —my forany 1 € [L — 1], hence there is no neuron splitting,
ie., #Il_l(s) =1foranyl € [L —1],s € [my], then we call T} a null embedding.

Remark 5.2. One-step null embedding and its multi-step composition are special cases of
null embedding. Similarly, one-step splitting embedding and its multi-step composition
are special cases of splitting embedding. Multi-step embedding composed by a mixture

of one-step null and splitting embedding is a special case of general compatible critical
embedding.

Example 5.1 (A three-fold global splitting embedding). We define the operator Tgiobar ap-
plying on 0 as follows

witl bl

Tatobal(0)[1 = | | WO, | Bl | ],
wlil pll
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wil o 0 bl
7:810ba1<9>|l: (|: 0 W[l} 0 },|:bm ]); lE[Z:L—l],

0 o wll pll]
Taobal(0)]1 = ([WH, Wi, —wlHl] plt))

Remark 5.3. For this global splitting embedding, m| = 3m; and Z; '(s) = {s,s +my,s +
2m;} forany I € [L — 1] and s € [m;]. Moreover, for [ =1,

1m1><m0
alll = |:1m1><m0 ’

17}11 XMmy

1]

“b = 03m1><1/
and for ! € [2: L — 1], we have
lmlxmlfl Omzxmzf1 Omzxmzf1
“[l] - Oleml,1 1m1><m1,1 07’11><T!1171 7

Omz Xmy_q Omz Xmy_q lmz Xmy_q

l
“][3] = 03m1><1/

and
ol = [y somy o Vigsemyy —Limgxmg 4]
ocLL] = 0y x1-
Moreover, for any ! € [L —1], ﬁy} = 1whenj € 2m] and ,B]m = —1whenje€ [2m+1:

3m;]. It is a special case of splitting embedding.

Example 5.2 (A two-fold global null embedding). We define the operator 7gN applying

on 0 as follows
wll bl
Ton(8)|1 = ([ 0 ] [ pll | )

1] blll
Ton(0)] = ([M(I) g}, [ bl D ,
Ton(0)l = ([wH,0] 01},
]

where b, takes an arbitrary real vector of the same dimension as bl"! for any I € [L —1].
Remark 5.4. For this global null embedding, m) = 2m;, Z; (s) = {s} and Z, }(0) =
[m;+1:2m] forany ! € [L — 1] and s € [m;]. Then for ] =1,

21— [1m1xmo] ,

mq Xmg
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and for ! € [2: L — 1], we have

a[l} — [1mlxm11 0m1><m11:| ,

mypXmj_q Omlxml,l

! 0, %1

and
alt) = [1mL><mL—1 OmLXmL—l] ’
L
DLL } = OTHL><1'

Moreover, for any ! € [L — 1], (bw)i = (bﬂ)i—ml fori € [m;+1:2my]. Itis a special case
of null embedding.

6 Analysis of critical points/submanifolds by critical
embeddings

6.1 Degeneracy of critical points/submanifolds

A key observation to the critical embeddings proposed above is that it is not unique. Ac-
tually, given any NN and a wider NN, there is a class of critical embeddings. Therefore,
any critical point can be embedded to a set of critical points in a wider NN. By a K-step
composition embedding, because embedding 7;:)‘;1 at each step i has one degree of free-

dom parameterized by «; given /; and s;, one critical point in general can be embedded
to a K-dimensional critical affine subspace, which provides a lower bound to the degener-
acy of embedded critical points. Precisely, in [24], we prove the following theorem using
composition of one-step splitting embeddings.

Theorem 6.1 (Theorem 2 in [24]). Given an NN({m;}} ) and a K-neuron wider
NN ({m]}L_), then for any critical point 6%, = (W, b1, ... WL blL) satisfying Wl
0 for each | € [L], 0%, can be critically embedded to a K-dimensional critical affine subspace
Muyide = {Bwide + L8 a;pila; € R} of loss landscape of NN({mj}l-_,). Here 8ge :=
(H{il 7?1,51)<9narr) and pi = Tpse = Vs, Tiy,sy (Onarr), where s; # 0 forall I € [K]. (The
definitions of V), 5, and Ty, 5 can be found in Definition d.4]).

151

In addition, in this work, as we propose above a wider class of general compatible
critical embeddings, we attempt to obtain a better estimate of the dimension of critical
submanifolds corresponding to any given critical function fgc of a narrow NN. A gross
estimate yields the following heuristic argument.
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Heuristic argument. Given any total index mapping Z, the degree of freedom of all
possible a for general compatible critical embedding 77 to a K-neuron wider NN is
K+ ZlE[L] KiK;_4, where K; = m; —my, and K := ZZG[L—” K;.

Justification. By the definition of general compatible critical embedding, {txm}lL:1 and
auxiliary variables B = { ,BE-” € R|I € [L],j € [m]]\Z; *(0)} with ﬁ,[{L] = 1 satisfy forward
and backward compatibility conditions.

1

Step 1: We first observe that ), €T (s) ,B[-” = 1 for any s € [m;]. Thus, B has K — m
degrees of freedom, where m,,j; is the number of null neurons.

Step 2: Given any such B, we now consider the degrees of freedom for {a!/}} . Note
that forward and backward conditions are not independent of one another because

L% k- xolei- ¢ oA

J€T (s)i€Z (k) i€Z; (k) J€T A (s)
automatically holds for the given B. Therefore, there are mjm;_y + mym)_; — mym;_; in-

dependent linear equations for m/m/ , parameters in all for each layer I, resulting in
P q m_1 P y 8
Y KiKj-1 degrees of freedom in total.

Step 3: Given any effective biases B, as auxiliary variables for all null neurons and
U

any !/l satisfying forward and backward conditions, (ap'); is uniquely determined for all
neurons in the wide NN. Therefore, there are m,,,;; degrees of freedom in B,.

In the end, the degrees of freedom in & is the summation of degrees of freedom in

auxiliary variables B, degrees of freedom in {al’l }L | given B and additional degrees of
freedom in B for all null neurons, which add up to K + Lier) KiKi—1 degrees of freedom.

Intuitively, degrees of freedom in critical embedding 7 transform into dimensions
of critical submanifolds, resulting in a higher estimate of degrees of degeneracy K +
Y1e(1) KiKj-1 in comparison to K obtained by multi-step composition embedding in [24].
We note that the nonlinear coupling between « and B in general results in non-affine
curved critical submanifolds for three-layer or deeper NNs containing the correspond-
ing K-dimensional critical affine subspaces identified in Theorem [6.1l A more rigorous
estimate requires careful handling of the nonlinear coupling. We leave it to later works.

6.2 Irreversible transition to strict-saddle point

In this subsection, we look further into the transition between different types of critical
points, e.g., local minima, saddle points, through critical embeddings. We are specifically
interested in the transition of a critical point to a strict-saddle point due to its good opti-
mization guarantee detailed in [22]. Strict-saddle point is defined as follows.

Definition 6.1 (Strict-saddle). 0 is a strict-saddle point of loss landscape Rg(-) if
(i) VRg(0) = 0;

(ii) Hessian matrix Hg(0) has at least one negative eigenvalue.
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Based on above definition, we prove the following irreversibility property for any criti-
cal embedding, which guarantees that a strict-saddle point always embeds to strict-saddle
points.

Theorem 6.2. Given an NN ({m;}_) and any of its parameters @ € RM, for any critical em-

bedding T : RM — RM' to any wider NN ({m}}_ ), the number of positive, zero, negative
eigenvalues of Hg (T (0)) is no less than the counterparts of Hs(6).

6.3 “Truly-bad” critical point

The above irreversibility property of any critical embedding provokes the following
thought about a conventional bad local minimum: for any bad local minimum of a given
NN, if it can become a strict-saddle point in wider NN, then it should not be a problem
as we can simply use a wider NN in practice. However, there is still a “truly-bad” situa-
tion in which a critical point may never become a strict-saddle point through any critical
embedding. In the following, through proving a stringent necessary condition for such a
“truly-bad” critical point defined below, we justify its rarity, hence providing a potential
mechanism to understand the easy optimization of wide NNs widely observed in practice.

We denote hereafter that A >~ B if and only if A — B is a semi-positive definite matrix,
and A > Bif and only if A — B is a strictly positive definite matrix.

Definition 6.2 ("Truly-bad" critical point). Given any data S, loss {(-,-) and activation o(-),
for any NN, if there exists a critical point 8¢ € OF satisfying that:

(i) 6° is not a strict-saddle point [22), Definition 1];
(ii) For any critical embedding T, T (6°) is also not a strict-saddle point,

then we term this critical point a "truly-bad” critical point.

We would like to introduce some additional notations in order to state Lemma and
Lemmal6.2] We denote

a1 () = 21 Esd;(fo, f*)V g1 (Fo)i (Vi (fo))) "
L,j=

and

my,
HP 0) = Y Esaig(farf*)l’vglve[*”vﬂ[“” (f‘gL_”)]"
ij=1
We denote further that HgLfﬂ (0) := Hél)r[Lfl] (0) + H§2)’[L71] (6). Obviously, Hél),[Lil} (6),

Héz)’[Lfl] (0), HgLiH (0) € RMEIxMEY 3nd we state Lemma 6.0l and Lemma 6.2 as fol-

lows.

Lemma 6.1. Given any data S, loss {(-,-) and activation o(-), for any NN, if a critical point
0¢ € OF satisfies:

(i) Hs(6°) = 0;
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(i) HP'E"(6¢) # 0,

then there exists a general compatible critical embedding T, such that T (6) is a strict-saddle
point.

Lemma 6.2. Given any data S, loss {(-,-) and activation o(-), for any NN, if a critical point
0¢ € OF satisfies:

(i) Hg(6°) = 0;
(ii) HAM Y (60) = o;
(iii) H(6°) # 0,

then there exists a general compatible critical embedding T, such that T (6°) is a strict-saddle
point.

Theorem 6.3. Given any data S, loss £(-, -) and activation o(-), for any NN, if a critical point 6°

with Hs(0°) = 0 satisfies Héz) (6°) # 0, then there exists a general compatible critical embedding
T such that T (6°) is a strict-saddle point, i.e., Hs(T (6°)) has at least one negative eigenvalue.

Proof. This can be directly obtained by Lemmas|6.1land O

Theorem (short version of Theorem[6.3). H éz) (6°) = 0is a necessary condition for a critical
point 8¢ being a "truly-bad" critical point.

7 Conclusion and discussion

In this work, we prove the Embedding Principle that loss landscape of an NN contains
all critical points/functions of all the narrower NNs. We define the critical embedding,
which serves as the key tool not only to the proof of Embedding Principle but also to
the study of the general geometry of loss landscape. Importantly, we discover a wide
class of general compatible embedding, by which we obtain rich understanding about the
critical points/submanifolds, e.g., lower bound of their degree of degeneracy, their easy
and irreversible transition to strict-saddle points.

The general compatible embedding proposed in this work unravels that the critical em-
bedding in general is not limited to the composition of one-step embeddings, but instead,
it can be a collective operation. As a consequence, all critical points embedded from a nar-
rower NN form high-dimensional critical submanifolds, which in general are not affine
subspaces for three-layer or deeper NNs. It is interesting and important. However, it re-
mains a problem for the future study about whether the general compatible embeddings
in certain sense are all the critical embeddings.

Embedding Principle provides an integrated view about loss landscapes of NNs with
different widths. Specifically, it informs us that a specific bad local minimum in a NN
with a fixed width may not be a big deal for optimization as long as it can become a strict-
saddle point in wider NN, i.e., not a “truly-bad” critical point. In this work, we prove a
stringent necessary condition for a “truly-bad” critical point. Still, it remains a problem
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about whether non-trivial “truly-bad” critical points indeed exist, and whether they are
indeed a headache for optimization. We remark that complementary to the study of the
“truly-bad” critical points, we also need to further study whether NNs can generate new
bad local-minima forever when they become wider and wider to better understand the
easy optimization of wide NNs.

We emphasize that Embedding Principle provides a function space view on the criti-
cal points /submanifolds of loss landscape, which is of great importance for studying the
implicit regularization and generalization of NNs. In recent years, it has been more and
more clear that optimization and generalization are heavily intertwined with one another
for deep learning. Therefore, one can not expect to develop a deep learning theory with
optimization theory and generalization theory established separately. Yet, for a long time,
the study of loss landscape focuses mainly on the parameter space in pursuit of an opti-
mization guarantee. On the other hand, the study of generalization focuses mainly on the
function space, failing to incorporate the geometry of loss landscape in parameter space
which is key to the training. Now, by the Embedding Principle, we see a hierarchical struc-
ture of critical functions of different complexities of the loss landscape, which originate
from loss landscape with clear optimization implication while being amenable to the anal-
ysis of complexity with clear generalization implication. Such a critical function hierarchy
reflects the degree of matching between the NN architecture and data, i.e., if critical func-
tions of narrow NN attain low training error, then the NN architecture well matches the
target function and may obtain a well generalized solution through training like in Fig.
4.3] Even though more works need to be done to unravel the full details and implication
of this critical function hierarchy, we believe it is an important piece and may be a key to
the deep learning theory.
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A Theoretical details

Lemma (Lemma [4.1] in main text.). For any one-step null embedding 7§, given any
NN({m;}_,) and its parameters Opnarr € Tuple (g, myy With Tupleg, - v € Dyo, we
have 04 := 7, (Onarr) satisfies the following conditions: given any data S, loss £(-, )
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and activation o(+), forany ! € [L —1],

(i) feature vectors in

By foe = Fone for ! € [l and 1" 21, fol = [(fo, )T0(@)]
(ii) feature gradients in
U / T
GOy &[uid =gy, forl' € [Llandl' £1, ge = [(g([ﬂ )T,a(”(a)} ;
(iii) error vectors in
ZBWlde [Bl‘,lld = Z[el;er’ fOI' l/ = [L] and l/ # l, Z[Hlx]/vide - [ [elf]’larr 0] T;

(iv) T/} is injective for all &;

(v) 7; o is an affine embedding for all a.

Proof. (i) By the construction of 0.;4e, it is clear that fe fgn] foralll’ € [l —1]. Then
0N _ ([ wh [ %) - Fopa Al
Owide v <|: lem171 f narr + o 0'(0() ' ( : )

1]
& [OmlHX(WﬁU] [ £(r;;r)r ] = Oy yx1.

Note that since

Thus

(7]
I
s = U([WM O 11 [56255

6w1de narr

R Omlﬂxl) farll (a2

Next, by the construction of 8yide, it is clear that fj - [l’] = g;l" forany !’ € [[+1:L].

7] [l ]

(i) The results for feature gradients g5 - = gp - for I' € [L] can be calculated in a
similar way except by replacing o(-) with o1 )( ).
(iii) By the backpropagation and the above facts in (i), we have

Z[eﬁlide - VE('fe[fv]ide’ ) (f[iarr ) [eilarr

Recall the recurrence relation for I’ € [l + 1 : L — 1], then we recursively obtain the follow-
ing equality for I’ from L — 1 down to [ + 1:

AT — w1yt ( ['+1] ogg’ﬂ}) _ (W[z'+1])7( [V'+1] 8&:“]) LA (A3)

z = .
wide w1de wide Onarr Onarr
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Next,
Zglvide - ({W[H”f"mmxl] ta [Ommx(mzﬂ)])T (zg;i Ogg;ﬂ_)
_ [ e |+ [0en] = [0 (A9
Finally,
D[] )
= (WI)T (zg,, 0 8o, ) + Oyt = Zg,n- (A.5)

This with the recurrence relation once again leads to zqu = zgi" foralll’ € [I —1].
(iv) If for 61,0, € Tuple{mol___,mL} and 6 # 0, since T/ | for k # 1,1 4 1 is the identity

map, then if there exists some ko # I,1 + 1, such that Wl[kd # Wz[kd or bgkd + bgkd, then
obviously 7%4(01) # T%(02). If kg = l or kg = I +1, by similar reasoning, 7,%,(61) #
T%5(02).

(v) For 6y = (Wm 1 ] . ,W(gL],b([)u) € Tuple{mol,,,,mL}, we have

01><m171

1] U
(Wm b” . [ W, ] ’ [ b8 ] , [w(gl“],Ommxl] ,bg“},--- ,ng],b([)LQ ,

obviously 7}% is a linear operator, thus )0 is an affine operator. O

Lemma (Lemma d.2]in main text). For any one-step splitting embedding 7%, given any
NN({m;};_;) and its parameters Onarr € Tupley,, . .,y With Tuple;,, . € Dj;, we
have 6yide := 7/ (6narr) satisfies the following conditions: given any data S, loss £(-, ")
and activationo(+), forany ! € [L —1],

(i) feature vectors in

Foi fo,, = Fonforl' € [Land /24, ) = [(Fl )T (£ 0o

(ii) feature gradients in

! T
GﬂWlde g[elvjlde ggn}arr fOI' l, [ ]and l, ?él g@ ide [<gél]1arr>T <g“ ) } ’

Bnarr
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(iii) error vectorsin Zg___ : zg] = zg/] forl’ e [L]and I' #1,

m (T 1 0 o\T my "
Zewide o |:(Zenarr) [1:571] / (1 )(Zenarr) 57 ( Bnarr) [S+1 ml] ( Gnarr)s ’

(iv) T}% is injective for all «;

(v) T/; is an affine embedding for all a.

Proof. (i) By the construction of 6.;qe, it is clear that fg[lw/}ide = g[lr:lrr foralll’ € [l —1]. Then

wll plll [1]
e e )L )
6wide ( [ Ws[,[}lzml,l] narr by] (f[irr)

1
[1+1] [1+1] arr .
o (O 5-1) = Wit Oy o= Witoms 1 [ (f:T )s ] = Pt

Note that

Thus

I+1 f
fe[vji—dj =0 ([W[H_H/Omlﬂxl} [ ( (-l)arr

narr

01 + B omml) for-
(A7)

Next, by the construction of 8yide, it is clear that fp - [l'} = H[err forany !’ € [[+1:L].

(ii) The results for feature gradients gg:v}i = g[elnlrr for I’ € [L] can be calculated in a
similar way except by replacing o(-) with o1 )( ).
(iii) By the backpropagation and the above facts in (i), we have
L L L]
2yl = VIS Ly =V

wide narr

y) = L]

narr

Recall the recurrence relation for I’ € [l + 1 : L — 1], then we recursively obtain the follow-
ing equality for I’ from L — 1 down to ! + 1:

21 = (WIT (0 o gy ity (o ) G (ag)

wide w1de w1de narr narr Onarr

Next,

L I+1 (1+1]
Z0yide <{W[ ]’0m1+1X1] o [Omulx( -1)s _W[lzmlﬂ],s’Omz+1x(m1—5)’

Wima] ) (20t o800
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O(S—l%xl
l
= Z[elr]'[arr —+ a (Z[Gnarr )S
i O(ml—s)xl
(zp,,,)s
el l l l T
= _<Z[Bl}1arr>-[rlis—1}’ (1 - a><Z[Blarr)S' <Z[Blarr)-[|;+1iml]'a<Z[Bl}1arr>S:| ' (A9)
Finally,
O(S—l%xl
S o N [ B R Y
a Zenarr)s
= (W (z4,,, 2 80,,.) + O 11 = Zo,,, (A.10)
This with the recurrence relation once again leads to zggide = zgi“ foralll’ € [I —1].

(iv) If for 01,6, € Tuple{m(),___,mL} and 071 # 6,, since 7?’; |k for k # 1,1+ 1 is the identity
map, then if there exists some ko # [,1 + 1, such that Wl[kd # Wz[kd or bgkd # bgkd, then
obviously 75 (61) # T/(62). If ko = I or kg = I +1, by similar reasoning, 7/%(61) #

(14
l,5<92>'

(v) For 6y = (ng}, b([)l],- .., W()[L],b([)u) € Tuple{mol. we have

..,mL}/

Ti%(80) =T (60) — T/ (0)

[1] U
_ (Wit pl] W, ] [ ! ] .
= W /b PRI 7 4 ([» ) m J1:s—1)

( v [(ng})s,u:mll] (bg])s { 0 /[Lampy] [Lis—1]

141 141 141
(1-a)(Wy " })[1:ml+1},5/ Wy ])[1:ml+1],[s+1:m1]/a(w(£ ’ ])[me},s] ,

I+1 L L
o+, Wl b,

obviously 7}% is a linear operator, thus 7}“ is an affine operator. O

Directly from Lemmal.Tland Lemma4.2] we obtain that both one-step null embedding
and one-step splitting embedding satisfy the property of output preserving and represen-
tation preserving, and all we need is to check the property of criticality preserving.

Proposition (Proposition d.1lin main text). For any one-step null embedding 7/, given
any NN({ml}leo) and its parameters Oparr € Tuple (o, my} with Tuple (o, my} € Dy,
we have 040 := 7?’6 (Onarr) satisfies the following conditions: given any data S, loss £(-, -)
and activation o (-), if VgRg(6narr) = 0, then VgRg(6yige) = O.
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Proof. Gradient of loss with respect to network parameters of each layer can be computed
from F, G, and Z as follows

\V4 Wi’ Rs(ﬂ) VW[Z/ ]Esé(fg Eg (( [l]> [l 1})1’)[
V,inRs(8) = Vi Esl(fo(x) ( 1, ) .
Then, by Lemmad.]] we have for I’ # 1,1 +1,

VI,v[l’]RS(ewide) = vw[l’] RS(Bnarr) =0,

and
vb[l’]RS<9wide) = vb[l’]RS<9narr) =0.

Also, for any j € [m;,1], k € [m;], since

=G, @i = et el k= e

[1+1]

and W. (1) =

= 0, we obtain that

V‘,\/j[/II(Jrl]RS(ewide) = VM/]'[/ZkH]RS(Bnarr) =0,

Vi Rs(Oyige) =0,

j,(ml+1)

Vb[l+1]RS(6W1de) - Vb[lJrl]RS(enarr) = 0.
J j
Similarly, for any j € [my], k € [m;_1], since

(20,0 = (on )i (800)i = Bon)i (o

narr wide narr

De= (A1),

w1de Onarr

and W([il e 0, we have

V. 1Rs(Owige) = V

RS(Bnarr) == 0/
Wllk Jr

k
Vil Rs(Bwige) =0,

(my+1)k

V, 11Rs(Byide) = V
]

wll

]RS<9narr> =0.

l
bj
Moreover, by Lemma .1} the output function f(EL] = fgﬁlﬂ is independent of the hyper-
parameter a, and Rg(60yige) = Rs(Onarr), then since bE’L L) = & we have
0
vb[ll RS(gwide> = 5R5<9narr) =0.

(Wll+1)

Collecting all the above relations, we obtain that VgRgs(6yide) = 0. O
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Proposition (Proposition in main text). For any one-step splitting embedding 7/,
given any NN({ml}lL:O) and its parameters Onarr € Tuple (o, L} with Tuple (o, m.} €
D; 5, we have 0iqe 1= 12 (Onarr) satisfies the following conditions: given any data S, loss
¢(-,-) and activation o(-), if VoRg(Onarr) = 0, then VgRs(0yige) = 0.

Proof. Gradient of loss with respect to network parameters of each layer can be computed
from F, G, and Z as follows

l/ l'—l
Vi Rs(8) = Vi imEsl(fo(x Eg (( gl ) ])T> ,
V,inRs(0) = Vi Esl(fo(x ( o ) :
Then, by Lemmal4.2l we have for I’ # 1,1+ 1,
V‘,V[I’]RS(ewicle) = v[,V[l’]RS(Gnarr> =0,
and
vb[1’1R5<9wide) = vb[l’]RS<9narr) =0.
Also, for any j € [m;,1], k € [m], since

<“;;j]>] (l,;i)], (0.7 = (g5,

Onarr
oo )b = Fon i (for I = (Fon )

wide Onarr narr

we obtain

14%

\Y [1+1]RS(9wide) = VW[IH]RS(Bnarr) =0,
ik ik

Vol Rs(Oywige) = 0,

j,(ml+1)

Vb[l‘H]RS(BWIde) = Vb[l+1]RS(9narr) =0.
/ j
Similarly, for any j € [m]\{s},
( [l] )] - (Z[Blr}\arr)jl (Z[elx]/vide)s - (1 )(Z[elr]’tarr) (Z[ﬂ} )(ml+1) = (X(Zm )S/

w1de wide Onarr

and for any i € [my],

(6= G (sl o) = (8l

wide wide

and for k € [m;_4],

De=

narr

(Fom

hence for any j € [m;]\{s}, k € [m;_4]:
Vo iRs(0yide) = V

wide

W[l RS(gnarr) = 0/

RS<9narr> = O/

w”

vbjI]RS(Bwide> =Vl
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VWU]RS(GWide> = (1 - “)vws[/lllRS(gnarQ =0,

s,k
VW([111111+1),kRS(9Wide> = “VWS[/IIlRS(BnarQ =0,
VbLI]RS<9wide) = <1 - “)ngl] RS(Bnarr> =0,

Vb[l] RS(ewide) = vabLZ]RS(enarr) =0.

(my+1)
Collecting all the above relations, we obtain that VgRg(6yiqe) = 0. O

Combining altogether Lemma .1, Lemma 4.2 Propositiond.1land Proposition 4.2, we
finish our proof for Theorem [4.11

Theorem (Theorem 4.2 in main text). A K-step composition embedding is a critical em-
bedding.

Proof. We shall prove it using induction.

For K = 1, Proposition 4.2 holds since both one-step null embedding and one step
splitting embedding are critical embeddings.

Assume that Proposition4.2lholds for K = I — 1, we want to show that it also holds for
K=1.

From the induction hypothesis, we only need to show that if given two critical embed-
dings 71, T, then 7,77 is also a critical embedding.

(i) 7271 is injective:
For 0; and 6, belonging to a same tuple class but 8; # 6, since 77 is injective, then
T1(61) # T1(02). Since T3 is injective, then 7,71(01) # T2T1(62).

(ii) 727 is an affine embedding:
We use the fact that the composition of two affine operators is affine and hence we finish
our proof.

(iii) 7277 satisfies the property of output preserving:
Since 7y satisfies the property of output preserving, then for any 0, fr, ) = fp. Similarly
for 7, we have fr.1.(9) = fr,(6), hence fr. 7o) = fo.

(iv) 7271 satisfies the property of representation preserving:
Similar reasoning in (iii).

(v) 7271 satisfies the property of criticality preserving:
Since 6 is a critical point of Rg(0), so is 71(0), and 7,71 (6) as well, we finish the proof. [

Lemma (Lemma 5.l in main text). For any affine embedding 7" : Tupley, .. ., —
Tuple (b it} satisfying the output preserving property, if there exists a total index map-
ping Z = {Z;}:_, from NN({m]}] ) to NN({m; }\_;) and auxiliary variables B = {,BE-” €
R|1 € [0:L],j € [m)]\Z;*(0)}, such that for any given neuron belonging to NN({m/}- ),
located in layer [ with index j, the following two statements hold:

DIET() 0, (fo, )i = (Fal )z and (eb) )i = B (ep) )z

wide
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1) IfZ;(j) =0, ( B[Z\IIide)j = Const and (e[gllvide)]- =0,
then 7 is a critical embedding.

Proof. For any critical point 65,,, € @S, we set Oiqe := T (654:)- Then, since we have
forany I’ € [L]

Vi Rs(0) = Vygu Est(fo(x),y) = Es (24 oy’ ) (fs 7).
VyiRs(6) = VyuBst(fo(x),y) = Es (z5 ogy ).

Hence for Z;(i), Z;_1(j) # 0

V(W[l]d )1]RS(9W1de> ]ES( Wlde> (fewule)
]
—Eﬂ<%”> oo Dz, 1)
- 'B EAOE? (])stﬁarr) =0
narr 1)1
!
V(b‘[/fl]lde) Rs(Owige) = s (eglvide%
]
= Esp)(e egarr>Il(i)
1]
= .B[ Rs(0nare) = 0.

]
bLarr)Zl(z)

By condition (ii), these gradients are obviously 0 for Z;(i) = 0 or Z;_1(j) = 0. Therefore,
BO.ide is also a critical point and 7 is criticality preserving.

Since 7 is a total index mapping, for any feature vector of NN({m; }_), the component
of which is also the output function of at least a neuron in the wide NN by condition (i).
Moreover, any neuron output function of a neuron in the wide NN is either constant or
output function of a neuron in the narrow NN by condition (i) and (ii). Therefore, 7 is
representation preserving. Then 7 is a critical embedding. O

Theorem (Theorem [5.1]in main text). General compatible embedding is a critical embed-
ding.

Remark that we later name it as general compatible critical embedding in this work.
Proof. We need to prove four properties one by one.
1. T is output preserving and representation preserving;
2. TF is an injective operator;
3. TF is an affine embedding;

4. T} is criticality preserving.
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(i) We prove output preserving and representation preserving by doing induction on
layers.
For the first layer, i.e., | = 1, we have for i € [m]],

A )0 (‘2 WL+ <b&1de>)

(Fol i = (ol )z

narr

Otherwise, fori € Ifl(O), we have al[}] =0and (al[)”)i = (bLl])z-, then

Fanadi= (®1:),

which is a constant function playing the same role as the bias term in the next layer.
Suppose for layer | — 1, we have for i ¢ Z, % (0)

Gy = s

wide narr
and for i € Z, % (0),
-1 -1
(foi = (1))

Then we want to show that this is also the case for layer [.
We obtain that

( e[ljvide)i =0 ( Z (Wx}lde)lj( G[ZV;OE)] + (b‘[,{,}ide)i)

j€lm) 4]

( L r o, <g;i;g>j+<ag}>i+<b£ﬂm>zl<i))

SG[ml,ﬂU{O} ]'GIlill( )

o £ gt L dle T dle(0l)

s€[m_1] je€T L (s) €T (0)

+ (el + <b£flm>zl<i)>.
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Fori ¢ Il_l(O), we have

(éilidgia( Y W)z . + 0z ) Az
se

[my_1]

Otherwise, fori € Ifl (0), we have

(Fona)i = (®1):)

Then, for any layer I, we have fori ¢ Z; (0),

( G[I‘Lde) (f[lnarr)zl( )'

and fori € Ifl(O),
I )
ot = (®F:)

Hence, we have proved already that 7} is output preserving and representation preserv-
ing.

(ii) We prove that 7 is injective.

If for Onarr 1, Onarr2 € Tuple { ) and Onarr1 7 Onarr2, then there exists some [ € [L],

] 1]

such that Wnarrl 7& Wnarr 2 OF bnarrl 7é bnarr 2

Then, if 77 is not injective, there exists Onarr1 # Onarr2, such that Oiqe1 = Owide2,

where 9wide,1 := T/ (6narr,1) and Byige 2 := TF (Onarr2), and we want to show that this will
never happen.

Since there exists I € [L], such that anrr 1 arr , Or b[larr 1 F bgarr ,. For the case

narr 17 anrr ,» We obtain that there exists i € [m; 1], j € [m], such that (Wﬂrr,l)ij +
[ b 0 (1 m _ o u 1]

(Wnarr’z)i,].. We observe that W, ;4. = all oW ..p, and W, de2 =allow, Then,

inter,2"
since T is a total index mapping, then for i,j # 0, Z,; (i), Z;”} (j) # @, hence for any
keI (i)and ! € Z,} (j),

-
(WWlde’l)k,l - lxk,

(W), = ob) (W),

and

rwl = wl

wide,1 = " "wide,2’

then

Y (Waaer).= L (Waaea),.

5621111 (]) ’ SEIlill (])
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hence

L ol (Wh), - T ol (Wha),

5621111 (]) SEIlill (])

U

and since }__ eI () ¥hs = 1, we obtain that

(W), = (W),

which contradicts Onarr1 7 Onarr,2-
For the case where bH # bnarr ,, since (txg])i = 0 for any I € [L] withi ¢ Z; (0).

narr,1

Then for any k € Z; (),] #0,

( x[if]ldel)k = “‘L} + ( Ez]irrl)] - ( Ez]irrl)]
(Puiden) = '+ (brare2) = (bram2)

and we finish the injection proof.

and

hence b\" # bl

wide,1 wide,2’

(iii) We prove that 7/ is affine.

Itis obvious that 77 is affine since for any 6 € Tuple,, . ., TX(6) := T(0) — T(0)
puts the weights and biases of null neuron as zero, and multiplies the weights and biases
of effective by some constant, thus 7. is a linear operator.

(iv) We prove that 77 is criticality preserving.

We only need to check whether or not the conditions in Lemma [5.T] are satisfied. More-
over, we want to show that the collection of auxiliary variables

B:={peRiie0:1] jemN\ (0}

in Condition[Ilare exactly the auxiliary variables

B={p'cRlIc0:L]je m]\T(0)}

in Lemma 5.1l We show them using induction.
For layer L, by definition

el gl ol

since 77 is output preserving for any activation, then

9w1de w1de wide”

L L L L
egw}/ide - [Vllde g(gwlde Lner gén]arr B eLner
hence for i € [m], (e[eLWIde) ,B[L ( )1, since ,B[ =1fori € [mg].
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For any [ € [L], suppose for layer /, we have fori ¢ Z; '(0),

( [lwwle) _'Bl]< na")Il(i)’

1
(e[ex}:vide)i - O
Then for layer I — 1, we have

()i = E0,)i T (Wlai(eal )

w1de
i€ my]

=) YL il (Wiailey )i

wide w1de

ke [m]U{0} iez, (k)

= (8o.)i ¥ Witz ek Y alBl,

wide

ke[m] i€Z; Y (k)

and fori € Z,; 1(0),

(-1 ._

from Condition[I] we observe that ,B ) €T (k) “[l] [ } , then

(eo,)i = (8o DiBi Y (Wadr )iz, () (€gh )i

w1de Onarr
ke[m]

Since the choice of activation o (-) is arbitrary, we may follow the same argument used for
I and f(ggarr in item (i), where for i ¢ Z, _1(0),

B\vide
(Fousae)i = Fon )10y
and fori € Z,; 1(0),
(for )i = (1))
Similarly, for i ¢ Ifl (0),
(S0ps0)i = (8omae )71

wide

and fori € Il_l(O), 1 1
(80)i = o (@1):).

wide

Hence for j ¢ Z, %, (0),

(o) = (80 B Y (Wakk)iz, ) (eon, e

kem]

_ﬁl 1 (gglnarlr})zl 1(]) Z (Wr[lgrr)k/-z—lfl(j)(e[glj\arr)k

kem]

w1de

—,Bll(l”)]

enarr
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Otherwise, for j € Ilill(O), we set ﬁ}Ll_H =0, then

(ep)j =B eV (1)) (29 )5 1) =0

Gnarr

From the above proof, we find out that the variables

I . _
B:={p'eRite0:1] jemN\(0)}
in Condition[Ilare exactly the variables in Lemma 5.1} hence we finish our proof. O

Theorem (Theorem[6.2in main text). Givenan NN({m;}]- ) and any of its parameters 6 €

RRM, for any critical embedding 7 : RM — RM' to any wider NN({m}}|-_,), the number of
positive, zero, negative eigenvalues of Hg(7 (0)) is no less than the counterparts of Hs(0).

Proof. Because 7T is a critical embedding, therefore, it is an affine injective operator asso-
ciated with A € RM*M ¢ ¢ RM, such that 7(6) = A6 + c. By the output preserving
property of 7, we have

R5<9> = R5<A9 + C).

Hence,
VgVeRs(0) = VoVeRs(AO + ).

Then
ATHs(A6+c)A = Hg(0).

Given any 6y, if Hs(60)) has k negative eigenvalues {)\?eg } i1 with associated orthonormal

k 8

eigenvectors {e;1eg i1 then {Ae?eg};-‘:1 satisfies, for any e?e ,

(A€l®)TH; (400 + ) Aef = (%) Hs(0)¢]® = A7 < 0. (A11)

By full rankness of A, we have

dim (span <{Ae;.‘Eg };)) ~k

Thus, Hg(A0) + ¢) has at least k negative eigenvalues. Similarly, we can prove this result
for the number of zero and positive eigenvalues.

Hence, in particular, for any critical embedding 7, the number of negative eigenvalues
of Hg(0) is no more than the counterpart of Hs(7(0)). O

We would like to introduce some additional notations in order to state Lemmal6.1land
Lemma In order to calculate the Hessian Hs(0) = V¢VyRs(0), we need to compute

05(9)1

05(0) = EsVL(f(x,0), f*(x)) Vg fo(x) = imsaiﬁ(fezf*>ve<fe>i,
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where 9;((fy, f*) is the i-th element of V/(f(x,0), f*(x)), and (fy); is the i-th element of
vector fy, then for the Hessian Hs(0), we have

Hs(0) = VVgRs(0)
‘L EsVo (9:¢(fo, f*)) Vo(fo)i + ZL:]Esaiﬁ(fe,f*)VeVe ((fo)i)

i=1 i=1
= '.ZLlllESaz’jg(fe/fﬂVe(fe)i (Veo(fo)))" + ZLiEsaig(fe/f*)VeVe ((fo)i),
ij= i=

where 9;;((fg, f*) is the (i, j)-th element of VV{(f(x,0), f*(x)).
Hence Hél) (6) and Héz) (0) respectively becomes

mp,
H(0):= Y Esdiit(fo, f*)Vo(fo)i (Ve(fo);) T, (A.12)
ij=1
and
mr
HY(0) := Y Esail(fo, f*)VaVa ((fo))- (A.13)
i=1
Obviously, we observe that
Hs(0) = H" (0) + HY(6). (A.14)
We observe that fori € [mp], j € [mp_4],
mp—1
(fo)i = Y (W), (fe[;kl])j + (b,
j=1
hence we obtain that, for any i € [m],
.
(i=1)xmp_q
I(fe)i _ [L-1]
aw[u - ( 0 )] ’ ]E [mLfl]/
L O(WIL*Z')XWIL,l (A15)
a(fy) | Yi-nx
bl | o 7
L O(m,—i)x1

Finally, given an NN({m,}| ) and its parameter

o= (wlil,plll, ... witl plL]) e Tupley,,

.. /mL}’

we remind the readers once again that the collection of parameters 0 is a 2L-tuple. We
denote that the upper bracket [L — 1] by limiting ourselves to the first 2L — 2 element of
the tuple, i.e.,

ol = (willl, ], ... wit=2 plt=2l wlt=1 plt=1) e Tupley,, (A.16)

M _pmp 1}’
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and similarly, we identify 0.1 with its vectorization vec(lL=1) € RM" " with M[L-1] =
Zf;oz(m 1 +1)my 1. Then, we denote hereafter the expressions

HO0) = Y Esdit(fo W g Ve (7071)
z] 1

HV (g Esd;£( (Y M

S 2 S9ij fﬂlf) Lfll(fﬂ)l( B[Lfl](fﬂ)]) ’
ij=1

and H(0) := H Y (0) + HEME Y (9).

Lemma (Lemmal[6.Jlin main text). Given any data S, loss (-, -) and activation o(-), for any
NN, if a critical point 8° € @° satisfies:

(i) Hs(0°) = 0;
i) HAME Y (o) £ o,

then there exists a general compatible critical embedding 7, such that 7 (6°) is a strict-
saddle point.

Proof. We consider the three-fold global splitting embedding 7giobar defined in Example
5.1 Obviously, Tgiobal is @ general compatible critical embeddmg After choosing a critical

point 6%,,, € ©F, and we have that 65, de *= Telobal (Onarr)-
Oarr and 05, are tuples, and we misuse these notations and identify them with their

vectorizations, i.e., 8,,, € RM and 6° vide € RM’ for some M and M. More specifically, we
set

Orarr = (VeC(Wm)T,- -, vec(WE=2)T vec(WIE-1)T,
b[l}T, .. ’b[L—l}TlveC(w[L])T,b[L}T)T ,
Ovide = (91,92, 03, le(M’73M+2mL)/VeC(W[L])T,VeC(Wm)T,Vec(—Wm)T,b[L]T)T,
with
01 := 0, := 63 :=0!L 1
— (Vec(w[ﬂ)T,. - vec(WIL=2D)T yec(WiL-1hT p0T ... ,b[L,HT> ’

then we observe that .
eﬁarr = (el’VeC(W[L])T’b[L]T) !

and we are able to do some computations:
[L 1 my . T
(6%ide) = 2 Es9iil(fouue f IVt (foae)i | Voi-11(foiae)j

ij=1

my,
£ 1 Bl forr 1) (Waiae),, Vo1 Vi (for ) (A7)

i ]':1 wide wide
7,
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Then for the first part
my, T
Y Esaijé(fewide,f*)vg[;;l] (fouiae)i (ve[L.d” (fewide)j> ,
1,]:1 wide wide
we have
mp T A1 A1p A
Y Es0iil(fouaer [V gir-11(foue)i <V9[L,11 (fewide>j> = | A21 Ap Azs |,
ij=1 wide wide Az Azp Asg
with
my, T
Apq=Es ) 3iil(fo,ue f)V0, (foruu)i (Vaq (Foriae)j ) ,
ij=1
forp € [3] and g € [3].
For the second part
T i3
Z IESaiE(fewide f )‘/\]1] V L 1]V L 1] <f9w1de )
=1 J
we have
my 0 By Bip Byj
Y Es0il(fouue fIW; Vg1 1]V9[L 1 <f9w1de) By1 By Bz |,
=1 de J B31 B3 Bss
with "
L
* L
By, :=Es _21 0il(foyuger f )Wi[,j}ve,,veq <f9w1de )
L]=
forp € [3] and g € [3].
Moreover,
" L-1 :
vgl (f9w1de Z ( w1de) 9 ( e[wide]) 7 ! E [mL], (A.lga)
j=1 ]
TRl L-1]
VBZ (fewide( ))1 (Wwide> .. VGZ ( ewide >" re [mL]’ (A18b)
j=mp_1+1 & J
TRl 1]
Vo, (fowae (¥); = X (Wwide) Vo, ( Ovide ) i€ [m], (A-18¢)
j=2my_q1+1 b J

hence by construction of Tgigbal, we obtain that

Vo, (fouiae®)); = Vo, (foe (X)); = =V, (fou (%)),
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And for the Hessian, we have
L .
Vo, Vo, (foue(%)); = Z ( wlde) Vo, Vo, (forr )], i€ [my), (A.19)
sz,1 [L] [Lil]
Vﬂzvﬂz (f@wide (x))z' = 2 (Wwide) ) ‘ngvgz ( Ooyide ) , 1€ [mL], (A.19b)
j=mp_1+1 L] ]
3mL,1 [L] [L_1]
V93V93 (fewide (x))i = Z (Wwide> .. V93V93 ( 0 vide >./ i€ [mL]/ (A-19C)
j=2mp_q1+1 K ]
Vo, Vo, (foue (¥)); = Vo, Vs (fo,uu. (%))
= Vo,V (fou(¥); =0, i€ [my], (A.19d)

Thus for Héz)’[Lfl} (65arr) # 0, then there exists a nonzero eigenvalue A # 0 associated
with its unit eigenvector v.

For the cases where A > 0, then vTHg @)L~ 1](9ﬁarr)v = A. We observe that the ma-

trix H (6¢,;40) below is a principle submatrlx of the Hessian at 6, ,,, i.e., by choosing the
columns and rows corresponding to (61, 02, 03), we obtain that

1), 1 L—1
" H%l; E j(egarr) H% ; { }(egarr) —H%li {L 1}(6§1arr)
C . — 7 /
H( wide) T Hs(l) L 1§9$1arr) HS( DL 1§9ﬁarr) _I—{l) 1] <9§1arr)
_HS ’ (Bgarr) _HS <9§1arr) HS ' <9§1arr)
2),[L-1
HOE Y (65,0) 0 0
+ 0 HY }(egarr) 0 ,
0 0 HP Y (65,,0)
Then for u = [%TJT, %vT,vT]T,
1
MTH( w1de> == _E/\ < 0,
indicating 05, , ;. is a strict-saddle point.
Otherwise, if A < 0, since vTITI((-‘)gvide)v = A, then for u = [0T, —0T,0]T,
uTH(6S,.4.)u = 2\ <0,
indicating 65, , ; is also a strict-saddle point. O

Lemma (Lemma[6.2in main text). Given any data S, loss (-, -) and activation o(-), for any
NN, if a critical point 8° € @° satisfies:

(i) Hs(6°) = 0;
i) HAME Y 69) = o;
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(i) HP (6°) # 0.

Then there exists a general compatible critical embedding 7, such that 7 (6°) is a strict-
saddle point.

Proof. Since we have
H{(0) := Y Esdil (fo f)VoVo (fo):), (A20)
i=1

then H é ) (6S,r) can be written into the form of

@ Cii Cp Cigs
Hg ' (6harr) =Es [ Co1 Cop G
CG1 Gp Ga3

where

my,
Cl,l = Z ai£<f6narr’ f*>vW[L] VW[L] ((fenarr)i) 4

i=1

mp
C12 =Y 0il(foruer ) Vi) Vipitl (Fonare)i)

i=1

my,
C1,3 = Z ai£<f9narr’ f*>vW[L] VB[L*” ((fgnarr>i) 4
i=1

mp

Cz,l = Z al’g(fenarr/ f*>vb[L]VW[L] ((fgnarr>i) /
=1
sz

Czrz = Z aig(fenarr’f*) b[L] ((fenarr) )’
=1
lmL

Co5 = Y, 0l (fonarer f*) Vi) Vi1 (fonaee)i) »
i=1
sz

C31 =) 0l (foruer ) Vi1 Viytt) ((fonae)i)
i=1
sz

C32 =Y 0il(foruer ) Vi1 Vi) (fona)i)
i=1

Cos = Y 0t (fon £)V gt 1Vt 1 (onn))

i=1
from relation (A.15), we obtain that

HY (6%0)

0 0 ZmL a g(f f*)VW[L Ve L-1] ((fenarr)i)
:]ES 0 0

Y 3 (fonr £ Vo Vg ((foun)i) O M ”(e;m)
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We observe that the matrix H é )(Gflarr) below is a principle submatrix of the Hessian at
0farr 1-€., by choosing the columns and rows corresponding to (Wm, B[L*”), we obtain
that

A (6500r)
0 i1 0l (foae f) Vit Vi1 (Fo,u)i)

g ) /

=
S {E 0 fouaer £¥)V g1 Vit (fon)i) H

and it satisfies tr(H, éz) (65.)) = 0.
Since Héz) (65arr) 7 0, then I-I§2) (05arr) has at least one negative eigenvalue, denoted

by A"¢8 associated with its unit eigenvector v, i.e., vTﬁé )(Gflarr)v = A" < 0. Then we
consider the three-fold global splitting embedding Tg1obal defined in Example B.1] with

95\11de = 7:global<9narr)
From relation (A.14), we obtain that

HS( sfvide> = Hél)( w1de> +H( )< w1de)

we recall that

0, =6, =0l = (Vec(w[ll)T,... ,vec(WE=2NT vee(Wk—1hT plIT ... ,b[L—l}T) ,

and if we concatenate 8; and vec(WH)T into a new vector d; := (87, vec(W!))T), and
62 and vec(WI)T into a new vector dy := (82, vec(W(H)T), we observe that the matrix

H(6C,,,.) below is a principle submatrix of the Hessian Hg(6) at 6¢
the columns and rows corresponding to (dq, d»), we obtain that

i7(2) (e
N Hg” (6540r) 0
oo :: ) S narr)
( w1de) [Dz,l DZ,Z} + [ 0 H§2)<9§arr)]

“ides 1-€-, by choosing

with

Dy,q = Es ZLL il (foriqer [V, (SO0 )i (qu (foride)j )T/

i,j=1
for p € 2] and g € [2]. Since d = d, we obtain that
Dy =Dy = D12 = Ds;.
Then, by choosing u = [oT, —oT]T, we have
uTH (6,4, )u = 2A™8 <0,

indicating 67, . ;. is a strict-saddle point. O
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B Step by step backpropagation

In this section, we derive all the relations in (3.5) concerning { fg[l] Ao gg] T {z }lel'
We shall write out all the relations once again

AV v, (B.1)
20— (Wl ( +1], gg“]), le[L—1], (B.2)
Vil = (ZL} OgH> (f[ ]) , 1elL), (B.3)
vVl =zlogl, 1L (B.4)

For relation (B.I), since by definition ZL l=v f[L]K = Vg, and £ = ((fy, f*), where f* is

fixed, hence W fo )
(L] ’ "
(), = 200 )

We prove relation (B.2) in detail and the rest of the relations follow the same reasoning.
First things first, we show that it holds for | = L — 1. Since z[gu = V/, and géu := 1, hence
[ Io géu = V/. By definition,

using chain rule, since

(7= Wil (757) + @iy,

then
Loy 0 Mo a0 a(flt
(=), = 507, = La (s 11 2”

hence L] _ L
zp =W [L])Tvgz (W[L]>T (ZH og) )

Now for I € [L — 2], we have that since

(F17) =0 <<Z w (f[”)],> + <bﬂ+”)i> :

then

( m) B of mlil of a<f[l+1])i
o), Ea () a ()
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where

a<f[l+1]) my
i (1) ([+1] [ 21 [1+1]y . [1+1]
oM, <<ZW” Y )]> v ”)Wl’f ’

hence

my _ 9L NE 0y (gl pl+1 ) it
(Z" )j_ afj[l] - ; af‘[l+1]‘7 Zi f I’Vz]

_ (W[H—H)T ( [1+1] Oggﬂ}) )

C Formal definition of the composition of two embeddings,
Definition

Definition (Composition of two embeddings). Suppose we have an NN({m,}| ) and its
parameters 6 € Tupley, ., 1, and we have two embeddings 7" and T’ satisfying

7- : Tuple{molmlmL} — Tuple{m6,.../m2}, 7-/ . Tuple{m/O/___lm/L} — Tup]e{mg’m’m/L/},

with 7’ maps the range of T into Tuple{mg, Y where m{| = m{y = my, m| = m}; = my,
and for any I € [L —1], m]' > m] > m. Since T'T is obviously an injective operator,
then 7'T is an embedding 7’7 : Tuple (mo,my} — Tuple (ol e i} and we term 7’7 the

composition of 7" and 7 i.e., for any 6 € Tupley,, . .,

T'T(8) := T'(T(6)).
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