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#### Abstract

This paper presents the application of a new method for obtaining new exact solutions of some well-known nonlinear partial differential equations. The Rational Hyperbolic method is used for handling the Zhiber-Shabat equation and the related equations such as Liouville, Sinh-Gordon, Dodd-Bullough-Mikhailov and Tzitzeica-Dodd-Bullough equations. We show power of the Rational Hyperbolic method that is simple and effective for solving nonlinear partial differential equations.
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## 1 Introduction

Nonlinear evolution equations are widely used as models to describe complex physical phenomena and have a significant role in several scientific and engineering fields. These equations appear in solid state physics [1], fluid mechanics [2], chemical kinetics [3], plasma physics [4], population models, nonlinear optics, propagation of fluxions in Josephson junctions, etc.

Analytical exact solutions to nonlinear partial differential equation play an important role in nonlinear science, since they can provide us much physical information and more insight into the physical aspects of the problem and thus lead to further applications. In recent years, quite a few methods for obtaining explicit travelling and

[^0]solitary wave solutions of nonlinear evolutions equations have been proposed. A variety of powerful methods, such as inverse scattering method [5,6], bilinear transformation [7], Bucklund and Darboux transformation [7-9], Hamiltonian structures [10], transformed rational [11], the tanh-sech method [12,13], extended tanh method [14], Exp-Function method [15-18], the sine-cosine method [19-21], the Jacobi elliptic function method [22-24], F-expansion method [25, 26], Lie group analysis [27], He's variational iteration method [28,29], He's homotopy perturbation method [29-31] and homogeneous balance method $[32,33]$ and so on.

Nonlinear equations play a major role in scientific fields. A class of equations, namely,

$$
u_{x t}+f(u)=0,
$$

play a significant role in many scientific applications such as solid-state physics, nonlinear optics and quantum field theory where the function $f(u)$ takes many forms. In this paper, we investigate the nonlinear Zhiber-Shabat equation in the form

$$
\begin{equation*}
u_{x t}+p e^{u}+q e^{-u}+r e^{-2 u}=0, \tag{1.1}
\end{equation*}
$$

where $p, q$, and $r$ are arbitrary constant [34-39]. When $q=r=0$ and $p=1$, we have:

$$
\begin{equation*}
u_{x t}+e^{u}=0, \tag{1.2}
\end{equation*}
$$

which is the well-known Liouville equation. When $p=1, q=-1$ and $r=0$, we have:

$$
\begin{equation*}
u_{x t}+e^{u}-e^{-u}=0, \tag{1.3}
\end{equation*}
$$

which is the well-known Sinh-Gordon equation. When $q=0, p=1$ and $r=1$, we have:

$$
\begin{equation*}
u_{x t}+e^{u}+e^{-2 u}=0, \tag{1.4}
\end{equation*}
$$

which is the well-known Dodd-Bullough-Mikhailov equation. Moreover when $p=0$, $q=-1$ and $r=1$, we obtain the Tzitzeica-Dodd-Bullough equation:

$$
\begin{equation*}
u_{x t}-e^{-u}+e^{-2 u}=0 . \tag{1.5}
\end{equation*}
$$

The aforementioned equations play a significant role in many scientific applications such as solid-state physics, nonlinear optics, plasma physics, fluid dynamics, mathematical biology, nonlinear optics, dislocations in crystals, kink dynamics, and chemical kinetics, and quantum field theory [41-48]. Primarily, we introduce a wave variable $\eta$ defined as $\eta=\lambda(x-\alpha t)$, where $\alpha$ is the wave speed. By using the traveling wave transformation $u(x, t)=U(\eta)$, we can write the Zhiber-Shabat equation (1.1) in the form

$$
\begin{equation*}
-\alpha \lambda^{2} U^{\prime \prime}+p e^{u}+q e^{-u}+r e^{-2 u}=0 \tag{1.6}
\end{equation*}
$$

From Eq. (1.2) we can write the Liouville equation in the form

$$
\begin{equation*}
-\alpha \lambda^{2} U^{\prime \prime}+e^{u}=0 . \tag{1.7}
\end{equation*}
$$

and from Eq. (1.3) we can write the Sinh-Gordon equation in the form

$$
\begin{equation*}
-\alpha \lambda^{2} U^{\prime \prime}+e^{u}-e^{-u}=0 . \tag{1.8}
\end{equation*}
$$

Similarly, the Dodd-Bullough-Mikhailov equation (1.4) can be written in the form

$$
\begin{equation*}
-\alpha \lambda^{2} U^{\prime \prime}+e^{u}+e^{-2 u}=0, \tag{1.9}
\end{equation*}
$$

and the Tzitzeica-Dodd-Bullough equation (1.5) becomes

$$
\begin{equation*}
-\alpha \lambda^{2} U^{\prime \prime}-e^{-u}+e^{-2 u}=0, \tag{1.10}
\end{equation*}
$$

where prime denotes the differential with respect to $\eta$.

## 2 Summary of hyperbolic-Rational method

It is appropriate to introduce rational hyperbolic functions methods by setting

$$
\begin{align*}
& V(\eta)=\frac{a_{1}}{1+a_{2} f(\eta)},  \tag{2.1}\\
& V(\eta)=\frac{a_{1}}{1+a_{2} f^{2}(\eta)}, \tag{2.2}
\end{align*}
$$

where $a_{1}, a_{2}$ and $\lambda$ are parameters that will be determined, and

$$
f(x, t)=\left\{\begin{array}{l}
\operatorname{sech}(\eta),  \tag{2.3}\\
\tanh (\eta), \\
\operatorname{coth}(\eta) .
\end{array}\right.
$$

The rational hyperbolic functions methods can be applied directly in a straightforward manner. We then collect the coefficients of the resulting hyperbolic functions and setting it equal to zero, and solve the resulting equations to determine the parameters $a_{1}$ and $a_{2}$.

The second rational hyperbolic functions methods can be expressed in the forms

$$
\begin{align*}
& V(\eta)=\frac{a_{1}+a_{2} f(\eta)}{1+a_{3} f(\eta)}  \tag{2.4}\\
& V(\eta)=\frac{a_{1}+a_{2} f^{2}(\eta)}{1+a_{3} f^{2}(\eta)} \tag{2.5}
\end{align*}
$$

where $a_{1}, a_{2}$ and $a_{3}$ are parameters to be determined, and $f(\eta)$ is defined in Eq. (2.3). The second rational hyperbolic functions methods can be applied directly as assumed before.

## 3 New application of methods

We now consider the Zhiber-Shabat, Liouville, Sinh-Gordon, Dodd-Bullough-Mikhailov and Tzitzeica-Dodd-Bullough equations using the Rational-Tanh Method.

### 3.1 Using Tanh-Rational methods for the Zhiber-Shabat equation

By using the transformation

$$
\begin{equation*}
V(\eta)=e^{U(\eta)}, \quad U(\eta)=\ln (V(\eta)), \tag{3.1}
\end{equation*}
$$

Eq. (1.6) becomes an partial differential equation of the form

$$
\begin{equation*}
-\alpha \lambda^{2}\left(V^{\prime \prime} V-V^{\prime 2}\right)+p V^{3}+q V+r=0 . \tag{3.2}
\end{equation*}
$$

In this case, we use the second rational hyperbolic method with $f(\eta)=\tanh (\eta)$. Substituting Eq. (2.5) into Eq. (3.2) with $f(\eta)=\tanh (\eta)$ and using Maple, we get a system of algebraic equation, for $a_{1}, a_{2}, a_{3}$ and $\lambda$ :

$$
\begin{aligned}
\tanh ^{0}(\eta) \rightarrow & 2 \alpha \lambda^{2} a_{3} a_{1}^{2}+r-2 \alpha \lambda^{2} a_{2} a_{1}+r a_{1}+r a_{1}^{3}=0, \\
\tanh ^{2}(\eta) \rightarrow & -8 \alpha \lambda^{2} a_{3} a_{1}^{2}+r a_{2}+8 \alpha \lambda^{2} a_{2} a_{1}+r a_{1}^{3} a_{3}+3 r a_{1} a_{3} \\
& +4 r a_{3}+2 \alpha \lambda^{2} a_{2}^{2}-2 \alpha \lambda^{2} a_{3}^{2} a_{1}^{2}+3 r a_{1}^{2} a_{3}=0, \\
\tanh ^{4}(\eta) \rightarrow & 6 \alpha \lambda^{2} a_{3} a_{1}^{2}+3 r a_{2}^{2} a_{1}+6 r a_{3}^{2}+3 r a_{1} a_{3}^{3}-6 \alpha \lambda^{2} a_{2} a_{1} \\
& +6 \alpha \lambda^{2} a_{2}^{2} a_{3}+3 r a_{2} a_{3}+3 r a_{1}^{2} a_{2} a_{3}-6 \alpha \lambda^{2} a_{3}^{2} a_{2} a_{1}=0, \\
\tanh ^{6}(\eta) \rightarrow & r a_{2}^{3}+r a_{1} a_{3}^{3}+2 \alpha \lambda^{2} a_{3}^{2} a_{1}^{2}-8 \alpha \lambda^{2} a_{2}^{2} a_{3}+8 \alpha \lambda^{2} a_{3}^{2} a_{1} a_{2} \\
& +3 r a_{3}^{2} a_{2}+3 r a_{2}^{2} a_{1} a_{3}+4 r a_{1}^{3}-2 \alpha \lambda^{2} a_{2}^{2}=0, \\
\tanh ^{8}(\eta) \rightarrow & r a_{2}^{3} a_{3}+2 \alpha \lambda^{2} a_{2}^{2} a_{3}-2 \alpha \lambda^{2} a_{3}^{2} a_{1} a_{2}+r a_{3}^{3} a_{2}+r a_{3}^{4}=0 .
\end{aligned}
$$

Solving the resulting set of equation with the aid of Maple and introducing the parameter $\xi$, we obtain a different set of results for each $\xi$ :

$$
\begin{equation*}
\alpha=-\frac{q^{2} \tilde{\xi}^{2}+4 r q \xi+3 r^{2}}{4 r \lambda^{2} \tilde{\zeta}^{2}}, \quad a_{1}=\frac{\xi}{2}, \quad a_{2}=-\frac{q^{2} \tilde{\xi}^{2}+4 r q \tilde{\xi}+3 r^{2}}{2 r p \tilde{\xi}^{2}}, \quad a_{3}=0 . \tag{3.3}
\end{equation*}
$$

Inserting these values into Eq. (2.5), we obtain:

$$
\begin{equation*}
V(\eta)=\frac{\xi}{2}-\frac{q^{2} \tilde{\xi}^{2}+4 r q \xi+3 r^{2}}{2 r p \xi^{2}} \tanh ^{2}(\eta) . \tag{3.4}
\end{equation*}
$$

From Eq. (2.4), we can obtain $U(\eta)$ :

$$
\begin{equation*}
U(\eta)=\ln \left(\frac{\xi}{2}-\frac{q^{2} \tilde{\xi}^{2}+4 r q \tilde{\xi}+3 r^{2}}{2 r p \xi^{2}} \tanh ^{2}(\eta)\right) . \tag{3.5}
\end{equation*}
$$

Substituting $\eta=\lambda(x-\lambda t)$ into this result, we obtain:

$$
\begin{equation*}
u(x, t)=\ln \left(\frac{\xi}{2}-\frac{q^{2} \xi^{2}+4 r q \xi+3 r^{2}}{2 r q \tilde{\xi}^{2}} \tanh ^{2}(\lambda(x-\alpha t))\right) \tag{3.6}
\end{equation*}
$$

Moreover, from Eq. (3.1), we know

$$
\alpha=-\frac{q^{2} \tilde{\xi}^{2}+4 r q \tilde{\xi}+3 r^{2}}{4 r \lambda^{2} \tilde{\xi}^{2}} .
$$

Consequently, we have

$$
\begin{equation*}
u(x, t)=\ln \left(\frac{\xi}{2}-\frac{q^{2} \tilde{\xi}^{2}+4 r q \xi+3 r^{2}}{2 r p \xi^{2}} \tanh ^{2}\left(\lambda x+\frac{q^{2} \tilde{\xi}^{2}+4 r q \xi+3 r^{2}}{4 r \lambda \xi^{2}} t\right)\right) . \tag{3.7}
\end{equation*}
$$

Considering to parameter $\gamma$, we find $\xi$ that contains three cases as follow:

$$
\begin{align*}
& \xi_{1}=\frac{\gamma}{6 r p}+\frac{2 q\left(6 p r^{2}+q^{3}\right)}{3 r p \gamma}+\frac{q^{2}}{3 r p^{\prime}}  \tag{3.8a}\\
& \xi_{2}=\frac{\gamma}{12 r p}-\frac{q\left(6 p r^{2}+q^{3}\right)}{3 r p \gamma}+\frac{q^{2}}{3 r p}+\frac{I \sqrt{3}}{2}\left(\frac{\gamma}{6 r p}-\frac{2 q\left(6 p r^{2}+q^{3}\right)}{3 r p \gamma}\right),  \tag{3.8b}\\
& \xi_{3}=-\frac{\gamma}{12 r p}-\frac{q\left(6 p r^{2}+q^{3}\right)}{3 r p \gamma}+\frac{q^{2}}{3 r p}-\frac{I \sqrt{3}}{2}\left(\frac{\gamma}{6 r p}-\frac{2 q\left(6 p r^{2}+q^{3}\right)}{3 r p \gamma}\right), \tag{3.8c}
\end{align*}
$$

where

$$
\begin{equation*}
\gamma=\left(72 q^{3} r^{2} p+108 r^{4} p^{2}+8 q^{6}+12 r^{3} p^{2} \sqrt{\frac{12 q^{3}}{p}+81 r^{2}}\right)^{\frac{1}{3}} . \tag{3.8d}
\end{equation*}
$$

If we substitute $\xi_{1}, \xi_{2}$ and $\xi_{3}$ into Eq. (3.7), we obtain three different solutions for the Zhiber-Shabat equation. Wazwaz finds some solution for the Zhiber-Shabat equation [36] when $p=q=r=1$ but we find three different exact solutions for the ZhiberShabat equation in general condition.

If we substitute $p=q=r=1$ into Eq. (3.7), then we obtain:

$$
\begin{align*}
u(x, t)= & 1.073949518-1.756277322 \tanh ^{2}\left(\lambda x+0.8781386608 \frac{t}{\lambda}\right)  \tag{3.9a}\\
u(x, t)= & -.2869747589+.1844947039 I+(0.6281386630 \\
& -1.346036104 I) \tanh ^{2}\left(\lambda x+(0.3140693315-0.6730180522 I) \frac{t}{\lambda}\right)  \tag{3.9b}\\
u(x, t)= & -.2869747589-.1844947039 I+(.6281386630 \\
& +1.346036104 I) \tanh ^{2}\left(\lambda x+(0.3140693315+0.6730180522 I) \frac{t}{\lambda}\right) \tag{3.9c}
\end{align*}
$$

### 3.2 Using the rational hyperbolic method for the Dodd-BulloughMikhailov equation

In this case, we consider the Dodd-Bullough-Mikhailov equation using the rational tanh method, as explained above. By using the transformation

$$
\begin{equation*}
V(\eta)=e^{U}, \quad U(\eta)=\ln (V(\eta)), \tag{3.10}
\end{equation*}
$$

Eq. (1.9) becomes an partial differential equation of the form

$$
\begin{equation*}
-\alpha \lambda^{2}\left(V^{\prime \prime} V-V^{\prime 2}\right)+V^{3}+1=0 . \tag{3.11}
\end{equation*}
$$

Substituting Eq. (2.5) into Eq. (3.11) with $f(\eta)=\tanh (\eta)$ and using Maple, we get a system of algebraic equation, for $a_{1}, a_{2}, a_{3}, \alpha, \lambda$ :

$$
\begin{aligned}
\tanh ^{0}(\eta) & \rightarrow 2 \alpha \lambda^{2} a_{3} a_{1}^{2}+1-2 \alpha \lambda^{2} a_{2} a_{1}+a_{1}^{3}=0, \\
\tanh ^{2}(\eta) & \rightarrow-8 \alpha \lambda^{2} a_{3} a_{1}^{2}+8 \alpha \lambda^{2} a_{2} a_{1}+a_{1}^{3} a_{3}+4 a_{3}+2 \alpha \lambda^{2} a_{2}^{2}-2 \alpha \lambda^{2} a_{3}^{2} a_{1}^{2}+3 a_{1}^{2} a_{3}=0, \\
\tanh ^{4}(\eta) & \rightarrow 6 \alpha \lambda^{2} a_{3} a_{1}^{2}+3 a_{2}^{2} a_{1}+6 a_{3}^{2}-6 \alpha \lambda^{2} a_{2} a_{1}+6 \alpha \lambda^{2} a_{2}^{2} a_{3}+3 a_{1}^{2} a_{2} a_{3}-6 \alpha \lambda^{2} a_{3}^{2} a_{2} a_{1}=0, \\
\tanh ^{6}(\eta) & \rightarrow a_{2}^{3}+2 \alpha \lambda^{2} a_{3}^{2} a_{1}^{2}-8 \alpha \lambda^{2} a_{2}^{2} a_{3}+8 \alpha \lambda^{2} a_{3}^{2} a_{1} a_{2}+3 a_{2}^{2} a_{1} a_{3}+4 a_{3}^{3}-2 \alpha \lambda^{2} a_{2}^{2}=0, \\
\tanh ^{8}(\eta) & \rightarrow a_{2}^{3} a_{3}+2 \alpha \lambda^{2} a_{2}^{2} a_{3}-2 \alpha \lambda^{2} a_{3}^{2} a_{1} a_{2}+a_{3}^{3} a_{2}+a_{3}^{4}=0 .
\end{aligned}
$$

Solving the resulting set of equations with the aid of Maple, we can distinguish different cases.

Case 1:

$$
\begin{equation*}
\alpha=-\frac{3}{4 \lambda^{2}}, \quad a_{1}=\frac{1}{2}, \quad a_{2}=-\frac{3}{2}, \quad a_{3}=0 . \tag{3.12}
\end{equation*}
$$

Inserting these values into Eq. (2.5), we obtain

$$
\begin{equation*}
V(\eta)=\frac{1}{2}-\frac{3}{2} \tanh ^{2}(\eta) \tag{3.13}
\end{equation*}
$$

From Eq. (3.10), we can obtain $U(\eta)$ :

$$
\begin{equation*}
U(\eta)=\ln \left(\frac{1}{2}-\frac{3}{2} \tanh ^{2}(\eta)\right) \tag{3.14}
\end{equation*}
$$

Substituting $\eta=\lambda(x-\alpha t)$ into this result, we obtain

$$
\begin{equation*}
u(x, t)=\ln \left(\frac{1}{2}-\frac{3}{2} \tanh ^{2}(\lambda(x-\alpha t))\right) . \tag{3.15}
\end{equation*}
$$

Moreover, from Eq. (3.12), we know $\alpha=-3 /\left(4 \lambda^{2}\right)$ and then we have

$$
\begin{equation*}
u(x, t)=\ln \left(\frac{1}{2}-\frac{3}{2} \tanh ^{2}\left(\lambda x+\frac{3}{4 \lambda} t\right)\right) . \tag{3.16}
\end{equation*}
$$

Case 2:

$$
\begin{array}{lll}
\alpha=\frac{3+3 I \sqrt{3}}{8 \lambda^{2}}, & a_{1}=-\frac{1}{4}-\frac{1}{4} I \sqrt{3}, & a_{2}=\frac{3}{4}+\frac{3}{4} I \sqrt{3},
\end{array} a_{3}=0, ~ 子 \begin{array}{ll}
\alpha=\frac{3-3 I \sqrt{3}}{8 \lambda^{2}}, & a_{1}=-\frac{1}{4}+\frac{1}{4} I \sqrt{3},
\end{array} a_{2}=\frac{3}{4}-\frac{3}{4} I \sqrt{3}, \quad a_{3}=0 . .
$$

Inserting these values into Eq. (2.5) gives

$$
\begin{align*}
& V(\eta)=-\frac{1}{4}-\frac{1}{4} I \sqrt{3}+\frac{3}{4}(1+I \sqrt{3}) \tanh ^{2}(\eta)  \tag{3.18a}\\
& V(\eta)=-\frac{1}{4}+\frac{1}{4} I \sqrt{3}+\frac{3}{4}(1-I \sqrt{3}) \tanh ^{2}(\eta) . \tag{3.18b}
\end{align*}
$$

From Eq. (3.10), we can obtain $U(\eta)$ :

$$
\begin{align*}
& U(\eta)=\ln \left(-\frac{1}{4}-\frac{1}{4} I \sqrt{3}+\frac{3}{4}(1+I \sqrt{3}) \tanh ^{2}(\eta)\right)  \tag{3.19a}\\
& U(\eta)=\ln \left(-\frac{1}{4}+\frac{1}{4} I \sqrt{3}+\frac{3}{4}(1-I \sqrt{3}) \tanh ^{2}(\eta)\right) \tag{3.19b}
\end{align*}
$$

Substituting $\eta=\lambda(x-\alpha t)$ into this result gives

$$
\begin{align*}
& u(x, t)=\ln \left(-\frac{1}{4}-\frac{1}{4} I \sqrt{3}+\frac{3}{4}(1+I \sqrt{3}) \tanh ^{2}(\lambda(x-\alpha t))\right)  \tag{3.20a}\\
& u(x, t)=\ln \left(-\frac{1}{4}+\frac{1}{4} I \sqrt{3}+\frac{3}{4}(1-I \sqrt{3}) \tanh ^{2}(\lambda(x-\alpha t))\right) \tag{3.20b}
\end{align*}
$$

Moreover, substituting $\alpha$ from Eq. (3.18a) yields

$$
\begin{align*}
& u(x, t)=\ln \left(\frac{1}{2}+\frac{1}{2} I \sqrt{3}-\frac{3}{2}\left(\frac{1}{2}+\frac{1}{2} I \sqrt{3}\right) \operatorname{sech}^{2}\left(\lambda x-\frac{3+3 I \sqrt{3}}{8 \lambda} t\right)\right)  \tag{3.21}\\
& u(x, t)=\ln \left(\frac{1}{2}-\frac{1}{2} I \sqrt{3}-\frac{3}{2}\left(\frac{1}{2}-\frac{1}{2} I \sqrt{3}\right) \operatorname{sech}^{2}\left(\lambda x-\frac{3-3 I \sqrt{3}}{8 \lambda} t\right)\right) \tag{3.22}
\end{align*}
$$

### 3.3 Using rational hyperbolic methods for the Tzitzeica-Dodd-Bullough equation

In this case, we consider the Tzitzeica-Dodd-Bullough equation using rational hyperbolic method, which was explained above: By using the transformation

$$
\begin{equation*}
V(\eta)=e^{U}, \quad U(\eta)=\ln (V(\eta)) \tag{3.23}
\end{equation*}
$$

Eq. (1.10) becomes an partial differential equation, which reads :

$$
\begin{equation*}
-\alpha \lambda^{2}\left(V^{\prime \prime} V-V^{\prime 2}\right)-V+1=0 \tag{3.24}
\end{equation*}
$$

Case 1:
Substituting Eq. (2.4) into Eq. (3.24) with $f(\eta)=\tanh (\eta)$, and using Maple, we get a system of algebraic equation, for $a_{1}, a_{2}, a_{3}, \alpha, \lambda$ :

$$
\begin{aligned}
& \tanh ^{0}(\eta) \rightarrow 1-a_{1}-\alpha \lambda^{2} a_{3}^{2} a_{1}^{2}+\alpha \lambda^{2} a_{2}^{2}=0, \\
& \tanh ^{1}(\eta) \rightarrow-a_{2}+2 \alpha \lambda^{2} a_{2} a_{1}+2 \alpha \lambda^{2} a_{2}^{2} a_{3}-3 a_{1} a_{2}+4 a_{3}-2 \alpha \lambda^{2} a_{3}^{2} a_{2} a_{1}-2 \alpha \lambda^{2} a_{3} a_{1}^{2}=0, \\
& \tanh ^{2}(\eta) \rightarrow-3 a_{1} a_{3}^{2}-3 a_{2} a_{3}+6 a_{3}^{2}=0, \\
& \tanh ^{3}(\eta) \rightarrow 2 \alpha \lambda^{2} a_{3}^{2} a_{2} a_{1}+2 \alpha \lambda^{2} a_{3} a_{1}^{2}-2 \alpha \lambda^{2} a_{3} a_{2}^{2}-3 a_{2} a_{3}^{2}-2 \alpha \lambda^{2} a_{2} a_{1}+4 a_{3}^{3}-a_{1} a_{3}^{3}=0, \\
& \tanh ^{4}(\eta) \rightarrow \alpha \lambda^{2} a_{3}^{2} a_{1}^{2}+a_{3}^{2}-\alpha \lambda^{2} a_{2}^{2}-a_{3}^{3} a_{2}=0 .
\end{aligned}
$$

Solving the set of equation with the aid of Maple, we obtain:

$$
\begin{array}{lll}
\alpha=-\frac{1}{4 \lambda^{2}}, & a_{2}=-a_{1}+2, & a_{3}=1 \\
\alpha=-\frac{1}{4 \lambda^{2}}, & a_{2}=a_{1}-2, & a_{3}=-1 \tag{3.25b}
\end{array}
$$

Inserting these values into Eq. (2.4), we obtain:

$$
\begin{align*}
& V(\eta)=-\frac{\left(a_{1}-2\right) \tanh (\eta)-a_{1}}{1+\tanh (\eta)}  \tag{3.26a}\\
& V(\eta)=-\frac{\left(a_{1}-2\right) \tanh (\eta)+a_{1}}{-1+\tanh (\eta)} . \tag{3.26b}
\end{align*}
$$

From Eq. (3.23), we can obtain :

$$
\begin{align*}
& U(\eta)=\ln \left(-\frac{\left(a_{1}-2\right) \tanh (\eta)-a_{1}}{1+\tanh (\eta)}\right)  \tag{3.27a}\\
& U(\eta)=\ln \left(-\frac{\left(a_{1}-2\right) \tanh (\eta)+a_{1}}{-1+\tanh (\eta)}\right) . \tag{3.27b}
\end{align*}
$$

Substituting $\eta=\lambda x+t /(4 \lambda)$ into this result, we obtain:

$$
\begin{align*}
& u(x, t)=\ln \left(-\frac{\left(a_{1}-2\right) \tanh \left(\lambda x+\frac{1}{4 \lambda} t \eta\right)-a_{1}}{1+\tanh \left(\lambda x+\frac{1}{4 \lambda} t\right)}\right),  \tag{3.28a}\\
& u(x, t)=\ln \left(-\frac{\left(a_{1}-2\right) \tanh \left(\lambda x+\frac{1}{4 \lambda} t\right)+a_{1}}{-1+\tanh \left(\lambda x+\frac{1}{4 \lambda} t\right)}\right) . \tag{3.28b}
\end{align*}
$$

If we substitute $a_{1}=2$ then we obtain:

$$
\begin{align*}
& u(x, t)=\ln \left(\frac{2}{1+\tanh \left(\lambda x+\frac{1}{4 \lambda} t\right)}\right)  \tag{3.29a}\\
& u(x, t)=\ln \left(\frac{2}{1-\tanh \left(\lambda x+\frac{1}{4 \lambda} t\right)}\right) . \tag{3.29b}
\end{align*}
$$

Case 2:
Substituting Eq. (2.5) into Eq. (3.24) with $f(\eta)=\tanh (\eta)$, and using Maple, we get a system of algebraic equation, for $a_{1}, a_{2}, a_{3}, \alpha, \lambda$ :

$$
\begin{aligned}
& \tanh ^{0}(\eta) \rightarrow 1-a_{1}+\alpha \lambda^{2} a_{3} a_{1}^{2}-2 \alpha \lambda^{2} a_{2} a_{1}=0, \\
& \tanh ^{2}(\eta) \rightarrow-a_{2}+4 a_{3}+8 \alpha \lambda^{2} a_{2} a_{1}-8 \alpha \lambda^{2} a_{3} a_{1}^{2}-3 a_{1} a_{3}-2 \alpha \lambda^{2} a_{3}^{2} a_{1}^{2}+2 \alpha \lambda^{2} a_{2}^{2}=0, \\
& \tanh ^{4}(\eta) \rightarrow 6 \alpha \lambda^{2} a_{2} a_{3}^{2}-3 a_{2} a_{3}-6 \alpha \lambda^{2} a_{3}^{2} a_{2} a_{1}-3 a_{1} a_{3}^{2}+6 a_{3}^{2}+6 \alpha \lambda^{2} a_{1}^{2} a_{3}-6 \alpha \lambda^{2} a_{2} a_{1}=0, \\
& \tanh ^{6}(\eta) \rightarrow-8 \alpha \lambda^{2} a_{3}^{2} a_{2} a_{1}-3 a_{2} a_{3}^{2}+4 a_{3}^{3}-a_{1} a_{3}^{3}+2 \alpha \lambda^{2} a_{3}^{2} a_{1}^{2}+8 \alpha \lambda^{2} a_{3} a_{1} a_{2}^{2}=0, \\
& \tanh ^{8}(\eta) \rightarrow 2 \alpha \lambda^{2} a_{2}^{2} a_{3}+a_{3}^{4}-a_{3}^{3} a_{2}-2 \alpha \lambda^{2} a_{3}^{2} a_{1} a_{2}=0 .
\end{aligned}
$$

Solving the resulting set of equations with the aid of Maple, we obtain

$$
\begin{equation*}
\alpha=\frac{1-2 a_{1}}{4 \lambda^{2} a_{1}^{2}}, \quad a_{2}=\frac{a_{1}}{1-2 a_{1}}, \quad a_{3}=-1 . \tag{3.30}
\end{equation*}
$$

Inserting these values into Eq. (2.5), we obtain

$$
\begin{equation*}
V(\eta)=\frac{a_{1}-\frac{a_{1} \tanh ^{2}(\eta)}{-1+2 a_{1}}}{1-\tanh ^{2}(\eta)} . \tag{3.31}
\end{equation*}
$$

From Eq. (3.23), we can obtain $U(\eta)$ :

$$
\begin{equation*}
U(\eta)=\ln \frac{a_{1}-\frac{a_{1} \tanh ^{2}(\eta)}{-1+2 a_{1}}}{1-\tanh ^{2}(\eta)} . \tag{3.32}
\end{equation*}
$$

Substituting

$$
\eta=\lambda x+\frac{1-2 a_{1}}{4 \lambda a_{1}^{2}} t
$$

into (3.32) gives

$$
\begin{equation*}
u(x, t)=\ln \frac{a_{1}-\frac{a_{1} \tanh ^{2}\left(\lambda x+\frac{1-2 a_{1}}{4 \lambda a_{1}} t\right)}{-1+2 a_{1}}}{1-\tanh ^{2}\left(\lambda x+\frac{1-2 a_{1}}{4 \lambda a_{1}^{2}} t\right)} . \tag{3.33}
\end{equation*}
$$

If we substitute $a_{1}=2$, then we obtain:

$$
\begin{equation*}
u(x, t)=\ln \frac{2-\frac{2}{3} \tanh ^{2}\left(-\lambda x+\frac{3}{16 \lambda} t\right)}{1-\tanh ^{2}\left(-\lambda x+\frac{3}{16 \lambda} t\right)} . \tag{3.34}
\end{equation*}
$$

### 3.4 Using the rational hyperbolic method for the Liouville equation

In this case, we consider the Liouville equation using the rational tanh method, as explained above. By using the transformation

$$
\begin{equation*}
V(\eta)=e^{u}, \quad U(\eta)=\ln (V(\eta)), \tag{3.35}
\end{equation*}
$$

Eq. (1.7) becomes an partial differential equation of the form

$$
\begin{equation*}
-\alpha \lambda^{2}\left(V^{\prime \prime} V-V^{\prime 2}\right)+V^{3}=0 . \tag{3.36}
\end{equation*}
$$

Substituting Eq. (2.5) into Eq. (3.36) with $f(\eta)=\tanh (\eta)$, and using Maple, we get a system of algebraic equation, for $a_{1}, a_{2}, a_{3}, \alpha, \lambda$ :

$$
\begin{aligned}
& \tanh ^{0}(\eta) \rightarrow 2 \alpha \lambda^{2} a_{3} a_{1}^{2}-2 \alpha \lambda^{2} a_{2} a_{1}+a_{1}^{3}=0, \\
& \tanh ^{2}(\eta) \rightarrow-8 \alpha \lambda^{2} a_{3} a_{1}^{2}+8 \alpha \lambda^{2} a_{2} a_{1}+a_{1}^{3} a_{3}+2 \alpha \lambda^{2} a_{2}^{2}-2 \alpha \lambda^{2} a_{3}^{2} a_{1}^{2}+3 a_{1}^{2} a_{3}=0, \\
& \tanh ^{4}(\eta) \rightarrow 6 \alpha \lambda^{2} a_{3} a_{1}^{2}+3 a_{2}^{2} a_{1}-6 \alpha \lambda^{2} a_{2} a_{1}+6 \alpha \lambda^{2} a_{2}^{2} a_{3}+3 a_{1}^{2} a_{2} a_{3}-6 \alpha \lambda^{2} a_{3}^{2} a_{2} a_{1}=0, \\
& \tanh ^{6}(\eta) \rightarrow a_{2}^{3}+2 \alpha \lambda^{2} a_{3}^{2} a_{1}^{2}-8 \alpha \lambda^{2} a_{2}^{2} a_{3}+8 \alpha \lambda^{2} a_{3}^{2} a_{1} a_{2}+3 a_{2}^{2} a_{1} a_{3}-2 \alpha \lambda^{2} a_{2}^{2}=0, \\
& \tanh ^{8}(\eta) \rightarrow a_{2}^{3} a_{3}+2 \alpha \lambda^{2} a_{2}^{2} a_{3}-2 \alpha \lambda^{2} a_{3}^{2} a_{1} a_{2} 0 .
\end{aligned}
$$

Solving the set of equation with the aid of Maple, we obtain

$$
\begin{equation*}
a_{1}=-2 \alpha \lambda^{2}, \quad a_{2}=2 \alpha \lambda^{2}, \quad a_{3}=0 \tag{3.37}
\end{equation*}
$$

Inserting these values into Eq. (2.5) gives

$$
\begin{equation*}
V(\eta)=-2 \alpha \lambda^{2}+2 \alpha \lambda^{2} \tanh ^{2}(\eta) . \tag{3.38}
\end{equation*}
$$

From Eq. (3.35), we can obtain $U(\eta)$ :

$$
\begin{equation*}
U(\eta)=\ln \left(-2 \alpha \lambda^{2}+2 \alpha \lambda^{2} \tanh ^{2}(\eta)\right) . \tag{3.39}
\end{equation*}
$$

Substituting $\eta=\lambda(x-\alpha t)$ into this result yields

$$
\begin{equation*}
u(x, t)=\ln \left(-2 \alpha \lambda^{2}+2 \alpha \lambda^{2} \tanh ^{2}(\lambda(x-\alpha t))\right) . \tag{3.40}
\end{equation*}
$$

### 3.5 Using the rational tanh methods for the Sinh-Gordon equation

In this case, we consider the Sinh-Gordon equation using the rational tanh method, as explained above. By using the transformation

$$
\begin{equation*}
V(\eta)=e^{U}, \quad U(\eta)=\ln (V(\eta)), \tag{3.41}
\end{equation*}
$$

Eq. (1.8) becomes an partial differential equation of the form

$$
\begin{equation*}
-\alpha \lambda^{2}\left(V^{\prime \prime} V-V^{\prime 2}\right)+V^{3}+V=0 \tag{3.42}
\end{equation*}
$$

Substituting Eq. (2.5) into Eq. (3.42) with $f(\eta)=\tanh (\eta)$, and using Maple, we get a system of algebraic equation, for $a_{1}, a_{2}, a_{3}, \alpha, \lambda$ :

$$
\begin{aligned}
\tanh ^{0}(\eta) \rightarrow & 2 \alpha \lambda^{2} a_{3} a_{1}^{2}-2 \alpha \lambda^{2} a_{2} a_{1}+a_{1}^{3}+a_{1}=0, \\
\tanh ^{2}(\eta) \rightarrow & -8 \alpha \lambda^{2} a_{3} a_{1}^{2}+8 \alpha \lambda^{2} a_{2} a_{1}+a_{1}^{3} a_{3}+a_{2}+2 \alpha \lambda^{2} a_{2}^{2}-2 \alpha \lambda^{2} a_{3}^{2} a_{1}^{2}+3 a_{1}^{2} a_{3}+3 a_{1}^{2} a_{2}=0, \\
\tanh ^{4}(\eta) \rightarrow & 6 \alpha \lambda^{2} a_{3} a_{1}^{2}+3 a_{2}^{2} a_{1}+3 a_{3}^{2} a_{1}-6 \alpha \lambda^{2} a_{2} a_{1}+6 \alpha \lambda^{2} a_{2}^{2} a_{3}+3 a_{2} a_{3}+3 a_{1}^{2} a_{2} a_{3} \\
& \quad-6 \alpha \lambda^{2} a_{3}^{2} a_{2} a_{1}=0, \\
\tanh ^{6}(\eta) \rightarrow & a_{2}^{3}+2 \alpha \lambda^{2} a_{3}^{2} a_{1}^{2}-8 \alpha \lambda^{2} a_{2}^{2} a_{3}+8 \alpha \lambda^{2} a_{3}^{2} a_{1} a_{2}+3 a_{2}^{2} a_{1} a_{3}+a_{1} a_{3}^{3}+3 a_{3}^{2} a_{2} \\
& \quad-2 \alpha \lambda^{2} a_{2}^{2}=0, \\
\tanh ^{8}(\eta) \rightarrow & a_{2}^{3} a_{3}+2 \alpha \lambda^{2} a_{2}^{2} a_{3}-2 \alpha \lambda^{2} a_{3}^{2} a_{1} a_{2}+a_{3}^{3} a_{2}=0 .
\end{aligned}
$$

Solving the set of equation with the aid of Maple, we obtain:

$$
\begin{array}{llll}
\alpha=\frac{I}{2 \lambda^{2}}, & a_{1}=0, & a_{2}=I, & a_{2}=0 \\
\alpha=-\frac{I}{2 \lambda^{2}}, & a_{1}=0, & a_{2}=-I, & a_{2}=0 . \tag{3.44}
\end{array}
$$

Inserting these values into Eq. (2.5), we obtain:

$$
\begin{equation*}
V(\eta)=I \tanh ^{2}(\eta), \quad V(\eta)=-I \tanh ^{2}(\eta) \tag{3.45a}
\end{equation*}
$$

From Eq. (3.41), we can obtain $U(\eta)$ :

$$
\begin{equation*}
U(\eta)=\ln \left(I \tanh ^{2}(\eta)\right), \quad U(\eta)=\ln \left(-I \tanh ^{2}(\eta)\right) \tag{3.46a}
\end{equation*}
$$

Substituting $\eta=\lambda(x-\alpha t)$ into this result, we obtain:

$$
\begin{align*}
& u(x, t)=\ln \left(I \tanh ^{2}(\lambda(x-\alpha t))\right)  \tag{3.47a}\\
& u(x, t)=\ln \left(-I \tanh ^{2}(\lambda(x-\alpha t))\right) \tag{3.47b}
\end{align*}
$$

Moreover, substituting $\alpha$ from Eq. (3.43):

$$
\begin{align*}
& u(x, t)=\ln \left(I \tanh ^{2}\left(\lambda x-\frac{I}{2 \lambda} t\right)\right)  \tag{3.48a}\\
& u(x, t)=\ln \left(-I \tanh ^{2}\left(\lambda x+\frac{I}{2 \lambda} t\right)\right) \tag{3.48b}
\end{align*}
$$

## 4 Discussion and conclusions

The Zhiber-Shabat equation and the related equations including the Liouville equation, the sinh-Gordon equation, the Dodd-Bullough-Mikhailov equation, and the Tzitzeica-Dodd-Bullough equation were investigated by using the rational hyperbolic method. Travelling wave solutions were established by using this method and several of the obtained solutions are entirely new. The main goals of this work, i.e., to determine travelling wave solutions and to emphasize the power of the rational hyperbolic method, have been achieved. We handle the nonlinear partial differential equations by solving ordinary differential equations where the balancing process is used to determine the solution as a polynomial in $\tanh (\ln )$.

## References

[1] G. Eilenberger, Solitons, Springer-Verlag, Berlin, 1983.
[2] G. Whitham, Linear and Nonlinear Waves, Wiley, New York, 1974.
[3] P. Gray and S. Scott, Chemical Oscillations and Instabilities, Clarendon, Oxford, 1990.
[4] A. HAsegawa, Plasma Instabilities and Nonlinear Effects, Springer-Verlag, Berlin, 1975.
[5] C. S. Gardner, J. M. Green, D. Kruskal and R. M. Miura, Method for solving the Korteweg-deVries equation, Phys. Rev. Lett., 19 (1967), pp. 1095-1105.
[6] M. J. Ablowitz and H. SEgur, Solitons and Inverse Scattering Transform, SIAM, Philadelphia, 1981.
[7] R. Hirota, Direct method of finding exact solutions of nonlinear evolution equations, in: R. Bullough, P. Caudrey (Eds.), Backlund Transformations, Springer, Berlin, 1980, pp. 11571175.
[8] M. Wadati, H. Sanuki and K. Konno, Relationships among inverse method Backlund transformation and an infinite number of conservation laws, Prog. Theor. Phys., 53 (1975), pp. 419-436.
[9] M. J. Ablowitz and P. A. Clarkson, Solitons, Nonlinear Evolution Equations and Inverse Scattering, Cambridge University Press, Cambridge, 1991.
[10] W. X. MA, Variational identities and applications to Hamiltonian structures of soliton equations, Nonlinear Anal.-Theor., 71 (2009), pp. 1716-1726.
[11] W. X. Ma and J. H. Lee, A transformed rational function method and exact solutions to the 3+1 dimensional Jimbo-Miwa equation, Chaos, Soliton. Fract., 42 (2009), pp. 1356-1363.
[12] W. Malfliet, Solitary wave solutions of nonlinear wave equations, Am. J. Phys., 60 (1992), pp. 650-654.
[13] G. Domairry, A. G. Davodi and A. G. Davodi, Solutions for the double sine-Gordon equations by Exp-function method, Tanh and extended Tanh methods, Numer. Meth. Part. Diff. Equ., Doi: 10.1002/num.20440, (2009).
[14] E. FAN, Extended tanh-function method and its applications to nonlinear equations, Phys. Lett. A, 277 (2000), pp. 212-218.
[15] A. G. Davodi, D. D. Ganji, A. G. Davodi and A. Asgari, Finding general and explicit solutions $(2+1)$ dimensional Broer-Kaup-Kupershmidt systemnonlinear equation by ExpFunction method, Appl. Math. Comput., Doi:10.1016/j.amc.2009.05.069.
[16] M. M. Alipour, D. D. Ganji and A. G. Davodi, An application of Exp-Function method to The Generalized Burger's-Huxley equation, Selcuk J. Appl. Math., 10 (2009), pp. 121-133.
[17] D. D. Ganji, A. G. Davodi and Y. A. Geraily, New exact solutions for seventh-order Sawada-Kotera-Ito, Lax and Kaup-Kupershmidt equations using Exp-Function method, Math. Meth. Appl. Sci., Doi:10.1002/mma.1160, (2009).
[18] X. Hong (Benn) Wu and J. H. He, Exp-function method and its application to nonlinear equations, Chaos Soliton. Fract., 38 (2008), pp. 903-910.
[19] A. M. WAZWAZ, The sine-cosine method for obtaining solutions with compact and noncompact structures, Appl. Math. Comput., 159 (2004), pp. 559-576.
[20] A. M. Wazwaz and M. A. Helal, Nonlinear variants of the BBM equation with compact and noncompact physical structures, Chaos Soliton. Fract. 26 (2005), pp. 767-776.
[21] A. M. WAZWAZ, A sine-cosine method for handling nonlinear wave equations, Math. Comput. Model., 40 (2004), pp. 499-508.
[22] S. Liu, Z. Fu, S. Liu and Q. Zhao, Jacobi elliptic function expansion method and periodic wave solutions of nonlinear wave equations, Phys. Lett. A, 289 (2001), pp. 69-74.
[23] Z. Fu, S. Liu, S. Liu and Q. ZHAO, New Jacobi elliptic function expansion and new periodic solutions of nonlinear wave equations, Phys. Lett. A, 290 (2001), pp. 72-76.
[24] E. J. Parkes, B. R. Duffy and P. C. Abbott, The Jacobi elliptic-function method for ending periodic-wave solutions to nonlinear evolution equations, Phys. Lett. A, 295 (2002), pp. 280286.
[25] Y. Zhou, M. WANG and Y. WANG, Periodic wave solutions to a coupled KdV equations with variable coeficients, Phys. Lett. A, 308 (2003), pp. 31-36.
[26] G. CaI, Q. WANG AND J. HuANG, A modified F-expansion method for solving breaking soliton equation, Int. J. Nonlinear Sci., 2 (2006), pp. 122-128.
[27] P. J. Olver, Application of Lie Group to Differential Equation, Springer, New York, 1986.
[28] SHA. Hashemi. Kachapi, D. D. Ganji, A. G. Davodi and S. M. Varedi, Periodic solution for strongly nonlinear vibration systems by He's variational iteration method, Math. Meth. Appl. Sci., Doi:10.1002/mma. 1135.
[29] S. T. Mohyud-Din, M. A. Noor and K. I. Noor, Some relatively new techniques for
nonlinear problems, Math. Prob. Eng., Doi:10.1155/2009/234849 (2009).
[30] S. T. Mohyud-Din, M. A. Noor and K. I. Noor, Travelling wave solutions of seventhorder generalized KdV equations using He's polynomials, Int. J. Nonlin. Sci. Num. Sim., 10 (2009), pp. 223-229.
[31] S. T. Mohyud-Din and M. A. Noor, Homotopy perturbation method for solving fourthorder boundary value problems, Math. Prob. Engg., 2007 (2007), pp. 1-15.
[32] E. Fan and H. Zhang, A note on the homogeneous balance method, Phys. Lett. A, 246 (1998), pp. 403406.
[33] L. WANG, J. Zhou and L. Ren, The exact solitary wave solutions for a family of BBM equation, Int. J. Nonlinear Sci., 1 (2006), pp. 58-64.
[34] Y. V. BreZhnev, Darboux transformation and some multi-phase solutions of the Dodd-Bullough-Tzitzeica equation: $u_{x t}=e^{u}-e^{-2 u}=0$, Phys. Lett. A, 21 I (1996), pp. 94-100.
[35] A. M. WAZWAZ, The tanh method solitons and periodic solutions for the Dodd-BulloughMikhailov and the Tzitzeica-Dodd-Bullough equations, Chaos Soliton. Fract., 25 (2005), pp. 55-63.
[36] J. H. He and M. A. Abdou, New periodic solutions for nonlinear evolution equations using Exp-function method, Chaos, Soliton. Fract., 34 (2007), pp. 1421-1429.
[37] A. M. WAZWAZ, The tanh method for travelling wave solutions to the Zhiber-Shabat equation and other related equations, Commun. Nonlinear Sci., 13 (2008), pp. 584-592.
[38] Y. TANG, W. XU, J. Shen and L. GaO, Bifurcations of traveling wave solutions for ZhiberShabat equation, Nonlinear Anal., 67 (2007), pp. 648-656.
[39] R. Conte and M. Musette, Link between solitary waves and projective Riccati equations, J. Phys. A., 25 (1992), pp. 5609-5623.
[40] W. X. Ma and Y. You, Rational solutions of the Toda lattice equation in Casoratian form, Chaos, Soliton. Fract., 22 (2004), pp. 395-406.
[41] Sirendaoreji and J. Sun, A direct method for solving sinh-Gordon type equation, Phys. Lett. A, 298 (2002), pp. 133-9.
[42] Z. Fu, S. LiU AND S. Liu, Exact solutions to double and triple sinh-Gordon equations, Z. Naturforsch, 59a (2004), pp. 933-7.
[43] J. K. Perring and T. H. Skyrme, A model unified field equation, Nucl. Phys., 31 (1962), pp. 550-5.
[44] E. Infeld and G. Rowlands, Nonlinear Waves, Solitons and Chaos, Cambridge, England: Cambridge University Press, 2000.
[45] A. Polyanin and V. F. Zaitsev, Handbook of Nonlinear Partial Differential Equations, Boca Raton, FL: CRC, 2004.
[46] Conte R and M. Musette, Link between solitary waves and projective Riccati equations, J. Phys. A, 25 (1992), pp. 5609-23.
[47] M. J. Ablowitz, B. M. Herbst and C. Schober, On the numerical solution of the sineGordon equation, J. Comput. Phys., 126 (1996), pp. 299-314.
[48] G. W. Wei, Discrete singular convolution for the sinh-Gordon equation, Physica D, 137 (2000), pp. 247-59.


[^0]:    *Corresponding author. URL: http://ddganji.com/
    Email: a.g.davodi@gmail.com (A. G. Davodi), ddg_davood@yahoo.com (D. D. Ganji)

