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#### Abstract

The time-decay rate toward the viscous shock wave for scalar viscous conservation law $$
u_{t}+f(u)_{x}=\mu u_{x x}
$$ is obtained in this paper through an $L^{p}$ estimate and the area inequality in [1] provided that the initial perturbations are small, i.e., $\left\|\Phi_{0}\right\|_{H^{2}} \leq \varepsilon$, where $\Phi_{0}$ is the anti-derivative of the initial perturbation. It is noted that there is no additional weighted requirement on $\Phi_{0}$, i.e., $\Phi_{0}(x)$ only belongs to $H^{2}(R)$.
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## 1 Introduction

In this paper, we are concerned with the Cauchy problem of the viscous conservation law, which reads as,

$$
\left\{\begin{array}{l}
u_{t}+f(u)_{x}=\mu u_{x x},  \tag{1.1}\\
u(0, x)=u_{0}(x) \rightarrow u_{ \pm} \quad \text { as } \quad x \rightarrow \pm \infty
\end{array}\right.
$$

[^0]where $u(x, t)$ is the unknown function, $f(u)$ is the so-called flux function, which is a given smooth function, $u_{0}(x)$ is the initial data, $\mu \in \mathbb{R}^{+}$is the viscosity coefficient and $u_{ \pm}$are the far field states.

It is well-known that the long time behavior of solutions for the Cauchy problem (1.1) is closely related to the corresponding Riemann solutions, denoted as $u^{R}(x)$, of the Riemann problem

$$
\left\{\begin{array}{l}
u_{t}+f(u)_{x}=0  \tag{1.2}\\
u(0, x)=u_{0}^{R}(x)
\end{array}\right.
$$

where $u_{0}^{R}(x)$ is the Riemann initial data given by

$$
u_{0}^{R}(x)= \begin{cases}u_{-}, & x<0,  \tag{1.3}\\ u_{+}, & x>0 .\end{cases}
$$

The Riemann solutions contain two kinds of basic wave patterns, i.e., shock and rarefaction waves. In this paper, we focus on the shock wave case. Due to the effect of viscosity in (1.1), the shock wave is smoothed as a smooth function, called by viscous shock wave (or traveling wave). The stability of viscous shock wave has been extensively studied and many important achievements were obtained. Indeed, Il'in-Oleinik proved in 1960's that if $f(u)$ is strictly convex, i.e., $f^{\prime \prime}(u)>0$, the solution of (1.1) time-asymptotically tends to the viscous shock wave. Kawashima-Matsumura [8] further obtained the convergence rate if the initial data belongs to a weighted Sobolev space, see also [15] for the case that $f(u)$ is not convex or concave. An interesting $L^{1}$ stability theorem was established in [3].

Considerable progress on the asymptotic stability of traveling waves has been further achieved for the systems of viscous conservation laws such as compressible Navier-Stokes system since the pioneer works of Goodman [2] and Matsumu-ra-Nishihara [14], see [4,5,8,10-12,18-20] and the references therein. In particular, Liu-Zeng [12] obtained the pointwise estimates in the stability analysis of viscous shock wave through approximate Green function approach and pointwise estimates.

Nevertheless, it is also interesting to study the decay rates toward the viscous shock wave through the basic energy method. To the best of our knowledge, Kawashima-Matsumura [8] first obtained the decay rate for scalar viscous conservation law (1.1) by a weighted energy method. Since then, there have been several works on the decay properties toward the viscous shock, cf. [7,15,16], in which all of the decay rates in time depend on the decay rates of the initial data
at the far fields, that is, the initial data belongs to a weighted Sobolev space, and weighted estimates are needed, cf. [8].

The main purpose of this paper is to get the decay rate in time toward the traveling wave for the viscous conservation law (1.1) without additional condition on the initial data as in $[8,15]$. In other word, more initial perturbations are allowed in our initial data.

We now state our main result. Without loss of generality, we assume that $u_{-}<u_{+}$. It is known that under the assumption of the so-called Oleinik entropy condition, cf. [13,15],

$$
\begin{equation*}
h(u):=f(u)-f\left(u_{ \pm}\right)-s\left(u-u_{ \pm}\right)>0, \quad\left(u_{-}<u<u_{+}\right) \tag{1.4}
\end{equation*}
$$

the Riemann solution to the Riemann problem (1.2) consists of a single shock wave, cf. [17],

$$
u^{s}(x-s t):= \begin{cases}u_{-}, & x<s t  \tag{1.5}\\ u_{+}, & x>s t\end{cases}
$$

where $s$ is the shock speed, determined by the Rankine-Hugoniot condition

$$
\begin{equation*}
-s\left(u_{+}-u_{-}\right)+\left[f\left(u_{+}\right)-f\left(u_{-}\right)\right]=0 . \tag{1.6}
\end{equation*}
$$

From (1.4), it holds that

$$
h^{\prime}\left(u_{-}\right)=f^{\prime}\left(u_{-}\right)-s \geq 0, \quad h^{\prime}\left(u_{+}\right)=f^{\prime}\left(u_{+}\right)-s \leq 0 .
$$

In this paper, we only consider the case that

$$
\begin{equation*}
h^{\prime}\left(u_{-}\right)=f^{\prime}\left(u_{-}\right)-s>0, \quad h^{\prime}\left(u_{+}\right)=f^{\prime}\left(u_{+}\right)-s<0 . \tag{1.7}
\end{equation*}
$$

The viscous version of shock wave (viscous shock wave) is a special solution of (1.1) with the form

$$
\begin{equation*}
u=U(\xi), \quad \xi=x-s t, \quad \lim _{\xi \rightarrow \pm \infty} U(\xi)=u_{ \pm} \tag{1.8}
\end{equation*}
$$

The traveling wave $U(\xi)$ satisfies

$$
\left\{\begin{array}{l}
\left(-s U+f(U)-\mu U^{\prime}\right)^{\prime}=0  \tag{1.9}\\
U( \pm \infty)=u_{ \pm}
\end{array}\right.
$$

where ${ }^{\prime}:=\frac{d}{d \xi}$. Integrating (1.9) on $(-\infty, \xi)$ or $(\tilde{\xi},+\infty)$, we get

$$
\begin{equation*}
-s U+f(U)-\mu U^{\prime}=-s u_{ \pm}+f\left(u_{ \pm}\right), \quad \xi \in \mathbb{R} \tag{1.10}
\end{equation*}
$$

We have

Lemma 1.1 ([15]). Assume that the Oleinik entropy condition (1.4) and Rankine-Hugoniot condition (1.6) hold, then Eq. (1.1) admits a traveling wave solution $U(\xi), \xi=x-s t$, which is unique up to a shift and satisfies $U^{\prime}>0$.

As in $[6,8]$, we will reformulate the original Eq. (1.1) to an integrated equation. Let

$$
\begin{equation*}
\phi(x, t):=u(x, t)-U(\xi) \tag{1.11}
\end{equation*}
$$

We assume that the initial data satisfies

$$
\begin{equation*}
u_{0}(x)-U(x) \in H^{1} \cap L^{1} \tag{1.12}
\end{equation*}
$$

Thus we have

$$
\begin{equation*}
\phi_{t}+\left[f^{\prime}(U) \phi\right]_{x}-\mu \phi_{x x}=N_{x}(x, t) \tag{1.13}
\end{equation*}
$$

with the initial data $\phi_{0}(x)=u_{0}(x)-U(x)$, where

$$
\begin{equation*}
N(x, t)=-\left[f(u)-f(U)-f^{\prime}(U) \phi\right]=\mathcal{O}(1) \phi^{2} \tag{1.14}
\end{equation*}
$$

Denote

$$
\begin{equation*}
\Phi(x, t):=\int_{-\infty}^{x} u(y, t)-U(y-s t) d y . \tag{1.15}
\end{equation*}
$$

Without loss of generality, we assume that $\Phi( \pm, 0)=0$ (otherwise we can replace $U(\xi)$ by $U(\xi+a)$ with a shift $a$ determined by the initial data $\left.u_{0}(x)\right)$. Integrate (1.13) on $(-\infty, x)$, we get the following integrated equation:

$$
\begin{equation*}
\Phi_{t}+f^{\prime}(U) \Phi_{x}-\mu \Phi_{x x}=N(x, t) \tag{1.16}
\end{equation*}
$$

with the initial data

$$
\begin{equation*}
\Phi_{0}(x)=\int_{-\infty}^{x}\left[u_{0}(y)-U(y)\right] d y \tag{1.17}
\end{equation*}
$$

The main result is the following theorem.
Theorem 1.1. Under the conditions (1.7) and (1.12), and $\Phi_{0}(x) \in H^{2}(R)$, there exists a positive constant $\varepsilon_{0}$ such that if $\left\|\Phi_{0}\right\|_{H^{2}} \leq \varepsilon_{0}$, the Cauchy problem (1.1) has a unique global in time solution $u(x, t)$ satisfying

$$
\begin{equation*}
u-U \in C\left([0, \infty) ; H^{1}\right) \cap L^{2}\left([0, \infty) ; H^{2}\right) \tag{1.18}
\end{equation*}
$$

Furthermore it holds that, for any $2<p<\infty$,

$$
\begin{align*}
& \|\Phi\|_{L^{p}}(t) \leq C p^{\frac{1}{4}} \varepsilon_{0}(1+t)^{-\frac{p-2}{4 p}}  \tag{1.1.1}\\
& \|u-U\|_{L^{2}}(t) \leq C p^{\frac{1}{8}} \varepsilon_{0}(1+t)^{-\frac{p-2}{8 p}}  \tag{1.20}\\
& \|u-U\|_{L^{\infty}}(t) \leq C p^{\frac{1}{6}} \varepsilon_{0}(1+t)^{-\frac{(p-2)(2 p+1)}{4 p(3 p+2)}} . \tag{1.21}
\end{align*}
$$

Remark 1.1. In [8,15], the initial data $\Phi_{0}(x)$ belongs to a weighted Sobolev space, i.e.,

$$
\begin{equation*}
\int_{R}\left(1+x^{2}\right)^{\frac{v}{2}} \Phi_{0}^{2}(x) d x<+\infty, \quad v>0 \tag{1.22}
\end{equation*}
$$

Moreover the decay rates obtained in $[8,15]$ depend on $v$. The additional condition (1.22) is removed in Theorem 1.1.

Remark 1.2. The decay rate of $\|u-U\|_{L^{2}}$ is close to $(1+t)^{-1 / 8}$ for sufficiently large $p$. Similarly, the decay rate of $\|u-U\|_{L^{\infty}}$ is close to $(1+t)^{-1 / 6}$ and it can be improved a little as the initial data is more regular, see Remark 3.2 below.

We outline the proof of Theorem 1.1. From $[6,8],\|\Phi\|_{L^{2}}(t)$ is uniformly bounded by the initial data. Although the $L^{2}$ norm $\|\Phi\|_{L^{2}}(t)$ may not tend to zero as $t \rightarrow \infty$, we observe that the $L^{p}$ norm $(p>2)$ decays to zero with a rate of (1.19) by a delicate $L^{p}$ estimate. This rate can yield a differential inequality for the derivative norm $f=\left\|\Phi_{x}\right\|_{L^{2}}^{2}$, i.e.,

$$
\begin{equation*}
f_{t} \leq C(1+t)^{-\alpha}, \quad f \in L^{1}(0, \infty) \tag{1.23}
\end{equation*}
$$

for some $0<\alpha<1$. The area inequality established in [1] is then applied to derive the desired decay rate (1.20) and the rate (1.21) of $\|u-U\|_{L^{\infty}}$ is finally obtained by the Gagliardo-Nirenberg inequality.

Notations. We denote $\|u\|_{L^{p}}$ by the norm of Sobolev space $L^{p}(\mathbb{R}), \mathrm{C}$ by the generic positive constants. If $p=2$, we omit the subscript, i.e $\|\cdot\|$ is the $L^{2}$ norm.

## 2 Preliminaries

In this section, we give some preliminaries, which will be used in the proof of the main theorem. First we introduce the famous Gagliardo-Nirenberg (GN) inequality which reads as,

Lemma 2.1 (Gagliardo-Nirenberg inequality). For any $1 \leq p \leq+\infty$ and integer $0 \leq$ $j<m$,

$$
\begin{equation*}
\left\|\nabla_{x}^{j} u\right\|_{L^{p}\left(\mathbb{R}^{n}\right)} \leq C\left\|\nabla_{x}^{m} u\right\|_{L^{r}\left(\mathbb{R}^{n}\right)}^{\theta}\|u\|_{L^{q}\left(\mathbb{R}^{n}\right)^{\prime}}^{1-\theta} \tag{2.1}
\end{equation*}
$$

where

$$
\frac{1}{p}=\frac{j}{n}+\left(\frac{1}{r}-\frac{m}{n}\right) \theta+\frac{1}{q}(1-\theta), \quad \frac{j}{m} \leq \theta \leq 1
$$

and $C$ is a constant independent of $u$.

Based on the Gagliardo-Nirenberg inequality, we have
Lemma 2.2 (Interpolation inequality [9]).

$$
\begin{equation*}
\|u\|_{L^{p}} \leq C(p)\left\|\nabla\left(|u|^{\frac{p}{2}}\right)\right\|_{L^{2}}^{\frac{2 \gamma}{1+\gamma p}}\|u\|_{L^{2}}^{\frac{1}{1+\gamma p}} \tag{2.2}
\end{equation*}
$$

for $2 \leq p<\infty$, where $\gamma=\frac{1}{2}\left(\frac{1}{2}-\frac{1}{p}\right)$ and $C(p)$ is a positive constant.
We now introduce an area inequality.
Lemma 2.3 (Area Inequality, cf. [1]). Assume that a Lipschitz continuous function $f(t) \geq 0$ satisfies

$$
\begin{equation*}
f^{\prime}(t) \leq C_{0}(1+t)^{-\alpha}, \tag{2.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{t} f(s) d s \leq C_{1}(1+t)^{\beta} \ln ^{\gamma}(1+t), \quad \gamma \geq 0 \tag{2.4}
\end{equation*}
$$

for some constants $C_{0}$ and $C_{1}$, where $0 \leq \beta<\alpha$. Then it holds that if $\alpha+\beta<2$,

$$
\begin{equation*}
f(t) \leq 2 \sqrt{C_{0} C_{1}}(1+t)^{\frac{\beta-\alpha}{2}} \ln ^{\frac{\gamma}{2}}(1+t), \quad t \gg 1 . \tag{2.5}
\end{equation*}
$$

Moreover, if $\beta=\gamma=0$, i.e., $f(t) \in L^{1}[0, \infty)$ and $0<\alpha \leq 2$, then

$$
\begin{equation*}
f(t)=o\left(t^{-\frac{\alpha}{2}}\right) \text { as } t \gg 1 \text {, } \tag{2.6}
\end{equation*}
$$

and the index $\frac{\alpha}{2}$ is optimal.
Remark 2.1. The time-decay rate (2.5) is surprising for the case $0<\alpha<1, \beta=\gamma=0$, where the condition (2.4) becomes

$$
\begin{equation*}
\int_{0}^{+\infty} f(t) d t \leq C_{1}<\infty \tag{2.7}
\end{equation*}
$$

To get the decay rate of $f(t)$, the usual way is to multiply (2.3) by $1+t$, then we have

$$
\begin{equation*}
[(1+t) f(t)]^{\prime} \leq f(t)+C_{0}(1+t)^{1-\alpha} . \tag{2.8}
\end{equation*}
$$

Integrating (2.8) on $[0, t]$ implies that

$$
\begin{equation*}
f(t) \leq C(1+t)^{1-\alpha} \quad \text { as } \quad t \gg 1 \tag{2.9}
\end{equation*}
$$

It is impossible from (2.9) to get the time-decay rate of $f(t)$ as $0<\alpha<1$. So the decay rate (2.6) is surprising in this sense.

Proof. The complete proof of Lemma 2.3 can be found in [1]. Here we give a simple proof of the decay rate (2.6) for the special case that $0<\alpha<1, \beta=\gamma=0$ under additional condition that $f(t)$ is uniformly bounded.

Note that for any large time $t$, the function $f(\tau)$ on $[0, t]$ satisfies the inequality (2.3) which is equivalent to

$$
\begin{equation*}
\frac{d f(\tilde{\tau})}{d \tilde{\tau}} \geq-C_{0}(1+t-\tilde{\tau})^{-\alpha},\left.\quad f(\tilde{\tau})\right|_{\tilde{\tau}=0}=f(t), \quad \tilde{\tau} \geq 0 \tag{2.10}
\end{equation*}
$$

where $\tilde{\tau}=t-\tau$. Then we construct a function $g(\tilde{\tau})$ satisfying

$$
\begin{equation*}
\frac{d g(\tilde{\tau})}{d \tilde{\tau}}=-C_{0}(1+t-\tilde{\tau})^{-\alpha},\left.\quad g(\tilde{\tau})\right|_{\tilde{\tau}=0}=f(t), \quad \tilde{\tau} \geq 0 \tag{2.11}
\end{equation*}
$$

It is straightforward to check that $f(\tau) \geq g(\tau)$ for any $\tau \in[0, t]$, see Fig. 1 .


Figure 1: The structure of functions $f(\tau)$ and $g(\tau)$.
The ODE (2.11) is exactly a backward ordinary differential equation starting from time $t$, that is,

$$
\left\{\begin{array}{l}
\frac{d g(\tau)}{d \tau}=C_{0}(1+\tau)^{-\alpha}, \quad 0 \leq \tau \leq t  \tag{2.12}\\
g(t)=f(t)
\end{array}\right.
$$

Without loss of generality, we assume that $f(t)>0$. A direct computation gives the formula of $g(\tau)$ for $0<\tau \leq t$,

$$
\begin{align*}
g(\tau) & =f(t)-C_{0} \int_{\tau}^{t}(1+y)^{-\alpha} d y \\
& =f(t)-\frac{C_{0}}{1-\alpha}\left[(1+t)^{1-\alpha}-(1+\tau)^{1-\alpha}\right] . \tag{2.13}
\end{align*}
$$

Taking $\tau=\frac{t}{2}$, it follows from $1-\alpha>0$ that if $t \gg 1$ then

$$
\begin{equation*}
g\left(\frac{t}{2}\right)=f(t)-\frac{C_{0}}{1-\alpha}\left[(1+t)^{1-\alpha}-\left(1+\frac{t}{2}\right)^{1-\alpha}\right]<0 \tag{2.14}
\end{equation*}
$$

where we have used the additional condition that $f(t)$ is uniformly bounded. Since $g(\tau)$ is monotonically increasing, there exists a unique $s \in\left(\frac{t}{2}, t\right)$ such that $g(s)=0$. Taking $\tau=s$ in (2.13), it follows from the mean value theorem that

$$
\begin{align*}
s & =\left[(1+t)^{1-\alpha}-\frac{1-\alpha}{C_{0}} f(t)\right]^{\frac{1}{1-\alpha}}-1 \\
& =(1+t)\left[1-\frac{1-\alpha}{C_{0}} f(t)(1+t)^{\alpha-1}\right]^{\frac{1}{1-\alpha}}-1 \\
& =(1+t)\left[1-\frac{1}{C_{0}} f(t)(1+t)^{\alpha-1}\left(1-\xi_{t}\right)^{\frac{\alpha}{1-\alpha}}\right]-1 \quad \text { for some } \quad \xi_{t} \in(0,1 / 2) \\
& \leq t-\frac{1}{C_{0}}\left(\frac{1}{2}\right)^{\frac{\alpha}{1-\alpha}} f(t)(1+t)^{\alpha}, \tag{2.15}
\end{align*}
$$

due to $f(t)(1+t)^{\alpha-1}=o(1)$ as $t \gg 1$. Thus it holds that

$$
\begin{equation*}
t-s \geq \frac{1}{C_{0}} 2^{-\frac{\alpha}{1-\alpha}} f(t)(1+t)^{\alpha} \tag{2.16}
\end{equation*}
$$

Note that the curve $g(\tau)$ is concave due to the fact that the derivative of $(1+\tau)^{-\alpha}$ in (2.12) is negative. Thus the region $S_{A B C D}$ surrounded by the segments $\overline{A B}, \overline{B C}$, $\overline{C D}$ and the curve $\widetilde{D A}$ should cover the triangle $\triangle \mathrm{ABC}$, see Fig. 1.

That is, as $t \gg 1$,

$$
\begin{align*}
o(1) & =\int_{s}^{t} f(\tau) d \tau=\text { area of } S_{A B C D} \geq \text { area of } \Delta_{A B C} \\
& =\frac{1}{2} f(t)(t-s) \geq \frac{1}{2 C_{0}} 2^{-\frac{\alpha}{1-\alpha}} f^{2}(t)(1+t)^{\alpha}, \tag{2.17}
\end{align*}
$$

which gives the desired convergence rate (2.6).

## 3 Proof of Theorem 1.1

This section is devoted to the proof of Theorem 1.1. The global existence theorem was established in [15], i.e.,

Theorem 3.1 (Global existence, cf. [15]). Under the conditions (1.7) and (1.12), and $\Phi_{0}(x) \in H^{2}(R)$, there exists a positive constant $\varepsilon_{0}$ such that if $\left\|\Phi_{0}\right\|_{H^{2}} \leq \varepsilon_{0}$, the Cauchy problem (1.16) has a unique global in time solution $\Phi(x, t)$ satisfying

$$
\begin{equation*}
\|\Phi\|_{H^{2}}^{2}(t)+\int_{0}^{t}\|\Phi\|_{H^{3}}^{2}(\tau) d \tau \leq C \varepsilon_{0}^{2} \tag{3.1}
\end{equation*}
$$

Based on the global existence Theorem 3.1, we shall establish a $L^{p}$ estimate for $\Phi(x, t)$. The $L^{p}$ method was first used in [9] to study the decay properties of the solution toward the rarefaction wave for scalar viscous conservation law. Here we use the $L^{p}$ method to study the decay rate for the anti-derivative $\Phi(x, t)$.

## $3.1 L^{p}$ estimate

Proposition 3.1. Under the conditions of Theorem 3.1, it holds that, for $2<p<\infty$,

$$
\begin{equation*}
\|\Phi\|_{L^{p}} \leq C p^{\frac{1}{4}} \varepsilon_{0}(1+t)^{-\frac{p-2}{4 p}} \tag{3.2}
\end{equation*}
$$

Proof. For any $2<p<\infty$, multiply (1.16) by $w|\Phi|^{p-2} \Phi$, where $w=w(U)$ is a weight function which will be determined later, we have

$$
\begin{align*}
& \frac{1}{p} w \frac{d}{d t}\left(|\Phi|^{p}\right)+f^{\prime}(U) w|\Phi|^{p-2} \Phi \Phi_{x}-\mu w|\Phi|^{p-2} \Phi \Phi_{x x} \\
= & N(x, t)|\Phi|^{p-2} \Phi w \tag{3.3}
\end{align*}
$$

Following the same line as in [15], see also [13], we arrive at

$$
\begin{aligned}
& \quad \frac{d}{d \tau} \int \frac{1}{p} w|\Phi(t)|^{p} d x-\int \frac{1}{p}(h w)^{\prime \prime}|\Phi|^{p} U^{\prime} d x \\
& \quad+(p-1) \int \mu w\left|\Phi_{x}\right|^{2}|\Phi|^{p-2} d x \\
& =\int w|\Phi|^{p-2} \Phi N d x
\end{aligned}
$$

where $(h w)^{\prime \prime}$ means $\frac{d^{2}}{d U^{2}}(h(U) w(U))$. As in [15], we choose the weight function $w(u)$ as

$$
w(u)= \begin{cases}-\frac{\left(u-u_{-}\right)\left(u-u_{+}\right)}{h(u)}, & \left(u_{-}<u<u_{+}\right)  \tag{3.4}\\ -\frac{u_{ \pm}-u_{\mp}}{f^{\prime}\left(u_{ \pm}\right)-s^{\prime}}, & \left(u=u_{ \pm}\right) .\end{cases}
$$

By the condition (1.7), there exists a positive constant $C$ such that

$$
\begin{equation*}
C^{-1}<w<C, \quad(h w)^{\prime \prime}=-2 . \tag{3.5}
\end{equation*}
$$

In view of Theorem 3.1, $\|\Phi\|_{L^{\infty}} \leq C \varepsilon_{0}$ is small. Note that $N=\mathcal{O}(1) \Phi_{x}^{2}$ and $U^{\prime}>0$ due to Lemma 1.1, one has

$$
\begin{equation*}
\frac{d}{d \tau} \int w|\Phi(t)|^{p} d x+\int \mu w\left\|\left(|\Phi|^{\frac{p}{2}}\right)_{x}\right\|^{2} d x \leq 0 \tag{3.6}
\end{equation*}
$$

To get the decay rate (3.2), we multiply (3.6) by $(1+\tau)^{\sigma}$ and integrate the resulting equation on $(0, t)$, so that

$$
\begin{align*}
& (1+t)^{\sigma}\|\Phi(t)\|_{L^{p}}^{p}+\int_{0}^{t}(1+\tau)^{\sigma}\left\|\partial_{x}\left(|\Phi|^{\frac{p}{2}}\right)\right\|^{2} d \tau \\
\leq & \left\|\Phi_{0}\right\|_{L^{p}}^{p}+\sigma \int_{0}^{t}(1+\tau)^{\sigma-1}\|\Phi(t)\|_{L^{p}}^{p} d t . \tag{3.7}
\end{align*}
$$

We use the interpolation inequality (2.2) to estimate the RHS of (3.7). Since $p>2$ can be any number, we need to check the coefficient $C(p)$ carefully below. Thanks to the Sobolev inequality, we have

$$
\begin{align*}
& \|\Phi\|_{L^{p}}^{p} \leq\|\Phi\|^{2}\|\Phi\|_{L^{\infty}}^{p-2},  \tag{3.8}\\
& \|\Phi\|_{L^{\infty}}^{p} \leq 2\|\Phi\|_{L^{p}}^{\frac{p}{p}}\left\|\left(|\Phi|^{\frac{p}{2}}\right)_{x}\right\| . \tag{3.9}
\end{align*}
$$

These inequalities give that

$$
\begin{equation*}
\|\Phi\|_{L^{p}}^{p} \leq 2^{\frac{2(p-2)}{p+2}}\|\Phi\|^{\frac{4 p}{p+2}}\left\|\left(|\Phi|^{\frac{p}{2}}\right)_{x}\right\|^{\frac{2(p-2)}{p+2}}, \tag{3.10}
\end{equation*}
$$

from which, it follows from the Cauchy inequality

$$
a b \leq \frac{a^{p}}{p}+\frac{b^{q}}{q}, \quad \frac{1}{p}+\frac{1}{q}=1,
$$

that

$$
\begin{align*}
& \sigma(1+\tau)^{\sigma-1}\|\Phi(t)\|_{L^{p}}^{p} \\
\leq & \sigma(1+\tau)^{\sigma-1} 2^{\frac{2(p-2)}{p+2}}\|\Phi\|^{\frac{4 p}{p+2}}\left\|\left(|\Phi|^{\frac{p}{2}}\right)_{x}\right\|^{\frac{2(p-2)}{p+2}} \\
\leq & \frac{p-2}{p+2}(1+t)^{\sigma}\left\|\partial_{x}\left(|\Phi|^{\frac{p}{2}}\right)\right\|^{2}+\frac{4}{p+2} 2^{\frac{p-2}{2}} \sigma^{\frac{p+2}{4}}(1+t)^{\sigma-\frac{p+2}{4}}\|\Phi\|_{L^{2}}^{p} . \tag{3.11}
\end{align*}
$$

Choosing $\sigma=\frac{p+2}{4}$, we get from Theorem 3.1 that

$$
\begin{equation*}
\|\Phi\|_{L^{p}}^{p} \leq\left\|\Phi_{0}\right\|_{L^{p}}^{p}(1+t)^{-\frac{p+2}{4}}+\frac{4}{p+2} 2^{\frac{p-2}{2}} \sigma^{\frac{p+2}{4}}\left(C \varepsilon_{0}\right)^{p}(1+t)^{-\frac{p-2}{4}} \tag{3.12}
\end{equation*}
$$

or

$$
\begin{equation*}
\|\Phi\|_{L^{p}} \leq C p^{\frac{1}{4}} \varepsilon_{0}(1+t)^{-\frac{p-2}{4 p}}, \tag{3.13}
\end{equation*}
$$

where $C$ is independent of $p$.

### 3.2 Decay of $\left\|\Phi_{x}\right\|=\|\phi\|$

Proposition 3.2. Under the conditions of Theorem 1.1, it holds that

$$
\begin{equation*}
\|\phi\|_{L^{2}} \leq C p^{\frac{1}{8}} \varepsilon_{0}(1+t)^{-\frac{p-2}{8 p}} \tag{3.14}
\end{equation*}
$$

Proof. Multiplying (1.13) by $\phi$ and integrating the resulting equation on $\mathbb{R}$ with respect to $x$, we have

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\|\phi\|^{2}+\int_{\mathbb{R}}\left[f^{\prime}(U) \phi\right]_{x} \phi d x+\mu\left\|\phi_{x}\right\|^{2}=\int_{\mathbb{R}} N_{x}(x, t) \phi d x \tag{3.15}
\end{equation*}
$$

Note that

$$
\begin{equation*}
N(x, t)=\int_{0}^{1} f^{\prime \prime}(U+\theta \phi) \theta d \theta \phi^{2}=: Q(U, \phi) \phi^{2} \tag{3.16}
\end{equation*}
$$

then we have

$$
\begin{align*}
\left|\int_{\mathbb{R}} N_{x}(x, t) \phi d x\right| & =\left|\int_{\mathbb{R}} Q(U, \phi)\left(\frac{2 \phi^{3}}{3}\right)_{x}+Q(U, \phi)_{x} \phi^{3} d x\right| \\
& =\left|\frac{1}{3} \int_{\mathbb{R}}\left[Q_{u} U^{\prime}+Q_{\phi} \phi_{x}\right] \phi^{3} d x\right| \\
& \leq \int_{\mathbb{R}} U^{\prime} \phi^{2} d x+C\|\phi\|_{L^{\infty}}^{2}\left\|\phi_{x}\right\|\|\phi\| \\
& \leq \int_{\mathbb{R}} U^{\prime} \phi^{2} d x+C \varepsilon_{0}^{2}\left\|\phi_{x}\right\|^{2} \leq C\|\phi\|_{L^{\infty}}^{2}+C \varepsilon_{0}^{2}\left\|\phi_{x}\right\|^{2} . \tag{3.17}
\end{align*}
$$

On the other hand,

$$
\begin{equation*}
\left|\int_{\mathbb{R}}\left[f^{\prime}(U) \phi\right]_{x} \phi d x\right|=\left|\int_{\mathbb{R}} f^{\prime}(U)\left(\frac{\phi^{2}}{2}\right)_{x} d x\right| \leq C \int_{\mathbb{R}} U^{\prime} \phi^{2} d x \leq C\|\phi\|_{L^{\infty}}^{2} \tag{3.18}
\end{equation*}
$$

By the Garglilardo-Nirenberg inequality (2.1), we have

$$
\begin{equation*}
\|\phi\|_{L^{\infty}}^{2}=\left\|\Phi_{x}\right\|_{L^{\infty}}^{2} \leq C\left\|\phi_{x}\right\|^{\frac{4(p+1)}{3 p+2}}\|\Phi\|_{L^{p}}^{\frac{2 p}{3 p+2}} \leq \frac{\mu}{4}\left\|\phi_{x}\right\|^{2}+C\|\Phi\|_{L^{p}}^{2} . \tag{3.19}
\end{equation*}
$$

From (3.13) and (3.15)-(3.19), we get

$$
\begin{equation*}
\frac{d}{d t}\|\phi\|^{2} \leq C p^{\frac{1}{2}} \varepsilon_{0}^{2}(1+t)^{-\frac{p-2}{2 p}} \tag{3.20}
\end{equation*}
$$

Thanks to

$$
\int_{0}^{\infty}\|\phi\|^{2}(\tau) d \tau \leq C \varepsilon_{0}^{2}
$$

due to Theorem 3.1, we conclude from the area inequality in Lemma 2.3 that

$$
\begin{equation*}
\|\phi\|^{2} \leq C p^{\frac{1}{4}} \varepsilon_{0}^{2}(1+t)^{-\frac{p-2}{4 p}} \tag{3.21}
\end{equation*}
$$

and finally obtain the rate (3.14).
Remark 3.1. The Gagliardo-Nirenberg inequality

$$
\begin{equation*}
\|\phi\|_{L^{2}} \leq\|\Phi\|_{L^{p}}^{1-\lambda}\left\|\phi_{x}\right\|^{\lambda}, \quad \lambda=\frac{p+2}{3 p+2} \tag{3.22}
\end{equation*}
$$

holds only for $p \leq 2$, while $\|\Phi\|_{L^{2}}$ is known uniformly bounded. Thus it is difficult to obtain the decay rate of $\|\phi\|_{L^{2}}$ through the Gagliardo-Nirenberg inequality, and the area inequality can provide the rate (3.14).

### 3.3 Decay of $\left\|\phi_{x}\right\|$

Proposition 3.3. Under the conditions of Theorem 1.1, it holds that,

$$
\begin{equation*}
\left\|\phi_{x}\right\|_{L^{2}} \leq C p^{\frac{1}{8}} \varepsilon_{0}(1+t)^{-\frac{p-2}{8 p}} . \tag{3.23}
\end{equation*}
$$

Proof. Multiplying (1.13) by $-\phi_{x x}$ and integrating the resulting equation on $\mathbb{R}$ with respect to $x$, we have

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left\|\phi_{x}\right\|^{2}+\mu\left\|\phi_{x x}\right\|^{2}=\int_{\mathbb{R}}\left[f^{\prime}(U) \phi\right]_{x} \phi_{x x} d x-\int_{\mathbb{R}} N_{x}(x, t) \phi_{x x} d x \tag{3.24}
\end{equation*}
$$

We now estimate the right hand side of (3.24). A direct computation gives that

$$
\left|\int_{\mathbb{R}}\left[f^{\prime}(U) \phi\right]_{x} \phi_{x x} d x\right| \leq \frac{1}{8} \mu\left\|\phi_{x x}\right\|^{2}+C\left(\|\phi\|_{L^{\infty}}^{2}+\left\|\phi_{x}\right\|_{L^{\infty}}^{2}\right)
$$

$$
\begin{equation*}
\leq \frac{1}{4} \mu\left\|\phi_{x x}\right\|^{2}+C p^{\frac{1}{2}} \varepsilon_{0}^{2}(1+t)^{-\frac{p-2}{2 p}} \tag{3.25}
\end{equation*}
$$

where we have used the fact that

$$
\begin{align*}
& \|\phi\|_{L^{\infty}}^{2} \leq C\left\|\phi_{x x}\right\|^{\frac{4(p+1)}{5 p+2}}\|\Phi\|_{L^{p}}^{\frac{6 p}{5 p+2}} \leq \frac{\mu}{16}\left\|\phi_{x x}\right\|^{2}+C p^{\frac{1}{2}} \varepsilon_{0}^{2}(1+t)^{-\frac{p-2}{2 p}}  \tag{3.26}\\
& \left\|\phi_{x}\right\|_{L^{\infty}}^{2} \leq C\left\|\phi_{x x}\right\|^{\frac{4(2 p+1)}{5 p+2}}\|\Phi\|_{L^{p}}^{\frac{2 p}{5 p+2}} \leq \frac{\mu}{16}\left\|\phi_{x x}\right\|^{2}+C p^{\frac{1}{2}} \varepsilon_{0}^{2}(1+t)^{-\frac{p-2}{2 p}} \tag{3.27}
\end{align*}
$$

For the last term of the RHS of (3.24), the formula of $N$ yields that

$$
\begin{align*}
\left|\int_{\mathbb{R}} N_{x}(x, t) \phi_{x x} d x\right| & \leq \frac{\mu}{8}\left\|\phi_{x x}\right\|^{2}+\int_{\mathbb{R}} N_{x}^{2}(x, t) d x \\
& \leq \frac{\mu}{8}\left\|\phi_{x x}\right\|^{2}+C \int_{\mathbb{R}}\left(U_{x}^{2} \phi^{4}+\phi^{2} \phi_{x}^{2}\right) d x \\
& \leq \frac{\mu}{4}\left\|\phi_{x x}\right\|^{2}+C p^{\frac{1}{2}} \varepsilon_{0}^{2}(1+t)^{-\frac{p-2}{2 p}} \tag{3.28}
\end{align*}
$$

Thus we get

$$
\begin{equation*}
\frac{d}{d t}\left\|\phi_{x}\right\|^{2} \leq C p^{\frac{1}{2}} \varepsilon_{0}^{2}(1+t)^{-\frac{p-2}{2 p}} \tag{3.29}
\end{equation*}
$$

and $\left\|\phi_{x}\right\|^{2} \in L^{1}(0, \infty)$ due to Theorem 3.1. Again using the area inequality, one has

$$
\begin{equation*}
\left\|\phi_{x}\right\|^{2} \leq C p^{\frac{1}{4}} \varepsilon_{0}^{2}(1+t)^{-\frac{p-2}{4 p}} \tag{3.30}
\end{equation*}
$$

and the estimate (3.23) is proved.
We are ready to prove Theorem 1.1.
Proof of Theorem 1.1. It remains to show (1.21), which can be achieved from the Gagliardo-Nirenberg inequality and the decay rates (3.13), (3.23), i.e.,

$$
\begin{align*}
\|\phi\|_{L^{\infty}} & \leq C\|\Phi\|_{L^{p}}^{\frac{p}{3 p+2}}\left\|\phi_{x}\right\|^{\frac{2(p+1)}{3 p+2}} \\
& \leq C \varepsilon_{0} p^{\frac{2 p+1}{(3 p+2)}}(1+t)^{-\frac{(p-2)(2 p+1)}{4 p(3 p+2)}} \\
& \leq C \varepsilon_{0} p^{\frac{1}{6}}(1+t)^{-\frac{(p-2)(2 p+1)}{4 p(3 p+2)}} \tag{3.31}
\end{align*}
$$

This completes the proof.
Remark 3.2. By the same idea as in the proof of Proposition 3.3, we can get a better decay rate for $\|\phi\|_{L^{\infty}}$ through higher order derivative estimates if the initial data $\Phi_{0}(x)$ is more regular, i.e., $\Phi_{0} \in H^{m}(\mathbb{R}), m \geq 3$ with integer $m$.
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