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Analysis of the Dynamics of a Predator-prey
Model with Holling Functional Response

Hongyu Chen1 and Chunrui Zhang1,†

Abstract A diffusive predator-prey system with Holling functional response
is considered. Firstly, existence of positive equilibrium of this reaction diffu-
sion model under Neumann boundary condition is obtained. Meanwhile, the
existence conditions for Turing instability and Hopf bifurcations of a system
with Holling II functional response are established. Next, the existence of the
hydra effect is demonstrated, when the system is undergoing non-homogeneous
steady-state solutions. Finally, numerical simulations are illustrated to sup-
port our theory results.
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1. Introduction

Dynamics of predator-prey model is one of important subjects in mathematical
ecology, and some important results have been studied and derived by many re-
searchers [8, 10, 15, 18, 19, 21–23]. The earliest population can be traced back to
1798, the Malthus model proposed by T. R. Malthus. In 1838, the Dutch biologist
P. Verhulst introduced the largest population that the natural environment could
withstand on the basis of this model, and proposed the famous Logistic model. In
1948, P. H. Leslie and J. C. Gower extended the Logistic model, and proposed the
Leslie-Gower system model. With the development, people gradually discovered
that the functional response function should not be a simple linear function, and a
more reasonable functional response function should be nonlinear and bounded. C.
S. Holling proposed three bounded functional response functions [4, 6, 7, 9, 13, 24].
The results of the above population research include stability, the existence of limit
cycles, bifurcation and other issues [5, 11,14,20].

The hydra effect is a phenomenon in which population balance or time average
density increases when the mortality rate of the population increases [1,2]. In [1], the
three key mechanisms underlying the hydra effect were proposed by Abrams. The
two latter mechanisms were investigated in [12]. However, this mechanism has been
determined in the theoretical research conducted by [16], in which they analyzed
predator-prey models with Holling II and III functional responses. Regarding the
hydra effect, the paper by Strevens and Bonsall [17] discussed harvesting strategies
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in a host-parasitic wasp complex population system. In [3], a diffusive predator-prey
model with functional response function was studied ∂R

∂t = DR
∂2R
∂x2 + rR(1− R

K )− F (R)C,

∂C
∂t = DC

∂2C
∂x2 + efRCF (R)C −mCC − qCC2,

(1.1)

where

F (R) =
aCRR

n

1 + aCRThCRRn
. (1.2)

The authors have shown the occurrence of the hydra effect in some of its steady-state
dynamics through numerical simulations. Substituting equation (1.2) into system
(1.1), system (1.3) can be obtained. In this paper, we will analyze the dynamic
properties of the model (1.3). The system is as follows: ∂R

∂t = DR
∂2R
∂x2 + rR(1− R

K )− aCRR
nC

1+aCRThCRRn ,

∂C
∂t = DC

∂2C
∂x2 + efRCaCRR

nC
1+aCRThCRRn −mCC − qCC2,

(1.3)

and the Neumann boundary condition

Rx(x, t) = Cx(x, t) = 0, Rx(l, t) = Cx(l, t) = 0, t > 0,

R(x, 0) = R0(x) ≥ 0, C(x, 0) = C0(x) ≥ 0, x ∈ [0, l],
(1.4)

where R and C are the density of the prey and the density of the predator respec-
tively, and r is the inherent growth rate of the prey R. K is the environmental
capacity of the prey R. mC is the per capita mortality of the species C that is not
related to density, and qC is per capita mortality of species C related to density. DR

and DC are the diffusion coefficients of species R and C respectively, and efRC is
the conversion coefficient from species R to species C. aCR is the attack coefficient
of species C against species R, and ThCR is the effect time of species C on species
R. All parameters are strictly positive constants.

In this paper, we analyze the Turing instability and the existence of Hopf bifur-
cations of the system (1.3), when n = 1. The existence of the hydra effect is shown,
when the system (1.3) is undergoing the state bifurcation. The structure of this
article is arranged as follows: In Section 2, by analyzing the characteristic equation
of the coexistence balance system, we clarity conditions for the existence of Turing
unstable and Hopf bifurcations of a diffusive predator-prey system. In addition, we
also determine the critical Turing bifurcation and Turing instability curves in the
parameter plane. Then, numerical simulations are explained to support the exis-
tence of the hydra effect and other theoretical analysis results in Section 3. Finally,
in Section 4, we discuss and conclude.

2. Turing instability and Hopf bifurcation analysis

2.1. Existence of positive equilibrium

In this section, we discuss the existence of the positive equilibrium point of system
(1.1). In the system (1.1), we set f(R,C) = rR(1− R

K )− F (R)C = 0,

g(R,C) = efRCF (R)C −mCC − qCC2 = 0.
(2.1)
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From the second equation of (2.1), we can get

C =
efRCF (R)−mC

qC
. (2.2)

Substituting C into the first equation of (2.1) with formula (2.2), we obtain equation
about F (R)

efRC
qC

F 2(R)− mC

qC
F (R)− rR(1− R

K
) = 0.

Denote

Y (R) =
efRC
qC

F 2(R)− mC

qC
F (R)− rR(1− R

K
),

we can find Y (0) = −r < 0 and Y (+∞) > 0, when R > 0. Therefore, there is at
least one positive solution R∗, which meets Y (R∗) = 0. Using (2.2), we can get

C∗ = efRCF (R∗)−mC

qC
. Set C∗ > 0, then the system (1.1) has at least one positive

equilibrium (R∗, C∗). Through the above analysis, we can get the following theorem.

Theorem 2.1. Assuming R∗ > 0, if efRCaCRR
n
∗ −mC(1 +aCRThCRR

n
∗ ) > 0, the

system (1.1) has a positive equilibrium point (R∗, C∗).

In the following, we use a graphical method to illustrate the existence of a
positive equilibrium point. Denote

Y1(R) =
efRCa

2
CRR

2n

qC(1 + aCRThCRRn)2
− mCaCRR

n

qC(1 + aCRThCRRn)
,

Y2(R) = rR(1− R

K
),

when n takes the value 1, 2, 3, 4, we draw four graphs of Y1(R) and Y2(R), as shown
in Figure 1. Obviously, R∗ is the intersection of Y1(R) and Y2(R).
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Figure 1. (a), (b), (c), (d) describe the figures of functions Y1(R) and Y2(R) in (R, Y ) plane, when n
takes 1, 2, 3, 4, respectively. Keeping the other parameters fixed at the values: r = 4,mC = 0.0201, K =
14.95, aCR = 1.01, ThCR = 1, efRC = 1, qC = 0.05.
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2.2. Linear stability analysis

In this section, we conduct a linear stability analysis of system (1.3). In order
to simplify the discussion of system (1.3), we transform positive equilibrium point
(R∗, C∗) into (0, 0) by the means of transformation (R,C) = (R∗ + R̃, C∗ + C̃).
Then, we can obtain the linearized system structure as follows: ∂R̃

∂t = DR
∂2R̃
∂x2 + [r(1− 2R∗

K )− naCRR
n−1
∗ C∗

(1+aCRThCRRn
∗ )2 ]R̃− aCRR

n
∗

1+aCRThCRRn
∗
C̃,

∂C̃
∂t = DC

∂2C̃
∂x2 +

aCRefRCnR
n−1
∗ C∗

(1+aCRThCRRn
∗ )2 R̃+ (−mC − 2qCC∗ +

aCRefRCR
n
∗

1+aCRThCRRn
∗

)C̃.

(2.3)
Denote

p1 = r(1− 2R∗
K

)− naCRR
n−1
∗ C∗

(1 + aCRThCRRn∗ )2
,

p2 = −mC − 2qCC∗ +
aCRefRCR

n
∗

1 + aCRThCRRn∗
,

q1 =
aCRR

n
∗

1 + aCRThCRRn∗
,

q2 =
aCRefRCnR

n−1
∗ C∗

(1 + aCRThCRRn∗ )2
.

Let DR = εd, DC = d, then we can get ε = DR

DC
> 0. Rewrite equation (2.3) as

follows:  ∂R̃
∂t = εd∂

2R̃
∂x2 + p1R̃− q1C̃,

∂C̃
∂t = d∂

2C̃
∂x2 + q2R̃+ p2C̃.

(2.4)

We can obtain Jacobian matrix

A =

−εduk + p1 −q1

q2 −duk + p2

 ,

where uk = k2π2

l2 . Then, the characteristic equation of A is as follows:

Dk(λ, ε) = λ2 − TRkλ+DETk = 0

with

TRk = −(ε+ 1)
dk2π2

l2
+ p1 + p2,

DETk = ε
d2k4π4

l4
− (p1 + p2ε)

dk2π2

l2
+ p1p2 + q1q2.

We assume that

(B0)

p1 + p2 < 0,

p1p2 + q1q2 > 0.

Lemma 2.1. Suppose that (B0) holds, then the ordinary differential equation sys-
tem corresponding to the system (1.3) is locally asymptotically stable at the positive
equilibrium point (R∗, C∗).
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Proof. We can get the characteristic equation of ordinary differential equation
system, when the diffusion term is not added. That is,

D0(λ, ε) = λ2 − TR0λ+DET0 = 0

with

TR0 = p1 + p2,

DET0 = p1p2 + q1q2.

Both roots of D0(λ, ε) = 0 have negative real parts, when TR0 < 0 and DET0 >
0. Therefore, the system (1.3) is asymptotically stable at the positive equilibrium
point (R∗, C∗). Hence, the lemma is proved.

2.3. Analysis of Turing instability

In this section, we mainly study the existence condition of Turing instability at
the positive equilibrium point (R∗, C∗) of system (2.5) with Holling II functional
response, which is system (1.3), when n = 1. ∂R

∂t = εd∂
2R
∂x2 + rR(1− R

K )− aCRRC
1+aCRThCRR

,

∂C
∂t = d∂

2C
∂x2 + efRCaCRRC

1+aCRThCRR
−mCC − qCC2.

(2.5)

According to Theorem 2.1, we can get that when efRCaCRR∗−mC(1+aCRThCRR∗) >
0, the system (2.5) has a positive equilibrium point (R∗, C∗). Further, according to
the above method, we can get the characteristic equation of system (2.5), which is
the result of Section 2.2

Dk(λ, ε) = λ2 − TRkλ+DETk = 0 (2.6)

with

TRk = −(ε+ 1)
dk2π2

l2
+ p

′

1 + p
′

2,

DETk = ε
d2k4π4

l4
− (p

′

1 + p
′

2ε)
dk2π2

l2
+ p

′

1p
′

2 + q
′

1q
′

2,

where

p
′

1 = r(1− 2R∗
K

)− aCRC∗
(1 + aCRThCRR∗)2

,

p
′

2 = −mC − 2qCC∗ +
aCRefRCR∗

1 + aCRThCRR∗
,

q
′

1 =
aCRR∗

1 + aCRThCRR∗
,

q
′

2 =
aCRefRCC∗

(1 + aCRThCRR∗)2
.

At this point, (B0) still holds. For the convenience of notation, all p1, p2, q1, q2

mentioned below refers to p
′

1, p
′

2, q
′

1, q
′

2.
Now, we consider the existence conditions for Turing instability.
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Assume that

(B1) 0 < ε < ε1, ε1 =
p1p2 + 2q1q2

p2
2

− 2

√
p1p2q1q2 + q2

1q
2
2

p4
2

.

(B2) 0 < ε < ε2(d), ε2(d) =
p1l

2

dπ2 − p2l2
.

ε = ε2(d) decreases monotonically in d and intersects with ε = ε1 at the point
d = d0. We take εB(d) = min

d>0
{ε1, ε2(d)}, then

εB(d) =

 ε1, 0 < d ≤ d0,

ε2(d), d > d0.
(2.7)

Hence, we have the following lemma.

Lemma 2.2. Suppose that (B0) holds, then assumptions (B1) and (B2) hold, if
and only if 0 < ε < εB(d), d > 0.

Proof. Let x = dk2π2

l2 > 0, then we rewrite DETk as

DETk = εx2 − (p1 + p2ε)x+ p1p2 + q1q2.

Then, we can get symmetry axis is x = p1+p2ε
2ε , and at this time, DETk can be

taken to a minimum. That is,

DETkmin = p1p2 + q1q2 −
(p1 + p2ε)

2

4ε
.

Since x > 0, we have p1 + p2ε > 0. If we want DETkmin < 0 with the condition

p1 + p2ε > 0, ε must satisfy p1p2 + q1q2 − (p1+p2ε)
2

4ε < 0. We can obtain

0 < ε <
p1p2 + 2q1q2

p2
2

− 2

√
p1p2q1q2 + q2

1q
2
2

p4
2

,

when
p1 > 0, p2 < −p1, q1 > 0, q2 > −

p1p2

q1
.

Let ε1 = p1p2+2q1q2
p22

−2
√

p1p2q1q2+q21q
2
2

p42
, then when 0 < ε < ε1, it can be ensured that

the symmetry axis is greater than 0, and Turing instability will occur at (R∗, C∗).
Then, we take x between the symmetry axis and the right root of DETk = 0.

That is, p1+p2ε
2ε ≤ x ≤ p1+p2ε+

√
∆

2ε . When x takes a value on the axis of symmetry,
k can be taken to the minimum, and we can get

k2
min =

p1 + p2ε

2ε
.
l2

dπ2
,

kmin =

√
p1 + p2ε

2ε
.
l2

dπ2
.

By making sure
√

1
2 .
p1+p2ε

ε . l
2

dπ2 >
√

1
2 , we can obtain

0 < ε <
p1l

2

dπ2 − p2l2
,
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when
d > 0, p1 > 0, p2 < −p1, q1 > 0, q2 > −

p1p2

q1
.

Let ε2(d) = p1l
2

dπ2−p2l2 , we can find that ε = ε2(d) decreases monotonically in d and
intersects with ε = ε1 at the point d = d0, where

d0 =
2(−p1p

2
2l

2 − p2q1q2l
2 + p3

2

√
q1q2(p1p2+q1q2)

p42
l4)

π2(−p1p2 − 2q1q2 + 2p2
2

√
q1q2(p1p2+q1q2)

p42
)

.

Next, the boundary of Turing’s instability is determined.
Denote

ε∗(k, d) =
l2[p1dk

2π2 − p1p2l
2 − q1q2l

2]

dk2π2(dk2π2 − p2l2)
, d > dk, (2.8)

where dk = p1p2l
2+q1q2l

2

p1k2π2 .

Then, DETk = 0, when ε = ε∗(k, d).
That is,

DETk = 0⇔ ε∗(k, d) =
l2[p1dk

2π2 − p1p2l
2 − q1q2l

2]

dk2π2(dk2π2 − p2l2)
.

Then,
dε∗
dx

=
−p1x

2 + 2p1p2x+ 2q1q2x− p2q1q2 − p1p
2
2

x2(x− p2)2
,

and we can get

d =
p1p2 + q1q2 +

√
p1p2q1q2 + q2

1q
2
2

p1
.
l2

k2π2
.

Set dM =
p1p2+q1q2+

√
p1p2q1q2+q21q

2
2

p1
. l2

k2π2 , then dε∗
dx = 0, when d = dM . At this time,

ε∗(k, d) reaches the maximum value ε1.

Lemma 2.3. Suppose that (B0) holds, function ε = ε∗(k, d) has the following prop-
erties:
(1) When 0 < d < dM (k), ε∗(k, d) increases monotonously, and when d > dM (k),
ε∗(k, d) decreases monotonously.
(2) As for ki < ki+1, ki ∈ N, i = 1, 2, 3..., there is only one root dk1,k2 ∈ (dM (k2), dM (k1))
satisfies ε∗(k1, d) = ε∗(k2, d) for d > 0. Furthermore,

ε∗(k1, d) > ε∗(k2, d) > ε∗(k3, d) > ..., for d > dk.

(3) Define d0,1 = +∞, and as k increases, dM (k) decreases monotonically. There-
fore, when k = 0, dM (0) is the largest.
(4) Define

ε∗ = ε∗(d) = ε∗(k, d), k ∈ (dki+1,i+2,ki,i+1), ki ∈ N, i = 1, 2, 3...,

then
ε∗(d) ≤ εB(d), 0 < d < +∞.

Moreover, ε∗(d) = εB(d), if and only if d = dM (k), k ∈ N .
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Proof. (i) When d = dM (k), ε∗(d) takes the maximum value ε1. That is, ε∗(d) =
ε1. Therefore, ε∗(d) ≤ ε1.

(ii) ε∗(d) = ε∗(k, d) = l2[p1dk
2π2−p1p2l2−q1q2l2]

dk2π2(dk2π2−p2l2) < l2p1dk
2π2

dk2π2(dk2π2−p2l2) < p1l
2

dπ2−p2l2 =

ε2(d).

In Figure 2, we characterize a graph of functions ε = ε1, ε = ε2(d), and ε =
ε∗(k, d), d > 0, k = 1, 2, 3..., which will help us understand the results of Lemma
2.2 and Lemma 2.3. In Figure 3, we present a graph of the Turing bifurcation line
ε = ε∗(d), d > 0.

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5

d

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8
(d, )

L1: =
1

L2: =
2
(d)

T1: =
*
(1,d)

T2: =
*
(2,d)

T3: =
*
(3,d)

Figure 2. The figure of functions ε = ε1, ε = ε2(d) and ε = ε∗(k, d), d > 0, k = 1, 2, 3 in (d, ε) plane.
Keeping the other parameters fixed at the values: r = 4,mC = 0.0201, K = 14.95, aCR = 1.01, ThCR =
1, efRC = 1, qC = 0.05.
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Figure 3. The Turing bifurcation line ε = ε∗(d) (d > 0), while keeping the parameters fixed at the
values: r = 4,mC = 0.0201, K = 14.95, aCR = 1.01, ThCR = 1, efRC = 1, qC = 0.05.

Theorem 2.2. Suppose that (B0) holds.
(1) For any given k1 ∈ N , when ε = ε∗(k1, d), system (2.5) occurs Turing bifurcation
at (R∗, C∗).
(2) ε = ε∗(d), d > 0, is the critical curve of Turing instability.
(i) If ε > ε∗(d), d > 0, system (2.5) is asymptotically stable at (R∗, C∗).
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(ii) If 0 < ε < ε∗(d), d > 0, Turing instability occurs in system (2.5) at (R∗, C∗).

2.4. Existence of Hopf bifurcation

In this section, we mainly analyze the existence of Hopf bifurcation of the system
(2.5). We assume that

(B
′

0) p1 > max{−p2,−
q1q2

p2
}.

Denote

εH(k, d) =
−dk2π2 + p1l

2 + p2l
2

dk2π2
, 0 < d < dk, (2.9)

where dk = p1l
2+p2l

2

k2π2 , then TRk = 0, when ε = εH(k, d).
That is,

TRk = 0⇔ εH(k, d) =
−dk2π2 + p1l

2 + p2l
2

dk2π2
.

Then, we can find εH(k, d) decreases monotonically in d and intersects with ε = ε1

at the point d = dH , where

dH =
p1p

2
2l

2 + p3
2l

2

π2(k2p1p2 + k2p2
2 + 2k2q1q2 − 2k2p2

2

√
q1q2(p1p2+q1q2)

p42
)
.

Theorem 2.3. Suppose that (B
′

0) holds. For any given k1 ∈ N , when ε = εH(k1, d), 0 <
d < dH , system (2.5) occurs Hopf bifurcation at positive equilibrium (R∗, C∗).

Proof. When ε = εH(k1, d), we have TRk1 = 0. Then, (2.6) becomes

λ2 +DETk1 = 0. (2.10)

Since εH(k1, d) > ε1, through assumption (B
′

0), DETk1 > 0, we know that (2.10)
has a pair of pure imaginary roots. The above satisfies conditions for the generation
of Hopf bifurcation.

3. Numerical simulations

3.1. Numerical simulations of Turing bifurcation

Let DR = 0.03, DC = 0.41,mC = 0.722, r = 0.61,K = 14.95, aCR = 1.01, ThCR =
1, efRC = 1, qC = 0.05, l = 1, k = 1, we obtain positive equilibrium of system
(2.5) is (R∗, C∗) = (5.48169, 2.50026), and p1 = 0.103561, p2 = −0.125013, q1 =
0.847013, q2 = 0.0591038. Through (B1), (B2), equations (2.7) and (2.8), we obtain
ε1 = 0.0618551,

εB(d) =

0.0618551, 0 < d ≤ 0.156971,

0.103561
dπ2+0.125013 , d > 0.156971,

and

ε∗(k, d) =
0.103561dk2π2 − 0.0371152

dk2π2(dk2π2 + 0.125013)
.
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Then, we can find ε > ε∗(d), so the system (2.5) is asymptotically stable at (R∗, C∗).
The following Figure 4 shows that the system (2.5) is asymptotically stable at the
positive equilibrium point (5.48169, 2.50026).

(a) (b)

Figure 4. The numerical simulations of system (2.5) with ε = 0.0732 and the initial condition at
(5.4, 2.5). (a): component R (Locally asymptotically stable); (b): component C (Locally asymptotically
stable).

LetDR = 0.01, DC = 0.3,mC = 0.722, r = 0.61,K = 14.95, aCR = 1.01, ThCR =
1, efRC = 1, qC = 0.05, l = 1, we obtain positive equilibrium of system (2.5) is
(R∗, C∗) = (5.48169, 2.50026), and p1 = 0.103561, p2 = −0.125013, q1 = 0.847013, q2 =
0.0591038. Through (B1), (B2), equations (2.7) and (2.8), we obtain ε1 = 0.0618551,

εB(d) =

0.0618551, 0 < d ≤ 0.156971,

0.103561
dπ2+0.125013 , d > 0.156971,

and

ε∗(k, d) =
0.103561dk2π2 − 0.0371152

dk2π2(dk2π2 + 0.125013)
.

By setting k = 1, we obtain d0,1 = +∞ and d1,2 = 0.0477964. Select d = d1 =
0.05 ∈ (d1,2, d0,1), thus ε∗ = ε∗(1, 0.05) = 0.0416967. Equation (2.5) with d = 0.05
undergoes Turing bifurcation near equilibrium (5.48169, 2.50026) at ε = 0.0416967.
Figure 5 shows that the system (2.5) has Turing instability near the equilibrium
point (5.48169, 2.50026) at this time.

(a) (b)

Figure 5. The numerical simulations of system (2.5) with ε = 0.033 and the initial condition at (5, 2.5).
(a): component R (Turning instability); (b): component C (Turning instability).
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3.2. Numerical simulations of Hydra effect

At this point, we can find that when the mortality rate of predator C is reduced, the
population size of this population also decreases. This is consistent with the phe-
nomenon of hydra effect mentioned in Lucas dos Anjos’s article [3]. The following
Figure 6 shows the changes in the population of predator C, when the mortality rate
of predator C is equal to 0.722 and 0.717 respectively. The existence of the hydra
effect is proved, when the system has a non-homogeneous steady-state solution.
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(a)
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2.6
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mc=0.722
mc=0.717

(b)

Figure 6. Spatial distribution of predator resulting from model simulations response for two values of
the per capita mortality rate of the predator (mc=0.722 and mc=0.717), while keeping the parameters
fixed at the values: DR = 0.01, DC = 0.3, r = 0.61, K = 14.95, aCR = 1.01, ThCR = 1, efRC = 1, qC =
0.05, l = 1. x ∈ (0, π) and x ∈ (π, 3π) in (a) and (b) respectively.

3.3. Numerical simulations of Hopf bifurcation

Let DR = 0.91, DC = 0.81,mC = 0.51, r = 0.81,K = 14.95, aCR = 1.01, ThCR =
1, efRC = 1, qC = 0.05, l = 10, we obtain positive equilibrium of system (2.5) is
(R∗, C∗) = (1.48734, 1.80708). Then, we obtain p1 = 0.357322, p2 = −0.0903541, q1 =
0.600354, q2 = 0.291508. Through assumption (B1) and (2.9), we have ε1 =
0.201445 and

ε = εH(k, d) =
−dk2π2 + 26.6968

dk2π2
.

We can obtain dH = 0.204694. We choose d = 0.2, which is satisfied d < dH , and
obtain εH = 12.5248. The relationship between ε = ε1 and ε = εH(k, d) can be
reflected by Figure 7. The following Figure 8 shows the numerical simulations of
system (2.5) with Hopf bifurcation.
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Figure 7. The figure of functions ε = ε1, and ε = εH(k, d) in (d, ε) plane

(a) (b)

Figure 8. The numerical simulations of system (2.5) with ε = 1.1235 and the initial condition at
(1.4, 1.8). (a): component R (Hopf bifurcation); (b): component C (Hopf bifurcation).

Moreover, we observe that R(x, t) and C(x, t) are periodic in relation to t. That
is, there is a stable bifurcation periodic solution near the positive equilibrium of
equation (2.5). In order to understand this sentence better, we have drawn the
projection curves of the three-dimensional figures of the Hopf bifurcation on the
t−R and t− C planes in Figure 9.

(a) (b)

Figure 9. (a) and (b) describe the R(x, t) and C(x, t) periodic solution images respectively.
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4. Conclusion

The system (1.1) is a reaction diffusion predator-prey model with a functional re-
sponse function F (R). This paper studies the influence of diffusion coefficient on
the number of populations on the original basis. Meanwhile, a combination of theo-
retical analysis and numerical simulation is used to verify the existence of the hydra
effect. It is concluded that as the diffusion coefficient changes, the population size
may become no longer stable, or it may change periodically around the equilib-
rium amount. In practical applications, we can adjust the parameters according
to specific goals, and then achieve the best results combined with reality. From a
biological point of view, we explain the existence of the hydra effect, when Turing
instability occurs in the system.
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