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#### Abstract

We study continuous data assimilation (CDA) applied to projection and penalty methods for the Navier-Stokes (NS) equations. Penalty and projection methods are more efficient than consistent NS discretizations, however are less accurate due to modeling error (penalty) and splitting error (projection). We show analytically and numerically that with measurement data and properly chosen parameters, CDA can effectively remove these splitting and modeling errors and provide long time optimally accurate solutions.
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## 1 Introduction

Data assimilation has become a critical tool to improve simulations of many physical phenomena, from climate science to weather prediction to environmental

[^0]forecasting and beyond $[17,38,40]$. While there are many types of data assimilation, one with perhaps the strongest mathematical foundation for use with PDEs that predict physical behavior is called continuous data assimilation (CDA). CDA was developed by Azouani, Olson, and Titi in 2014 [1], and has since been successfully used on a wide variety of problems including Navier-Stokes equations [1], Benard convection [20], planetary geostrophic models [22], turbulence [9, 13, 23, 42], Cahn-Hilliard [18] and many others. Many improvements to CDA itself have also been made, through techniques for parameter recovery [10], parameter estimation $[11,21,44,45,48]$ sensitivity analysis with CDA [14], numerical analysis [18,28,30,36,37,39,51], and efficient nudging methods [51], to name just a few. You can also find various extensions of CDA of Azouani, Olson, Titi in $[3-7,12,26]$.

CDA is typically applied in the following manner. Suppose the following PDE is the correct model for a particular physical phenomenon with solution $u(x, t)$ :

$$
\begin{aligned}
& u_{t}+F(u)=f, \\
& \left.u(x, t)\right|_{\partial \Omega}=0, \\
& u(x, 0)=u_{0}(x) .
\end{aligned}
$$

Suppose further that part of the true solution is known from measurements or observables, so that $I_{H}(u)$ is known at all times, with $I_{H}$ representing an appropriate interpolant with max point spacing $H$. Then the CDA model takes the form

$$
\begin{aligned}
& v_{t}+F(v)+\mu I_{H}(v-u)=f \\
& \left.v(x, t)\right|_{\partial \Omega}=0 \\
& v(x, 0)=v_{0}(x)
\end{aligned}
$$

where $\mu>0$ is a user selected nudging parameter. For many such systems, given enough measurement values it can be proven that the solution $v$ is long time accurate regardless of the accuracy of the initial condition $v_{0}$ (often CDA analyses assume $v_{0}=0 \neq u_{0}$ ). In numerical analyses, accuracy results of CDA enhanced discretizations can often avoid error growth in time since application of the Gronwall inequality can be avoided, leading to long time optimal accuracy results [27,28,51].

The purpose of this paper is to study CDA together with two commonly used discretizations of the Navier-Stokes equations (NSE), the projection method and the penalty method. The projection method is a classical splitting method for the NSE developed independently by Chorin and Temam [15,60], and is based on a Hodge decomposition. The penalty method removes the divergence constraint but replaces it with a divergence penalty in the momentum equation. Both of
these methods are more efficient than consistent discretizations, however they are not as accurate: projection methods have splitting error that reduces accuracy below optimal, and penalty methods have a consistency error on the order of the penalty coefficient. We will show through analysis and numerical tests that CDA removes the splitting error in projection method and consistency error in penalty method.

To begin our introductory explanation, we start with the NSE system, which is given by

$$
\begin{align*}
& w_{t}+w \cdot \nabla w+\nabla q-v \Delta w=f  \tag{1.1}\\
& \nabla \cdot w=0  \tag{1.2}\\
& \left.w\right|_{\partial \Omega}=0  \tag{1.3}\\
& w(0)=w_{0} \tag{1.4}
\end{align*}
$$

where $f$ represents external forcing, $v$ the kinematic viscosity, and with $w$ and $q$ representing the unknown velocity and pressure. A consistent linearized backward Euler temporal discretization takes the form

$$
\begin{align*}
& \frac{u^{n+1}-u^{n}}{\Delta t}+u^{n} \cdot \nabla u^{n+1}+\nabla p^{n+1}-v \Delta u^{n+1}=f^{n+1} \\
& \nabla \cdot u^{n+1}=0  \tag{1.5}\\
& \left.u^{n+1}\right|_{\partial \Omega}=0 .
\end{align*}
$$

For simplicity, we consider the linearized backward Euler time stepping for our analysis, but we note that the same ideas can be applied to the analogous BDF2type methods as well (e.g. those from [33]), although with additional technical details. Our numerical tests use both time backward Euler and BDF2.

The linear systems associated with coupled discretizations such as those arising from (1.5), which are often called nonsymmetric saddle point systems, can be very difficult to solve. While significant progress has been made in recent years $[2,16,19,24]$, solving these systems when $v$ is small can be slow and sometimes not completely robust. Projection and penalty methods both avoid the need to solve such linear systems, as we see below, and thus with these methods it is typically much easier to get numbers.

The linearized backward Euler projection method is formulated as the following two step solve process:

Proj Step 1: Find $u^{n+1}$ :

$$
\frac{u^{n+1}-\tilde{u}^{n}}{\Delta t}+\tilde{u}^{n} \cdot \nabla u^{n+1}-v \Delta u^{n+1}=f^{n+1}
$$

$$
\left.u^{n+1}\right|_{\partial \Omega}=0 .
$$

Proj Step 2: Project $u^{n+1}$ into the divergence-free space

$$
\begin{aligned}
& \frac{\tilde{u}^{n+1}-u^{n+1}}{\Delta t}+\nabla p^{n+1}=0, \\
& \nabla \cdot \tilde{u}^{n+1}=0 \\
& \left.\tilde{u}^{n+1} \cdot n\right|_{\partial \Omega}=0 .
\end{aligned}
$$

The projection method is much more efficient and robust than solving the saddle point system above. Proj Step 1 is a convection-diffusion solve, and while not simple when $v$ is small it is still well studied. Proj Step 2 is the same at each time step and symmetric, but also can be formulated as a pressure Poisson problem. Hence, solving the linear systems is a much simpler process with the projection method. However, there are downsides to projection methods. Since their development in the late 1960s there have been many improvements to projection methods [8,31-33, 43, 49], but still there is a trade-off of accuracy vs. efficiency. This lack of accuracy is evidenced in numerous ways. First, as mentioned in [56], while the coupled backward Euler method (1.5) has $\mathcal{O}(\Delta t)$ velocity accuracy in the $L^{2}\left(0, T ; H^{1}\right)$ natural energy norm, the projection method above cannot attain first order accuracy in this norm. While it can achieve first order temporal accuracy in other norms, additional restrictions on the domain (e.g. $\Omega$ has the $H^{2}$ elliptic regularity property) are required that are not required for first order accuracy of the coupled scheme. Analogous issues occur in second order analogues of the projection method above. In addition to suboptimal accuracy, other important drawbacks are the $\mathcal{O}\left(h^{-2}\right)$ computational complexity in Proj Step 2, and solutions that are not completely physical (either not divergence-free, or do not satisfy the boundary conditions) [31,33].

In addition to projection methods, we also consider penalty methods in this paper. The linearized backward Euler penalty method takes the following form:

$$
\begin{aligned}
& \frac{u^{n+1}-u^{n}}{\Delta t}+\tilde{B}\left(u^{n}, u^{n+1}\right)-v \Delta u^{n+1}+\nabla p^{n+1}=f^{n+1} \\
& \nabla \cdot u^{n+1}+\varepsilon p^{n+1}=0 \\
& \left.u^{n+1}\right|_{\partial \Omega}=0,
\end{aligned}
$$

where

$$
\tilde{B}(u, v)=(u \cdot \nabla) v+\frac{1}{2}(\nabla \cdot u) v
$$

is the modified bilinear form introduced by Temam [59] to guarantee the stability of such systems.

By solving for $p^{n+1}$ in the conservation of mass equation and inserting it into the momentum equation, we get a system in terms of velocity only

$$
\begin{aligned}
& \frac{u^{n+1}-u^{n}}{\Delta t}+\tilde{B}\left(u^{n}, u^{n+1}\right)-v \Delta u^{n+1}-\varepsilon^{-1} \nabla\left(\nabla \cdot u^{n+1}\right)=f^{n+1} \\
& \left.u^{n+1}\right|_{\partial \Omega}=0 .
\end{aligned}
$$

Hence, this system is also more efficient than the consistent discretization of (1.5), but carries a $\mathcal{O}(\varepsilon)$ consistency error [57]. Since the matrix arising from the graddiv term $-\varepsilon^{-1} \nabla\left(\nabla \cdot u^{n+1}\right)$ is singular, numerical issues arise if $\varepsilon$ is taken too small and often this consistency/modeling error can be a dominant error source [46]. For $\varepsilon$ not too small, however, linear system solves are quite efficient, even with direct solvers [46].

The purpose of this paper is to improve both projection and penalty methods by incorporating CDA into their respective schemes. The CDA enhanced Proj scheme uses nudging in Proj Step 1, and is given by

CDA Proj Step 1: Find $u^{n+1}$ :

$$
\begin{aligned}
& \frac{u^{n+1}-\tilde{u}^{n}}{\Delta t}+\tilde{u}^{n} \cdot \nabla u^{n+1}-v \Delta u^{n+1}+\mu I_{H}\left(u^{n+1}-w^{n+1}\right)=f^{n+1}, \\
& \left.u^{n+1}\right|_{\partial \Omega}=0 .
\end{aligned}
$$

CDA Proj Step 2: Project $u^{n+1}$ into the divergence-free space

$$
\begin{aligned}
& \frac{\tilde{u}^{n+1}-u^{n+1}}{\Delta t}+\nabla p^{n+1}=0 \\
& \nabla \cdot \tilde{u}^{n+1}=0 \\
& \left.\tilde{u}^{n+1} \cdot n\right|_{\partial \Omega}=0
\end{aligned}
$$

Nudging could also be applied to velocity projection in Proj Step 2, it does not make any significant change in analysis or numerical results.

The CDA enhanced penalty method, in velocity-only form, can be written as

$$
\begin{align*}
& \frac{u^{n+1}-u^{n}}{\Delta t}+\tilde{B}\left(u^{n}, u^{n+1}\right)-v \Delta u^{n+1}-\varepsilon^{-1} \nabla\left(\nabla \cdot u^{n+1}\right) \\
& \quad+\mu I_{H}\left(u^{n+1}-w^{n+1}\right)=f^{n+1}  \tag{1.6}\\
& \left.u^{n+1}\right|_{\partial \Omega}=0
\end{align*}
$$

We prove that under assumption that NSE solution is globally well-posed, and under certain parameter choices found in our analysis, with CDA both projection and penalty methods recover optimal accuracy in the $L^{2}\left(0, T ; H^{1}\right)$ energy norm and yield long time accuracy in $L^{2}(\Omega)$. Our numerical tests illustrate these results for both the first order schemes we analyze, and for their BDF2 analogues with similar improvement from CDA. Interestingly, our numerical tests show that CDA penalty appears to give better numerical results than CDA projection, and moreover CDA penalty can be very accurate even with $\varepsilon=1$.

This paper is organized as follows. In Section 2, we introduce the necessary notation and preliminary results required in the following sections. In Section 3, we establish stability and convergence analysis of the CDA projection method globally in time in $L^{2}$ and prove the rate of convergence of our scheme is $\mathcal{O}(\Delta t)$ in $L^{2}\left(0, T ; H^{1}\right)$. In Section 4, we study the convergence of the CDA penalty scheme. Lastly, Section 5 contains two numerical tests that illustrate the optimal convergence rates and efficiency of the CDA projection and CDA penalty methods, respectively, on the benchmark problem of the channel flow past a cylinder.

## 2 Notation and preliminaries

We consider $\Omega \subset \mathbb{R}^{d}, d=2,3$, to be open bounded Lipschitz domain. The $L^{2}(\Omega)$ norm and inner product will be denoted by $\|\cdot\|$ and $(\cdot, \cdot)$ respectively, while all other norms will be labeled with subscripts. Additionally, $\langle\cdot, \cdot\rangle$ is used to denote the duality pairing between $H^{-s}$ and $H_{0}^{s}(\Omega)$ for all $s>0$.

We denote the natural function spaces for velocity and pressure, respectively, by

$$
\begin{aligned}
& X:=H_{0}^{1}(\Omega)^{d}, \\
& Q:=L_{0}^{2}(\Omega),
\end{aligned}
$$

which satisfy the inf-sup stability condition given by

$$
\inf _{q \in Q_{v \in X}} \sup _{X} \frac{(q, \nabla \cdot v)}{\|q\|\|\nabla v\|} \geq \beta>0,
$$

where $\beta$ is a constant bounded away from zero [29,41]. While this paper deals with infinite dimensional spaces $X$ and $Q$, we note that the inf-sup condition is also necessary when discretizing. Finite element subspaces $X \subset X_{h}$ and $Q \subset Q_{h}$ must be compatible spaces satisfying an inf-sup condition as well [33].

The dual norm of $X$ will be denoted by $\|\cdot\|_{-1}$. In addition to the spaces $X$ and $Q$, we define

$$
\begin{aligned}
& Y=\left\{u \in\left(L^{2}(\Omega)\right)^{d}: \nabla \cdot u=0,\left.u \cdot n\right|_{\partial \Omega}=0\right\}, \\
& V=\{u \in X: \nabla \cdot u=0\},
\end{aligned}
$$

and $P_{Y}$ is the orthogonal projector in $\left(L^{2}(\Omega)\right)^{d}$ onto $Y$. The tilde notation will be used to denote this operator, e.g.

$$
\tilde{u}^{n+1}=P_{Y} u^{n+1} .
$$

The Stokes operator is defined by

$$
A u=-P_{Y} \Delta u, \quad \forall u \in D(A)=V \cap\left(H^{2}(\Omega)\right)^{d}
$$

which is an unbounded positive self-adjoint closed operator in $Y$ with domain $D(A)$, and its inverse $A^{-1}$ is compact in $Y$.

Given $u \in Y$, by definition of $A, v=A^{-1} u$ is the solution of the following Stokes equations:

$$
\begin{gather*}
-\Delta v+\nabla p=u \\
\nabla \cdot v=0  \tag{2.1}\\
\left.v\right|_{\partial \Omega}=0
\end{gather*}
$$

In [55], the regularity results for (2.1) give

$$
\left\|A^{-1} u\right\|_{H^{s}}=\|v\|_{H^{s}} \leq c_{1}\|u\|_{H^{s-2}} \quad \text { for } \quad s=1,2
$$

and

$$
\left(A^{-1} u, u\right)=(v, u)=-(\Delta v, v)+(\nabla p, v)=\|\nabla v\|^{2} \leq c_{1}^{2}\|u\|_{-1}^{2} .
$$

Additionally, since $u=A v$, by the inf-sup condition we obtain

$$
\|u\|_{-1} \leq c \sup _{w \in X} \frac{\langle u, w\rangle}{\|\nabla w\|}=c \sup _{w \in X} \frac{\langle A v, w\rangle}{\|\nabla w\|} \leq c\|\nabla v\|,
$$

which implies that $\left(A^{-1} u, u\right)^{1 / 2}$ can be used as an equivalent norm of $H^{-1}$ for all $u \in Y$.

We now to introduce some operators which will be used in our analysis. For $u, v, w \in X$,

$$
\begin{aligned}
& \tilde{B}(u, v)=(u \cdot \nabla) v+\frac{1}{2}(\nabla \cdot u) v, \\
& \tilde{b}(u, v, w)=(\tilde{B}(u, v), w) .
\end{aligned}
$$

Equivalently, this last term can be written as

$$
\tilde{b}(u, v, w)=\frac{1}{2}(((u \cdot \nabla) v, w)-((u \cdot \nabla) w, v)), \quad \forall u, v, w \in X,
$$

which is the skew symmetric form of the nonlinear term. Hence,

$$
\begin{equation*}
\tilde{b}(u, v, v)=0, \quad \forall u, v \in X . \tag{2.2}
\end{equation*}
$$

The following lemma is proven in [39] and used to obtain the long time accuracy result.

Lemma 2.1. For constant $\alpha>1$ and $B>0$ if a sequence of real numbers $\left\{x_{n}\right\}_{n=0}^{\infty}$ satisfies

$$
\alpha x_{n+1} \leq x_{n}+B
$$

then

$$
x_{n+1} \leq x_{0} \frac{1}{\alpha^{n+1}}+\frac{B}{\alpha-1} .
$$

### 2.1 Discretization preliminaries

A function space for measurement data interpolation is also needed. Hence, we require a regular conforming mesh $\tau_{H}$ and define $X_{H}=P_{r}\left(\tau_{H}\right)^{2}$ for some polynomial degree $r$. We require that the linear coarse mesh interpolation operator $I_{H}: X \rightarrow X_{H}$ used for data assimilation satisfies the following bounds: for any $\phi \in X$,

$$
\begin{align*}
& \left\|I_{H}(\phi)-\phi\right\| \leq C_{I} H\|\nabla \phi\|,  \tag{2.3}\\
& \left\|I_{H}(\phi)\right\| \leq C_{I}\|\phi\| . \tag{2.4}
\end{align*}
$$

## 3 CDA projection method error analysis

We now consider the error resulting from the CDA projection method, which we write as the following semi-discrete algorithm. While this is only semi-discrete, no additional difficulties would arise from a finite element spatial discretization (other than accuracy being limited by the spatial approximation accuracy) and thus we suppress the spatial discretization. Our analysis assumes that NSE solution is globally well-posed in 2D and 3D.

## Algorithm 1 Semi-Discrete CDA Projection Algorithm

Let $w$ be the solution of (1.1)-(1.2) for a given divergence-free $w^{0} \in X$ and forcing $f \in L^{\infty}\left(0, \infty ; H^{-1}(\Omega)\right)$. The for $\tilde{u}^{0}=w^{0}$ and given nudging parameter $\mu \geq 0$, find $\left\{u^{n}, \tilde{u}^{n}\right\}$ for $\mathrm{n}=1,2,3, \ldots$ via the time stepping algorithm

CDA Proj Step 1: Find $u^{n+1} \in X$ satisfying

$$
\begin{align*}
& \frac{1}{\Delta t}\left(\tilde{u}^{n+1}-\tilde{u}^{n}, v\right)+\left(\tilde{u}^{n} \cdot \nabla \tilde{u}^{n+1}, v\right)+v\left(\nabla \tilde{u}^{n+1}, \nabla v\right) \\
& \quad+\mu\left(I_{H}\left(u^{n+1}-w^{n+1}\right), v\right)=\left(f^{n+1}, v\right), \quad \forall v \in X . \tag{3.1}
\end{align*}
$$

CDA Proj Step 2: Find $\tilde{u}^{n+1} \in Y$ and $p^{n+1} \in Q$ satisfying

$$
\begin{array}{ll}
\frac{1}{\Delta t}\left(\tilde{u}^{n+1}-u^{n+1}, v\right)-\left(p^{n+1}, \nabla \cdot v\right)=0, & \forall v \in Y, \\
\left(\nabla \cdot \tilde{u}^{n+1}, q\right)=0, & \forall q \in Q . \tag{3.3}
\end{array}
$$

Remark 3.1. Although the CDA projection method algorithm applies nudging to Step 1 only, it could also be applied to Step 2. However, the resulting analysis requires more effort but without any improvement in the result, and moreover numerical tests (omitted herein) showed no significant improvement over nudging with Step 1 only.

We first prove that Algorithm 1 is long time stable, without any restriction on the time step size $\Delta t$.
Lemma 3.1. Let $f \in L^{\infty}\left(0, \infty ; L^{2}\right)$ and $w \in L^{\infty}\left(0, \infty ; L^{2}\right)$. Then, for any $\Delta t>0$ and any integer $n>0$, the velocity solution to Algorithm 1 satisfies

$$
\begin{align*}
\left\|u^{n}\right\|^{2} \leq & \frac{\left\|u^{0}\right\|^{2}}{\left(1+\Delta t\left(\mu+\lambda C_{P}^{-2}\right)\right)^{n}}+\frac{v^{-1}}{\mu+\lambda C_{P}^{-2}}\|f\|_{L^{\infty}\left(0, \infty ; H^{-1}\right)}^{2} \\
& +\frac{2 \mu}{\mu+\lambda C_{P}^{-2}}\|w\|_{L^{\infty}\left(0, \infty ; L^{2}\right)}^{2} \tag{3.4}
\end{align*}
$$

with $\mu H^{2}<v /\left(2 C_{I}^{2}\right)$.
Proof. Choose $v=\tilde{u}^{n+1}$ and $q=p^{n+1}$ in (3.2)-(3.3), which vanishes the pressure term, and gives

$$
\left\|\tilde{u}^{n+1}\right\|^{2}=\left(u^{n+1}, \tilde{u}^{n+1}\right) .
$$

Then by the Cauchy-Schwarz inequality, we obtain

$$
\begin{equation*}
\left\|\tilde{u}^{n+1}\right\| \leq\left\|u^{n+1}\right\| . \tag{3.5}
\end{equation*}
$$

Next, choose $v=u^{n+1}$ in (3.1) which vanishes the nonlinear term, and provides us with

$$
\begin{aligned}
& \frac{1}{2 \Delta t}\left(\left\|u^{n+1}\right\|^{2}-\left\|\tilde{u}^{n}\right\|^{2}+\left\|u^{n+1}-\tilde{u}^{n}\right\|^{2}\right)+v\left\|\nabla u^{n+1}\right\|^{2} \\
& \quad+\mu\left(I_{H}\left(u^{n+1}-w^{n+1}\right), u^{n+1}\right)=\left(f^{n+1}, u^{n+1}\right)
\end{aligned}
$$

Next, we add and subtract $u^{n+1}$ in the first component of the nudging term and multiply both sides by $2 \Delta t$, which yields

$$
\begin{aligned}
& \quad\left\|u^{n+1}\right\|^{2}+2 \Delta t v\left\|\nabla u^{n+1}\right\|^{2}+2 \Delta t \mu\left\|u^{n+1}\right\|^{2} \\
& =\left\|\tilde{u}^{n}\right\|^{2}+2 \Delta t\left(f^{n+1}, u^{n+1}\right)+2 \Delta t \mu\left(I_{H}\left(w^{n+1}\right), u^{n+1}\right) \\
& \quad-2 \Delta t \mu\left(I_{H}\left(u^{n+1}\right)-u^{n+1}, u^{n+1}\right)
\end{aligned}
$$

after dropping the positive term $\left\|u^{n+1}-\tilde{u}^{n}\right\|^{2}$ on the left-hand side.
The second term on the right-hand side is bounded using the dual norm of $X$ and Young's inequality, which yields

$$
\begin{aligned}
2 \Delta t\left(f^{n+1}, u^{n+1}\right) & =2 \Delta t \frac{\left(f^{n+1}, u^{n+1}\right)}{\left\|\nabla u^{n+1}\right\|}\left\|\nabla u^{n+1}\right\| \\
& \leq 2 \Delta t\left\|f^{n+1}\right\|_{-1}\left\|\nabla u^{n+1}\right\| \\
& \leq \Delta t v^{-1}\left\|f^{n+1}\right\|_{-1}^{2}+\Delta t v\left\|\nabla u^{n+1}\right\|^{2}
\end{aligned}
$$

Then, for the interpolation terms, we use Cauchy-Schwarz and Young's inequalities to obtain

$$
2 \Delta t \mu\left(I_{H}\left(w^{n+1}\right), u^{n+1}\right) \leq 2 \Delta t \mu\left\|w^{n+1}\right\|^{2}+\Delta t \frac{\mu}{2}\left\|u^{n+1}\right\|^{2}
$$

thanks to the interpolation property (2.3), and

$$
\left|-2 \Delta t \mu\left(I_{H}\left(u^{n+1}\right)-u^{n+1}, u^{n+1}\right)\right| \leq 2 \Delta t \mu C_{I}^{2} H^{2}\left\|\nabla u^{n+1}\right\|^{2}+\Delta t \frac{\mu}{2}\left\|u^{n+1}\right\|^{2}
$$

thanks to the interpolation property (2.4).

Combining the above estimates produces the bound

$$
\begin{aligned}
& \left\|u^{n+1}\right\|^{2}+\Delta t\left(v-2 \mu C_{I}^{2} H^{2}\right)\left\|\nabla u^{n+1}\right\|^{2}+\Delta t \mu\left\|u^{n+1}\right\|^{2} \\
\leq & \left\|\tilde{u}^{n}\right\|^{2}+\Delta t v^{-1}\left\|f^{n+1}\right\|_{-1}^{2}+2 \Delta t \mu\left\|w^{n+1}\right\|^{2} .
\end{aligned}
$$

Assuming $\lambda=v-2 \mu C_{I}^{2} H^{2}>0$ and applying the Poincaré inequality on the lefthand side gives

$$
\left(1+\Delta t\left(\mu+\lambda C_{P}^{-2}\right)\right)\left\|u^{n+1}\right\|^{2} \leq\left\|u^{n}\right\|^{2}+\Delta t v^{-1}\left\|f^{n+1}\right\|_{-1}^{2}+2 \Delta t \mu\left\|w^{n+1}\right\|^{2}
$$

thanks to the (3.5). Next, we apply Lemma 2.1 which reveals (3.4) with regularity assumptions on $f$ and true solution $w$.
Lemma 3.2. Under the same assumptions as the previous lemma, Algorithm 1 is wellposed.
Proof. At each time step, Algorithm 1 is a type of linear Oseen problem with an additional nudging term. With the regularity assumptions and with the long time $L^{2}$ stability of $u^{n}$ established, analysis from the proof for the nudging term can be combined with standard theory for Oseen equations to achieve well-posedness of each time step and thus also the entire algorithm.

We now prove that CDA can remove the splitting error of the projection method. More specifically, with properly chosen parameters, the solution to Algorithm 1 is long-time first order accurate in the velocity, and finite time first order accurate in the $L^{2}\left(0, T ; H^{1}\right)$ norm. We found no improvement in accuracy for the CDA Proj pressure, since the CDA term will change the Hodge decomposition in a way that $p$ will still represent a Lagrange multiplier corresponding to the divergence constraint in the projection step, but can no longer be interpreted as the pressure. Instead, the pressure can be recovered by post-processing, [33,55].
Theorem 3.1. Suppose $(w, q)$ is the solution to the NSE with sufficient regularity so that all manipulations in the theorem are justified: $w \in L^{\infty}\left(0, \infty ; H^{3}\right), w_{t}, w_{t t} \in L^{\infty}\left(0, \infty ; H^{1}\right)$, $q \in L^{\infty}\left(0, \infty ; H^{1}\right)$, and denote

$$
\begin{aligned}
C_{w} & =\left\|w_{t t}\right\|_{L^{\infty}\left(0, \infty ; H^{-1}\right)}^{2}+\left\|w_{t}\right\|_{L^{\infty}\left(0, \infty ; L^{2}\right)}^{2}\|w\|_{L^{\infty}\left(0, \infty ; H^{3}\right)}^{2}+\|\nabla w\|_{L^{\infty}\left(0, \infty ; L^{\infty}\right)}, \\
C_{q} & =\|q\|_{L^{\infty}\left(0, \infty ; H^{1}\right)}^{2} .
\end{aligned}
$$

Let $\left\{u^{n}, \tilde{u}^{n}\right\}, n=1,2,3, \ldots$ denote the solution to Algorithm 1 , with $\Delta t \leq 1, \mu \geq v \Delta t^{-2}$, $\mu \geq C_{w}$, and $\mu H^{2} \leq v /\left(2 C_{I}^{2}\right)$. Then the following bounds hold for any positive $n$ :

$$
\left\|\tilde{u}^{n}-w^{n}\right\| \leq\left\|u^{n}-w^{n}\right\| \leq C \Delta t,
$$

where $C$ depends on problem data and the NSE solution but is independent of $\Delta t$ and $\mu$.

Remark 3.2. Based on the assumed regularity, for consistency $f \in W^{1, \infty}\left(0, \infty ; L^{2}\right)$. Analytical results exist, at least in the periodic setting, that shows the quantities assumed finite in Theorem 3.1 are indeed finite, such as if $f$ is analytic in the spatial variables and independent of time [25].
Remark 3.3. Following usual CDA theory and analysis (see e.g. [39]), if the initial condition to Algorithm 1 were inaccurate, Theorem 3.1 would still hold for $n$ large enough.
Remark 3.4. The assumption $\mu \geq v \Delta t^{-2}$ may require $\mu$ to be quite large. Our tests indicate this is not an issue for moderately large $\mu$, but for very large $\mu$ it is possible that numerical roundoff issues may occur. This assumption seems to require $H$ small enough in general (although this seems pessimistic and not an issue in our tests), if $I_{H}$ is the projection method onto $X_{H}$, or we do nudging as in [51], the analysis can be improved so that there is no upper bound on $\mu$, see [27].
Proof. Subtracting the NSE at $t=t^{n+1}$ after testing with $v \in X$ from (3.1) and denoting $e^{n}=w^{n}-u^{n}$ and $\tilde{e}^{n}=w^{n}-\tilde{u}^{n}$ yields

$$
\begin{aligned}
& \frac{1}{\Delta t}\left(e^{n+1}-\tilde{e}^{n}, v\right)+\left(\tilde{u}^{n} \cdot \nabla \tilde{u}^{n+1}-w^{n} \cdot \nabla w^{n+1}, v\right) \\
& \quad-\left(\nabla q^{n+1}, v\right)+v\left(\nabla e^{n+1}, \nabla v\right)+\mu\left(I_{H}\left(e^{n+1}\right), v\right) \\
= & \Delta t\left(w_{t t}\left(t^{*}\right)+w_{t}\left(t^{* *}\right) \cdot \nabla w^{n+1}, v\right),
\end{aligned}
$$

for some $t^{*}, t^{* *} \in\left(t^{n}, t^{n+1}\right)$, thanks to Taylor series approximations in the NSE. Writing the nonlinear terms as

$$
\tilde{u}^{n} \cdot \nabla \tilde{u}^{n+1}-w^{n} \cdot \nabla w^{n+1}=\tilde{e}^{n} \cdot \nabla w^{n+1}+\tilde{u}^{n} \cdot \nabla e^{n+1}
$$

and taking $v=e^{n+1}$ vanishes the second nonlinear term and produces

$$
\begin{align*}
& \frac{1}{2 \Delta t}\left(\left\|e^{n+1}\right\|^{2}-\left\|\tilde{e}^{n}\right\|^{2}+\left\|e^{n+1}-\tilde{e}^{n}\right\|^{2}\right)+v\left\|\nabla e^{n+1}\right\|^{2}+\mu\left\|e^{n+1}\right\|^{2} \\
=- & \left(\nabla q, e^{n+1}\right)-\left(\tilde{e}^{n} \cdot \nabla w^{n+1}, e^{n+1}\right)+\Delta t\left(w_{t t}\left(t^{*}\right)+w_{t}\left(t^{* *}\right) \cdot \nabla w^{n+1}, e^{n+1}\right) \\
& +\mu\left(e^{n+1}-I_{H}\left(e^{n+1}\right), e^{n+1}\right), \tag{3.6}
\end{align*}
$$

after adding and subtracting $e^{n+1}$ to the first argument in the inner product of the nudging term. We bound the pressure term using Cauchy-Schwarz and Young's inequalities via

$$
-\left(\nabla q, e^{n+1}\right) \leq\|\nabla q\|\left\|e^{n+1}\right\| \leq \frac{\mu}{4}\left\|e^{n+1}\right\|^{2}+\frac{C_{q}}{\mu} .
$$

For the right-hand side nonlinear term, we use Hölder's inequality and regularity of the NSE solution to get

$$
-\left(\tilde{e}^{n} \cdot \nabla w^{n+1}, e^{n+1}\right) \leq\left\|\tilde{e}^{n}\right\|\left\|\nabla w^{n+1}\right\|_{L^{\infty}}\left\|e^{n+1}\right\| \leq C_{w}^{1 / 2}\left\|\tilde{e}^{n}\right\|\left\|e^{n+1}\right\| .
$$

For the second right-hand side term in (3.6), we again use Cauchy-Schwarz and Young's inequalities as well as regularity of the NSE solution to find that

$$
\begin{aligned}
& \Delta t\left(w_{t t}\left(t^{*}\right)+w_{t}\left(t^{* *}\right) \cdot \nabla w^{n+1}, e^{n+1}\right) \\
\leq & \Delta t\left\|w_{t t}\left(t^{*}\right)+w_{t}\left(t^{* *}\right) \cdot \nabla w^{n+1}\right\|_{-1}\left\|\nabla e^{n+1}\right\| \\
\leq & \frac{v}{4}\left\|\nabla e^{n+1}\right\|^{2}+C_{w} v^{-1} \Delta t^{2} .
\end{aligned}
$$

To bound the last term in (3.6), we first apply the Cauchy-Schwarz inequality, then the interpolation estimate (2.3), and finally Young's inequality to obtain

$$
\begin{aligned}
& \mu\left(e^{n+1}-I_{H}\left(e^{n+1}\right), e^{n+1}\right) \\
\leq & \mu\left\|e^{n+1}-I_{H}\left(e^{n+1}\right)\right\|\left\|e^{n+1}\right\| \\
\leq & \mu C_{I} H\left\|\nabla e^{n+1}\right\|\left\|e^{n+1}\right\| \\
\leq & \frac{\mu}{4}\left\|e^{n+1}\right\|^{2}+\mu C_{I}^{2} H^{2}\left\|\nabla e^{n+1}\right\|^{2} .
\end{aligned}
$$

Collecting the bounds above together with (3.6) provides the estimate

$$
\begin{gather*}
\frac{1}{2 \Delta t}\left(\left\|e^{n+1}\right\|^{2}-\left\|\tilde{e}^{n}\right\|^{2}+\left\|e^{n+1}-\tilde{e}^{n}\right\|^{2}\right) \\
+\left(\nu-\mu C_{I}^{2} H^{2}\right)\left\|\nabla e^{n+1}\right\|^{2}+\frac{\mu}{2}\left\|e^{n+1}\right\|^{2} \\
\leq \mu^{-1} C_{q}+C_{w}^{1 / 2}\left\|\tilde{e}^{n}\right\|\left\|e^{n+1}\right\|+C_{w} v^{-1} \Delta t^{2} . \tag{3.7}
\end{gather*}
$$

Using the assumption on the parameter $v>2 \mu C_{I}^{2} H^{2}$ and dropping a positive lefthand side term reduces the bound to

$$
\begin{align*}
& \quad \frac{1}{2 \Delta t}\left(\left\|e^{n+1}\right\|^{2}-\left\|\tilde{e}^{n}\right\|^{2}\right)+\frac{v}{2}\left\|\nabla e^{n+1}\right\|^{2}+\frac{\mu}{2}\left\|e^{n+1}\right\|^{2} \\
& \leq \mu^{-1} C_{q}+C_{w}^{1 / 2}\left\|\tilde{e}^{n}\right\|\left\|e^{n+1}\right\|+C_{w} v^{-1} \Delta t^{2} . \tag{3.8}
\end{align*}
$$

Next, we subtract $\left(w^{n+1}, v\right) / \Delta t$ from both sides of the projection equation to get for $v \in Y$ that

$$
\frac{1}{\Delta t}\left(\tilde{e}^{n+1}, v\right)-\left(p^{n+1}, \nabla \cdot v\right)=\frac{1}{\Delta t}\left(e^{n+1}, v\right)
$$

which implies $L^{2}$-projection onto the space $Y$, resulting $\left\|e^{n+1}\right\| \leq\left\|e^{n+1}\right\|$.

Using this in (3.8) provides the bound

$$
\begin{aligned}
& \frac{1}{2 \Delta t}\left(\left\|e^{n+1}\right\|^{2}-\left\|e^{n}\right\|^{2}\right)+\frac{v}{2}\left\|\nabla e^{n+1}\right\|^{2}+\frac{\mu}{2}\left\|e^{n+1}\right\|^{2} \\
\leq & \mu^{-1} C_{q}+C_{w}^{1 / 2}\left\|e^{n}\right\|\left\|e^{n+1}\right\|+C_{w} v^{-1} \Delta t^{2} \\
\leq & \left(C_{w}+C_{q}\right) \Delta t^{2} v^{-1}+\frac{C_{w}}{2}\left\|e^{n}\right\|^{2}+\frac{C_{w}}{2}\left\|e^{n+1}\right\|^{2}
\end{aligned}
$$

thanks to the assumption $\mu \geq v \Delta t^{-2}$.
Reducing now gives us

$$
\begin{equation*}
\frac{1+v C_{p}^{-2} \Delta t+\mu \Delta t-C_{w} \Delta t / 2}{1+C_{w} \Delta t / 2}\left\|e^{n+1}\right\|^{2} \leq\left\|e^{n}\right\|^{2}+\frac{\left(C_{w}+C_{q}\right) v^{-1}}{1+C_{w} \Delta t / 2} \Delta t^{3} \tag{3.9}
\end{equation*}
$$

and hence we obtain the bound

$$
\begin{equation*}
\alpha\left\|e^{n+1}\right\|^{2} \leq\left\|e^{n}\right\|^{2}+\frac{\left(C_{w}+C_{q}\right) v^{-1}}{1+C_{w} \Delta t / 2} \Delta t^{3} \tag{3.10}
\end{equation*}
$$

where

$$
\alpha:=\frac{1+v C_{q}^{-2} \Delta t+(\mu / 2) \Delta t}{1+C_{w} \Delta t / 2}>1
$$

since $\mu>C_{w}$. Now applying Lemma 2.1, and using $e^{0}=0$ and that $\Delta t \leq 1$, after with some simplification we obtain the bound

$$
\begin{aligned}
\left\|e^{n}\right\|^{2} & \leq \frac{1}{\alpha-1} \frac{\left(C_{w}+C_{q}\right) v^{-1}}{1+C_{w} \Delta t / 2} \Delta t^{3} \\
& \leq \frac{1+C_{w} \Delta t / 2}{\Delta t\left(v C_{p}^{-2}+\mu / 2\right)} \frac{\left(C_{w}+C_{q}\right) v^{-1}}{1+C_{w} \Delta t / 2} \Delta t^{3} \\
& \leq \frac{\left(C_{w}+C_{q}\right) v^{-1}}{v C_{p}^{-2}+\mu / 2} \Delta t^{2} \leq \frac{C_{w}+C_{q}}{v^{2} C_{p}^{-2}} \Delta t^{2} \leq C \Delta t^{2}
\end{aligned}
$$

Taking square roots finishes the proof for $e^{n}$. For $\tilde{e}^{n}$, this result together with $\left\|\tilde{e}^{n}\right\| \leq\left\|e^{n}\right\|$ gives the result.

Now that $L^{2}$ long time first order accuracy of $u$ and $\tilde{u}$ from Algorithm 1 has been established, we can analyze error in other norms as well as the pressure. The remaining results are for a finite end time $T$, and due to the complicated expressions of constants, $C$ will represent any constant that is independent of $\Delta t$ and $\mu$.

Theorem 3.2. Under the assumptions of Theorem 3.1 but with finite end time $T$ and number of time steps $M=T /(\Delta t)$, we have the error bound

$$
\begin{equation*}
\left(\Delta t \sum_{n=1}^{M}\left\|\nabla e^{n+1}\right\|^{2}\right)^{1 / 2} \leq C \Delta t \tag{3.11}
\end{equation*}
$$

Proof. We begin this proof from (3.7) in the previous theorem's proof

$$
\begin{gather*}
\frac{1}{2 \Delta t}\left(\left\|e^{n+1}\right\|^{2}-\left\|\tilde{e}^{n}\right\|^{2}+\left\|e^{n+1}-\tilde{e}^{n}\right\|^{2}\right) \\
\quad+\left(v-\mu C_{I}^{2} H^{2}\right)\left\|\nabla e^{n+1}\right\|^{2}+\frac{\mu}{2}\left\|e^{n+1}\right\|^{2} \\
\leq \mu^{-1} C_{q}+C_{w}^{1 / 2}\left\|\tilde{e}^{n}\right\|\left\|e^{n+1}\right\|+C_{w} v^{-1} \Delta t^{2} . \tag{3.12}
\end{gather*}
$$

Using long time first order accuracy of $\tilde{u}^{n}$ and $u^{n}$ along with $v>2 \mu C_{I}^{2} H^{2}$ and $\mu \geq C\left(\Delta t^{-2}\right)$, we obtain

$$
\begin{aligned}
& \quad \frac{1}{2 \Delta t}\left(\left\|e^{n+1}\right\|^{2}-\left\|\tilde{e}^{n}\right\|^{2}\right)+\frac{v}{2}\left\|\nabla e^{n+1}\right\|^{2}+\frac{\mu}{2}\left\|e^{n+1}\right\|^{2} \\
& \leq \Delta t^{2} C_{q}+C_{w}^{1 / 2} \Delta t^{2}+C_{w} v^{-1} \Delta t^{2} .
\end{aligned}
$$

Dropping positive left-hand side terms and noting $\Delta t^{-1}\left\|\tilde{e}^{n}\right\|^{2} \leq C \Delta t$ we get the bound

$$
\begin{equation*}
\frac{v}{2}\left\|\nabla e^{n+1}\right\|^{2} \leq C \Delta t+C \Delta t^{2} \leq C \Delta t \tag{3.13}
\end{equation*}
$$

Finally, multiplying both sides by $2 \Delta t$ and summing over time steps produces

$$
\begin{equation*}
v \Delta t \sum_{n=1}^{M}\left\|\nabla e^{n+1}\right\|^{2} \leq C \Delta t^{2} \tag{3.14}
\end{equation*}
$$

which finishes the proof.

## 4 CDA penalty method error analysis

In this section, we show the long-time accuracy of the CDA penalty method. As we do in the previous section, we consider the semi-discrete CDA penalty algorithm, and assume that NSE solution is globally well-posed in 2D and 3D.

## Algorithm 2 Semi-Discrete CDA Penalty Algorithm

Let $w$ be the solution of (1.1)-(1.2) and forcing $f \in L^{\infty}\left(0, \infty ; H^{-1}(\Omega)\right)$. Then for $\tilde{u}^{0}=w^{0}$ and given nudging parameter $\mu \geq 0$, find $u^{n}$ for $\mathrm{n}=1,2,3, \ldots$ via the time stepping algorithm

$$
\begin{align*}
& \quad \frac{1}{\Delta t}\left(u^{n+1}-u^{n}, v\right)+\tilde{b}\left(u^{n}, u^{n+1}, v\right)+v\left(\nabla u^{n+1}, \nabla v\right) \\
& \quad+\varepsilon^{-1}\left(\nabla \cdot u^{n+1}, \nabla \cdot v\right)+\mu\left(I_{H}\left(u^{n+1}-w^{n+1}\right), v\right) \\
& =\left(f^{n+1}, v\right), \quad \forall v \in X . \tag{4.1}
\end{align*}
$$

Theorem 4.1. Suppose $(w, q)$ is the solution to the NSE with sufficient regularity so that all manipulations in the theorem are justified: $w \in L^{\infty}\left(0, \infty ; H^{3}\right), w_{t}, w_{t t} \in L^{\infty}\left(0, \infty ; H^{1}\right)$, $q \in L^{\infty}\left(0, \infty ; H^{1}\right)$, and denote

$$
\begin{aligned}
C_{w} & =\left\|w_{t t}\right\|_{L^{\infty}\left(0, \infty ; H^{-1}\right)}^{2}+\left\|w_{t}\right\|_{L^{\infty}\left(0, \infty ; L^{2}\right)}^{2}\|w\|_{L^{\infty}\left(0, \infty ; H^{3}\right)}^{2}+\|\nabla w\|_{L^{\infty}\left(0, \infty ; L^{\infty}\right)}, \\
C_{q} & =\|q\|_{L^{\infty}\left(0, \infty ; H^{1}\right)}^{2} .
\end{aligned}
$$

Let $\left\{u^{n}, \tilde{u}^{n}\right\}, n=1,2,3, \ldots$ denote the solution to Algorithm 1, with $\Delta t \leq 1, \mu \geq v \Delta t^{-2}$, $\mu>\mathrm{Cv}^{-1} C_{w}^{2}-C_{p}^{-2} v / 2$ and $\mu H^{2} \leq v /\left(2 C_{I}^{2}\right)$. Then the following bounds hold for any positive $n$ :

$$
\left\|u^{n}-w^{n}\right\| \leq C \Delta t
$$

where $C$ depends on problem data and the NSE solution but is independent of $\Delta t$ and $\mu$.
Remark 4.1. Based on the assumed regularity, for consistency $f \in W^{1, \infty}\left(0, \infty ; L^{2}\right)$. Analytical results exist, at least in the periodic setting, that shows the quantities assumed finite in Theorem 3.1 are indeed finite, such as if $f$ is analytic in the spatial variables and independent of time.

Remark 4.2. The assumption $\mu \geq v \Delta t^{-2}$ may require $\mu$ to be quite large. Our tests indicate this is not an issue for moderately large $\mu$, but for very large $\mu$ it is possible that numerical roundoff issues may occur. This assumption seems to require $H$ small enough in general (although this seems pessimistic and not an issue in our tests), if $I_{H}$ is the projection method onto $X_{H}$, or we do nudging as in [51], the analysis can be improved so that there is no upper bound on $\mu$, see [27].

Remark 4.3. From the theorem above, we observe that long time $L^{2}$ accuracy holds for Algorithm 2 and thus so does long time $L^{2}$ stability. Thus, under the assumptions of the theorem, these results immediately can be combined with the Lax-Milgram theorem to establish well-posedness of Algorithm 2.
Proof. Subtracting the NSE at $t=t^{n+1}$ from (4.1), testing with $v \in X$ and letting $e^{n}=w^{n}-u^{n}$ provides

$$
\begin{aligned}
& \frac{1}{\Delta t}\left(e^{n+1}-e^{n}, v\right)+\tilde{b}\left(u^{n}, e^{n+1}, v\right)+\tilde{b}\left(e^{n}, w^{n+1}, v\right) \\
& +v\left(\nabla e^{n+1}, \nabla v\right)+\varepsilon^{-1}\left(\nabla \cdot e^{n+1}, \nabla \cdot v\right)+\mu\left(I_{H}\left(e^{n+1}\right), v\right) \\
= & -\left(\nabla q^{n+1}, v\right)+\Delta t\left(w_{t t}\left(t^{*}\right)+w_{t}\left(t^{* *}\right) \cdot \nabla w^{n+1}, v\right),
\end{aligned}
$$

for some $t^{*}, t^{* *} \in\left(t^{n}, t^{n+1}\right)$, thanks to Taylor series approximations in the NSE.
Setting $v=e^{n+1}$, we derive

$$
\begin{aligned}
& \frac{1}{2 \Delta t}\left(\left\|e^{n+1}\right\|^{2}-\left\|e^{n}\right\|^{2}+\left\|e^{n+1}-e^{n}\right\|^{2}\right)+\tilde{b}\left(e^{n}, w^{n+1}, e^{n+1}\right) \\
& +v\left\|\nabla e^{n+1}\right\|^{2}+\varepsilon^{-1}\left\|\nabla \cdot e^{n+1}\right\|^{2}+\mu\left(I_{H}\left(e^{n+1}\right), v\right) \\
= & -\left(\nabla q^{n+1}, e^{n+1}\right)+\Delta t\left(w_{t t}\left(t^{*}\right)+\Delta t w_{t}\left(t^{* *}\right) \cdot \nabla w^{n+1}, v\right),
\end{aligned}
$$

thanks to the polarization identity. Then, by adding and subtracting $e^{n+1}$ in the first component of the nudging term and dropping positive terms $\left\|e^{n+1}-e^{n}\right\|^{2}$ and $\varepsilon^{-1}\left\|\nabla \cdot e^{n+1}\right\|^{2}$, we get that

$$
\begin{aligned}
& \frac{1}{2 \Delta t}\left\|e^{n+1}\right\|^{2}+v\left\|\nabla e^{n+1}\right\|^{2}+\mu\left\|e^{n+1}\right\|^{2} \\
&=\frac{1}{2 \Delta t}\left\|e^{n}\right\|^{2}-\tilde{b}\left(e^{n}, w^{n+1}, e^{n+1}\right)-\left(\nabla q^{n+1}, e^{n+1}\right) \\
& \quad-\mu\left(I_{H}\left(e^{n+1}\right)-e^{n+1}, e^{n+1}\right) \\
&+\Delta t\left(w_{t t}\left(t^{*}\right)+\Delta t w_{t}\left(t^{* *}\right) \cdot \nabla w^{n+1}, v\right)
\end{aligned}
$$

Using Hölder's and Young's inequality and regularity of the NSE solution, we obtain

$$
\begin{aligned}
\left|-\tilde{b}\left(e^{n}, w^{n+1}, e^{n+1}\right)\right| & =\frac{1}{2}\left(\left(\left(e^{n} \cdot \nabla\right) w^{n+1}, e^{n+1}\right)-\left(\left(e^{n} \cdot \nabla\right) e^{n+1}, w^{n+1}\right)\right) \\
& \leq\left\|e^{n}\right\|\left\|\nabla w^{n+1}\right\|_{L^{3}}\left\|e^{n+1}\right\|_{L^{6}}+\left\|e^{n}\right\|\left\|\nabla e^{n+1}\right\|\left\|w^{n+1}\right\|_{L^{\infty}} \\
& \leq\left\|e^{n}\right\|\left\|w^{n+1}\right\|_{H^{3}}\left\|\nabla e^{n+1}\right\|+\left\|e^{n}\right\|\left\|\nabla e^{n+1}\right\|\left\|w^{n+1}\right\|_{L^{\infty}} \\
& \leq \frac{v}{2}\left\|e^{n+1}\right\|^{2}+C v^{-1} C_{w}^{2}\left\|e^{n}\right\|^{2}
\end{aligned}
$$

The rest of the left-hand side terms are bounded by following the same analysis as in the proof of Theorem 3.1. Combining all those bound and multiply both sides by $2 \Delta t$ provides

$$
\begin{aligned}
& \left\|e^{n+1}\right\|^{2}+\Delta t \frac{v}{2}\left\|\nabla e^{n+1}\right\|^{2}+\Delta t\left(v-2 \mu C_{I}^{2} H^{2}\right)\left\|\nabla e^{n+1}\right\|^{2}+\Delta t \mu\left\|e^{n+1}\right\|^{2} \\
\leq & \left(1+C \Delta t v^{-1} C_{w}^{2}\right)\left\|e^{n}\right\|^{2}+2 \Delta t \mu^{-1} C_{q}+2 C_{w} v^{-1} \Delta t^{3} .
\end{aligned}
$$

Since $v>2 \mu C_{I}^{2} H^{2}$, we drop the positive term $\Delta t\left(v-2 \mu C_{I}^{2} H^{2}\right)\left\|\nabla e^{n+1}\right\|^{2}$. Then, by using the Poincaré inequality on the left-hand side and assuming $\mu \geq v \Delta t^{-2}$, we obtain

$$
\begin{aligned}
& \left(1+\Delta t C_{p}^{-2} \frac{v}{2}+\Delta t \mu\right)\left\|e^{n+1}\right\|^{2} \\
\leq & \left(1+C \Delta t v^{-1} C_{w}^{2}\right)\left\|e^{n}\right\|^{2}+2\left(C_{q}+C_{w}\right) v^{-1} \Delta t^{3} .
\end{aligned}
$$

Dividing both side by $\left(1+C \Delta t v^{-1} C_{w}^{2}\right)$ provides

$$
\alpha\left\|e^{n+1}\right\|^{2} \leq\left\|e^{n}\right\|^{2}+\frac{2\left(C_{q}+C_{w}\right) v^{-1}}{1+C \Delta t v^{-1} C_{w}^{2}} \Delta t^{3},
$$

where

$$
\alpha:=\frac{1+\Delta t C_{p}^{-2} v / 2+\Delta t \mu}{1+C \Delta t v^{-1} C_{w}^{2}}>1,
$$

since $\mu>\mathrm{Cv}^{-1} C_{w}^{2}-C_{p}^{-2} v / 2$.
Finally, by Lemma 2.1, we obtain

$$
\begin{aligned}
\left\|e^{n+1}\right\|^{2} & \leq \frac{1}{\alpha-1} \frac{2\left(C_{q}+C_{w}\right) v^{-1}}{1+C \Delta t v^{-1} C_{w}^{2}} \Delta t^{3} \\
& \leq \frac{2\left(C_{q}+C_{w}\right) v^{-1}}{\Delta t\left(C_{p}^{-2} v / 2+\mu-C v^{-1} C_{w}^{2}\right)} \Delta t^{3} \\
& \leq C \Delta t^{2},
\end{aligned}
$$

since $\Delta t<1$. Taking the square of both sides finishes the proof.

## 5 Numerical results

In this section, we illustrate the above theory with two numerical tests, an analytical test with known true solution and channel flow past a block (a.k.a. square
cylinder [54]). For these tests we compute with both projection and penalty methods. In all results, we observe that CDA improves solution accuracy, and with enough measurement data it effectively removes the splitting error of the projection method and the consistency error of the penalty method. As long as $\mu$ is not significantly larger than $1 / \Delta t$, we can increase $\mu$ without observing any adverse effect of it on the condition number of the linear system.

For the spatial discretization, we use a regular, conforming triangulation of the domain $\Omega$ which is denoted by $\tau_{h}$. Let $X_{h} \subset X$ and $Q_{h} \subset Q$ be an inf-sup stable pair of discrete velocity-pressure spaces. We take $X_{h}=X \cap P_{2}\left(\tau_{h}\right)$ and $Q_{h}=Q \cap P_{1}\left(\tau_{h}\right)$ Taylor-Hood or Scott-Vogelius elements in our tests, however our results in the previous sections are extendable to most other inf-sup stable element choices.

For all our penalty method tests, we use $\varepsilon=1$. While this is a very large penalty and smaller penalty values would lead to less consistency error and thus better accuracy, smaller penalty values also lead to linear systems that are very difficult to solve for large scale problems since the matrix arising from the grad-div term is singular. With $\varepsilon=1$, however, solving these systems can still be reasonably efficient [2,34, 47].

### 5.1 Known analytical solution

For our first experiment, we illustrate the accuracy theory above for Algorithms 1 and 2 to a chosen analytical solution

$$
\begin{aligned}
& u(x, y, t)=\left(e^{t} \cos (y), e^{t} \sin (x)\right) \\
& p(x, y, t)=(x-y)(1+t)
\end{aligned}
$$

on the unit square domain. We consider $\left(P_{2}, P_{1}\right)$ Taylor-Hood elements for velocity and pressure. The initial velocity is taken as $u(0)=0$ in the CDA tests. The source term $f$ is calculated from the chosen solution and the NSE.

We first test Algorithm 1 (CDA projection method) on [0,2] with $\Delta t=0.05$ on an $h=1 / 128$ uniform triangular mesh, with $H=1 / 32$ grid for the measurement data. Fig. 1 shows $L^{2}(\Omega)$ error versus time for varying $\mu$, and for comparison also with the usual backward Euler (BE) FEM using the nodal interpolant of $u(0)$ as the initial condition. We observe that as $\mu$ increases, the error approaches that of BE (which is known to be first order in $\Delta t$ ), with it reaching the same level of accuracy when $\mu=10^{5}$ despite having a very inaccurate initial condition.

We repeat this test for Algorithm 2 (CDA penalty method), and results are shown in Fig. 2 as $L^{2}$ error versus time. Results are similar to that of CDA projection, with improvement in accuracy as $\mu$ increases and finally achieving the same accuracy as BE once $\mu=10^{5}$.


Figure 1: Shown above is the $L^{2}$ difference to the true solution versus time, for finite element solution of NSE with backward Euler time discretization and Algorithm 1 with varying $\mu$ for zero initial velocities.


Figure 2: Shown above is the $L^{2}$ difference to the true solution versus time, for finite element solution of NSE with backward Euler time discretization and Algorithm 2 with $\varepsilon=1$ and varying $\mu$ for zero initial velocities.

### 5.2 Channel flow past a block

The second experiment tests the proposed data assimilation methods on the problem of channel flow past a block. Many experimental and numerical studies can be found in the literature [ $52,58,61]$. The domain of the problem consists of a $2.2 \times 0.41$ rectangular channel, and a block having a side length of 0.1 centered at $(0.2,0.2)$ from the bottom left corner of the rectangle. See Fig. 3 for a diagram of the domain.

No-slip velocity boundary and homogeneous normal boundary conditions are enforced on the block and walls for Step 1 and Step 2 of the projection scheme


Figure 3: The domain for the channel flow past a cylinder numerical experiment.
with CDA respectively. The inflow and outflow flow profiles are given by

$$
\begin{align*}
& u_{1}(0, y, t)=u_{1}(2.2, y, t)=\frac{6}{0.41^{2}} y(0.41-y), \\
& u_{2}(0, y, t)=u_{2}(2.2, y, t)=0 . \tag{5.1}
\end{align*}
$$

The kinematic viscosity is taken to be $v=10^{-3}$ and external force $f=0$. Quantities of interest for this flow are lift and drag coefficients. We use ( $\left.P_{2}, P_{1}^{\text {disc }}\right)$ ScottVogelius elements on a barycenter refined Delaunay mesh that provides $19.4 k$ velocity and 14.3 k pressure degrees of freedom. We take $T=10$ as the end time in our computations. The BDF2-FEM scheme with $\Delta t=0.002$ sufficiently resolves the solution on this mesh, and we use this as the resolved solution from which to draw measurements from and make comparisons to. Below, we give lift $c_{l}(t)$ and drag $c_{d}(t)$ calculations from tests with and without CDA

$$
\begin{aligned}
c_{d}(t) & =\frac{2}{\rho L U_{\max }^{2}} \int_{S}\left(\rho v \frac{\partial u_{t s}}{\partial n} n_{y}-p(t) n_{x}\right) d S \\
c_{l}(t) & =-\frac{2}{\rho L U_{\max }^{2}} \int_{S}\left(\rho v \frac{\partial u_{t s}}{\partial n} n_{x}-p(t) n_{y}\right) d S
\end{aligned}
$$

where $U_{\max }$ is the maximum mean flow, $L$ is the diameter of the cylinder, $n=$ $(n x ; n y)^{T}$ is the normal vector on surface $S$ and $u_{t s}$ is the tangential velocity, [54].

In addition to testing the first order methods in Algorithms 1 and 2, we also test their BDF2 analogues, which are given in PDE form below.

CDA Proj Step 1 with BDF2: Find $u^{n+1}$

$$
\begin{aligned}
& \frac{1}{2 \Delta t}\left(3 u^{n+1}-4 \tilde{u}^{n}+\tilde{u}^{k n-1}\right)+\tilde{u}^{n} \cdot \nabla u^{n+1}-v \Delta u^{n+1} \\
& \quad+\nabla p^{n}+\mu I_{H}\left(u^{n+1}-w^{n+1}\right)=f^{n+1} \\
& \left.u^{n+1}\right|_{\partial \Omega}=0 .
\end{aligned}
$$

CDA Proj Step 2 with BDF2: Project $u^{n+1}$ into the divergence-free space

$$
\begin{aligned}
& \frac{1}{2 \Delta t}\left(3 \tilde{u}^{n+1}-3 u^{n+1}\right)+\nabla\left(p^{n+1}-p^{n}\right)=0, \\
& \nabla \cdot \tilde{u}^{n+1}=0 \\
& \left.\tilde{u}^{n+1} \cdot n\right|_{\partial \Omega}=0 .
\end{aligned}
$$

CDA penalty with BDF2: Find $u^{n+1}$

$$
\begin{aligned}
& \frac{1}{2 \Delta t}\left(3 u^{n+1}-4 u^{n}+u^{k-1}\right)+\tilde{B}\left(u^{n}, u^{n+1}\right)-v \Delta u^{n+1} \\
& \quad-\varepsilon^{-1} \nabla\left(\nabla \cdot u^{n+1}\right)+\mu I_{H}\left(u^{n+1}-w^{n+1}\right)=f^{n+1} \\
& \left.u^{n+1}\right|_{\partial \Omega}=0
\end{aligned}
$$

### 5.2.1 Projection method results

In this subsection, we test both BE and BDF2 projection methods. First, we test with no CDA and varying time step sizes. Results are shown in Fig. 4, as drag and lift coefficients versus time. For BE projection, results are bad for each choice of $\Delta t$ : although there is improvement as $\Delta t$ decreases, even with $\Delta t=10^{-4}$, results are quite inaccurate. With BDF2 projection, results are significantly better, and with $\Delta t=10^{-4}$ the results match that of the resolved solution.

Next we consider the CDA projection methods, with nudging parameter $\mu=$ 1000 and time step size $\Delta t=0.002$ (far larger than what is needed to match the resolved solution when no CDA is used), with varying number of data measurement points $N^{2}$. In Fig. 5, we observe that BE projection is nearly as accurate as the resolved solution only when $N=61$. BDF2 projection, on the other hand, is accurate even when $N=21$. In all cases, CDA provides significant improvement in accuracy, and with BDF2 can provide results as good as the resolved solution with a more reasonable number of measurement points than BE projection requires.

### 5.2.2 Penalty method with data assimilation using Backward Euler time stepping

We now repeat the tests done with CDA projection for CDA penalty, now using $\mu=10$ (larger $\mu$ did not improve results). Results for lift and drag are shown in Fig. 6, and we observe similar results as for CDA projection: for BE penalty, $N=61$ is required to achieve accuracy near that of the resolved solution and for BDF2 penalty $N=41$ is needed.

BE projection (no CDA)


Figure 4: Shown above are the drag (left) and lift (right) coefficients versus time for backward Euler projection method (top) and BDF2 projection method (bottom) with varying time step $\Delta t$ and no CDA.

## 6 Conclusions and future directions

We studied herein continuous data assimilation (CDA) applied to the projection and penalty methods for the Navier-Stokes equations. We proved that CDA enables long time optimally accurate solutions by removing the splitting error arising in projection methods and the modeling error in penalty methods. Numerical tests illustrated the theory well, and major improvements in accuracy from CDA were observed. These tests also showed that CDA can allow for larger time step sizes and larger penalty parameters without harming accuracy.

BE projection CDA


Figure 5: Shown above are the drag (left) and lift (right) coefficients versus time for CDA projection methods with varying $N$ and $\mu=1000$.

For future work, one may consider CDA applied to other types of splitting or approximation methods such as Yosida or ACT algebraic splitting methods for NSE [35,50,53,62], to determine if their splitting errors can be reduced as well. Another important topic for future consideration is how CDA affects the linear solves and preconditioners at each time step. This is an important issue in CDA implementation but to our knowledge has not been well studied. We plan to consider this in a forthcoming paper.
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## Backward Euler penalty CDA



Figure 6: Shown above are the drag (left) and lift (right) coefficients versus time for CDA penalty methods with varying $N$ and $\mu=10$ and $\varepsilon=1$.
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